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Abstract

A number of models have been developed to simulate hypoxia in the Chesapeake Bay, but these models do not agree on what processes must be included. In this study we implemented a previously published biogeochemical (BGC) code developed for open-ocean waters that includes “cryptic” microbial sulfur cycling, a process that can increase denitrification and anammox rates in anoxic waters. We ran this BGC code within the ChesROMS physical model of the Chesapeake Bay, then compared the results to those of a ChesROMS simulation with an estuarine BGC code previously implemented and calibrated in the Bay. The estuarine BGC code neglects sulfur cycling but includes burial of particulate organic matter (POM) and cycling of dissolved organic matter (DOM) and uses different values for many parameters governing phytoplankton growth and particle dynamics. At a key test site (the Bay Bridge Station), the model with sulfur cycling gives better results for oxygen and nitrate. However, it also gives a worse overprediction of ammonium—suggesting that its greater accuracy in predicting these two variables may result from cancellation of errors. By making comparisons among these two models and derivatives of them, we show that the differences in modeled oxygen and ammonium are largely due to whether or not the BGC codes include cycling of DOM and sedimentary burial of POM, while the differences in modeled nitrate are due to the other differences in the modeled biogeochemical processes (sulfur cycling/anammox/optics). Changes in parameters used in both BGC codes (in particular particle sinking velocities) tended to compensate the other differences. Predictions of hydrogen sulfide (H\textsubscript{2}S) within the Bay are very sensitive to the details of the simulation, suggesting that it could be a useful diagnostic.
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Table S1. Biochemical parameters used in models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>N_BUR_DOM_CHES</th>
<th>SNP_PERU/SNP_BUR_DOM_CHES</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>half-saturation concentration of O\textsubscript{2} in oxic mineralization</td>
<td><em>/</em>/0.3</td>
<td>0.3</td>
<td>mmol O m\textsuperscript{-3}</td>
</tr>
</tbody>
</table>
Table S1. Biochemical parameters used in models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value 1</th>
<th>Value 2</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half-saturation concentration of NO\textsubscript{3} in nitrate reduction</td>
<td>*/*15</td>
<td>15</td>
<td>mmol N m\textsuperscript{-3}</td>
</tr>
<tr>
<td>Half-saturation concentration of NO\textsubscript{2} in denitrification</td>
<td>*/*30</td>
<td>30</td>
<td>mmol N m\textsuperscript{-3}</td>
</tr>
<tr>
<td>Half-saturation concentration of O\textsubscript{2} inhibition in nitrate</td>
<td>1/1/1</td>
<td>1/1/1</td>
<td>mmol O m\textsuperscript{-3}</td>
</tr>
<tr>
<td>reduction and denitrification</td>
<td>*/*0.1</td>
<td>0.1</td>
<td>mmol O m\textsuperscript{-3}</td>
</tr>
<tr>
<td>Half-saturation concentration of O\textsubscript{2} inhibition in sulfate</td>
<td>*/*4</td>
<td>4</td>
<td>mmol N m\textsuperscript{-3}</td>
</tr>
<tr>
<td>reduction</td>
<td>*/*0.93</td>
<td>0.93</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Constant rate of sulfide oxidation by NO\textsubscript{3}</td>
<td>*/*0.33</td>
<td>0.33</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Constant rate of sulfide oxidation by NO\textsubscript{2}</td>
<td>*/*0.93</td>
<td>0.93</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Constant rate of sulfide oxidation by O\textsubscript{2}</td>
<td>*/*1</td>
<td>1</td>
<td>mmol O m\textsuperscript{-3}</td>
</tr>
<tr>
<td>Half-saturation concentration of O\textsubscript{2} in sulfide oxidation</td>
<td>*/*2.9</td>
<td>2.9</td>
<td>mmol N m\textsuperscript{-3}</td>
</tr>
<tr>
<td>Half-saturation concentration of NO\textsubscript{3} in sulfide oxidation</td>
<td>*/*6</td>
<td>6</td>
<td>mmol N m\textsuperscript{-3}</td>
</tr>
<tr>
<td>Half-saturation concentration of NO\textsubscript{2} in sulfide oxidation</td>
<td>*/*0.1</td>
<td>0.1</td>
<td>mmol O m\textsuperscript{-3}</td>
</tr>
<tr>
<td>Half-saturation concentration of O\textsubscript{2} inhibition in sulfide</td>
<td>*/*0.07</td>
<td>0.07</td>
<td>d\textsuperscript{-1} (mmol N m\textsuperscript{-3})</td>
</tr>
<tr>
<td>oxidation</td>
<td>*/*0.1</td>
<td>0.1</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Constant rate of anammox rate</td>
<td>*/*0.1</td>
<td>0.1</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Maximum rate of aerobic ammonium oxidation</td>
<td>*/*0.1</td>
<td>0.1</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Maximum rate of aerobic nitrite oxidation</td>
<td>*/*0.1</td>
<td>0.1</td>
<td>d\textsuperscript{-1}</td>
</tr>
</tbody>
</table>
Table S1. Biochemical parameters used in models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half-saturation concentration of O2 in nitrification</td>
<td><em>/</em>/1</td>
<td>mmol N m⁻³</td>
</tr>
<tr>
<td>Radiation inhibition threshold of ammonium</td>
<td>0.0095</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>Radiation inhibition threshold of nitrite</td>
<td><em>/</em>/0.0364</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>Light intensity at which inhibition is half-saturated for ammonium</td>
<td><em>/</em>/0.036</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>Light intensity at which inhibition is half-saturated for nitrite</td>
<td><em>/</em>/0.074</td>
<td>W m⁻²</td>
</tr>
<tr>
<td>Small detritus remineralization rate</td>
<td>0.03/0.1/0.03</td>
<td>d⁻¹</td>
</tr>
<tr>
<td>Small detritus remineralization rate N-fraction</td>
<td>0.03/0.1/0.03</td>
<td>d⁻¹</td>
</tr>
<tr>
<td>Small detritus remineralization rate C-fraction</td>
<td>0.03/0.1/0.03</td>
<td>d⁻¹</td>
</tr>
<tr>
<td>Large detritus remineralization rate</td>
<td>0.01/0.1/0.01</td>
<td>d⁻¹</td>
</tr>
<tr>
<td>Large detritus remineralization rate N-fraction</td>
<td>0.01/0.01/0.01</td>
<td>d⁻¹</td>
</tr>
<tr>
<td>Large detritus remineralization rate C-fraction</td>
<td>0.01/0.01/0.01</td>
<td>d⁻¹</td>
</tr>
<tr>
<td>Q_{10}</td>
<td>2.4/1.2.4</td>
<td>Null</td>
</tr>
<tr>
<td>Phytoplankton growth rate at 0°C</td>
<td>0.69</td>
<td>d⁻¹</td>
</tr>
<tr>
<td>Chlorophyll to phytoplankton maximum ratio</td>
<td>0.053</td>
<td>mgChl mgC⁻¹</td>
</tr>
<tr>
<td>Initial slope of planktonic growth to light curve</td>
<td>0.125/0.025/0.125</td>
<td>(W m⁻²)d⁻¹</td>
</tr>
<tr>
<td>Half-saturation concentration for uptake of NO₃ by phytoplankton</td>
<td>0.5</td>
<td>mmol N m⁻³</td>
</tr>
<tr>
<td>Half-saturation concentration for uptake of NH₄ by phytoplankton</td>
<td>0.5</td>
<td>mmol N m⁻³</td>
</tr>
<tr>
<td>Stoichiometry of P to N in phytoplankton and zooplankton</td>
<td>1/16</td>
<td>dimensionless</td>
</tr>
</tbody>
</table>
Table S1. Biochemical parameters used in models

| Parameter                                                                 | N/BUR | DOM | PERU/N/BUR | DOM | PERU/SNP | CHES | SNP
|----------------------------------------------------------------------------|-------|-----|------------|-----|----------|------|-----
| half-saturation concentration for uptake of PO₄ by phytoplankton (kNO₃/16) | *//*0.03125 | 0.03125 | mmol P m⁻³ |       |          |      |     |
| excretion rate due to basal metabolism                                      | 0.1   | 0.1 | d⁻¹        |       |          |      |     |
| excretion rate due to phytoplankton assimilation                            | 0.1   | 0.1 | d⁻¹        |       |          |      |     |
| assimilation efficiency                                                     | 0.75  | 0.75| dimensionless |       |          |      |     |
| maximum phytoplankton grazing rate                                          | 0.6   | 0.6 | (mmol N m⁻³)-¹ d⁻¹ |       |          |      |     |
| phytoplankton mortality                                                     | 0.15  | 0.15| d⁻¹        |       |          |      |     |
| zooplankton mortality                                                       | 0.025 | 0.025| d⁻¹        |       |          |      |     |
| half saturation of phytoplankton ingestion                                  | 2     | 2   | (mmol N m⁻³)-² |       |          |      |     |
| aggregation parameter                                                       | 0.005 | 0.005| d⁻¹        |       |          |      |     |
| sinking velocity of phytoplankton                                           | 0.1   | 0.1 | m d⁻¹      |       |          |      |     |
| sinking velocity of small detritus                                          | 0.1/2/0.1 | 2/0.1/2| m d⁻¹      |       |          |      |     |
| sinking velocity of large detritus                                          | 5/20/5 | 20/5/20| m d⁻¹      |       |          |      |     |
| maximum nitrification rate                                                  | 0.05/0.05/* | *| d⁻¹        |       |          |      |     |
| light intensity at which the inhibition of nitrification is half-saturated  | 0.1/0.1/* | *| W m⁻²      |       |          |      |     |
| threshold for light-inhibition of nitrification                              | 0.0095/0.0095/* | *| W m⁻²      |       |          |      |     |

Table S2. Differences among the models

| Phytoplankton limitations | N/BUR_DOM_PERU/N/BUR_DOM_CHES | SNP_PERU/NO3, NH4, NO3, NH4, DON, SDeN, LDeN
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen species</td>
<td>NO3, NH4,DON,SDeN, LDeN</td>
<td>NO3, NH4, DON, SDeN, LDeN</td>
</tr>
<tr>
<td>Nitrogen fixation</td>
<td>No</td>
<td>Turned off</td>
</tr>
<tr>
<td>Burial depending on flux bottom velocity</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Annamox</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>SRRA</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Table S2. Differences among the models

<table>
<thead>
<tr>
<th>DSR</th>
<th>Sedimentary denitrification</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table S3. $R^2$ of CB2.2

<table>
<thead>
<tr>
<th></th>
<th>N_BUR_DOM_CHES</th>
<th>SNP_PERU</th>
<th>SNP_CHES</th>
<th>N_BUR_DOM_PERU</th>
<th>SNP_BUR_DOM_CHES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen</td>
<td>0.28</td>
<td>0.73</td>
<td>-0.17</td>
<td>-0.23</td>
<td>-2.47</td>
</tr>
<tr>
<td>Nitrate</td>
<td>-0.03</td>
<td>0.11</td>
<td>0.02</td>
<td>-22.66</td>
<td>-3.82</td>
</tr>
<tr>
<td>Ammonium</td>
<td>-1.49</td>
<td>-6.99</td>
<td>-5.72</td>
<td>0.01</td>
<td>-0.27</td>
</tr>
</tbody>
</table>

Table S4. $R^2$ of CB5.3

<table>
<thead>
<tr>
<th></th>
<th>N_BUR_DOM_CHES</th>
<th>SNP_PERU</th>
<th>SNP_CHES</th>
<th>N_BUR_DOM_PERU</th>
<th>SNP_BUR_DOM_CHES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen</td>
<td>0.82</td>
<td>0.47</td>
<td>0.78</td>
<td>0.50</td>
<td>0.23</td>
</tr>
<tr>
<td>Nitrate</td>
<td>-7.29</td>
<td>-4.54</td>
<td>-0.43</td>
<td>0.45</td>
<td>-0.59</td>
</tr>
<tr>
<td>Ammonium</td>
<td>-9.48</td>
<td>-9.37</td>
<td>-9.13</td>
<td>0.72</td>
<td>0.27</td>
</tr>
</tbody>
</table>

S1. Oxygen (first row), Nitrate (second row), Ammonium (third row) profiles from SNP_CHES, N_BUR_DOM_PERU, SNP_BUR_DOM_CHES and SNP_BUR_DOM_PERU at the Bay Bridge station (CB3.3C) in year 2017.
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Abstract

A number of models have been developed to simulate hypoxia in the Chesapeake Bay, but
these models do not agree on what processes must be included. In this study we implemented
a previously published biogeochemical (BGC) code developed for open-ocean waters that
includes “cryptic” microbial sulfur cycling, a process that can increase denitrification and
anammox rates in anoxic waters. We ran this BGC code within the ChesROMS physical model
of the Chesapeake Bay, then compared the results to those of a ChesROMS simulation with an
estuarine BGC code previously implemented and calibrated in the Bay. The estuarine BGC
code neglects sulfur cycling but includes burial of particulate organic matter (POM) and cycling
of dissolved organic matter (DOM) and uses different values for many parameters governing phytoplankton growth and particle dynamics. At a key test site (the Bay Bridge Station), the model with sulfur cycling gives better results for oxygen and nitrate. However, it also gives a worse overprediction of ammonium—suggesting that its greater accuracy in predicting these two variables may result from cancellation of errors. By making comparisons among these two models and derivatives of them, we show that the differences in modeled oxygen and ammonium are largely due to whether or not the BGC codes include cycling of DOM and sedimentary burial of POM, while the differences in modeled nitrate are due to the other differences in the modeled biogeochemical processes (sulfur cycling/anammox/optics). Changes in parameters used in both BGC codes (in particular particle sinking velocities) tended to compensate the other differences. Predictions of hydrogen sulfide (H$_2$S) within the Bay are very sensitive to the details of the simulation, suggesting that it could be a useful diagnostic.

Key words: Coupled nitrogen and sulfur cycles; Biogeochemical parameters; Model comparison; Predictions of H$_2$S

1. Introduction

Estuaries are key locations where rivers couple terrestrial processes with ocean biology and chemistry. These systems have generated research interest due to their abundant biological resources and their crucial role in global carbon and biogeochemical cycles (Bauer et al., 2013; Bianchi and Bauer, 2011; Canuel et al., 2012). As the largest estuary in North America, the Chesapeake Bay plays a particularly important role in coastal nutrient transformation, transport and burial. Much effort has been made to study these processes, which can impact the Bay’s ecosystem and its economic productivity.
Of all the processes affecting the Bay, eutrophication has emerged as a principal threat.

Eutrophication arises from an increase in nutrient and dissolved organic matter (DOM) concentrations, leading to a greater production of particulate organic matter (POM) in the water column or on the seabed (Gary et al., 2002). This results in hypoxia (defined here as oxygen concentrations less than 62.5 mmol/m$^3$) when the oxygen consumed during the degradation of POM exceeds the oxygen supplied from gas exchange, mixing and advection. Hypoxia has been shown to cause mortality events (for recent events within the Chesapeake Bay see Luckett, 2020), contributing to metazoan population decline and resulting in so-called “dead-zones” devoid of fisheries resources including crabs, shrimp and fish (Rabalais et al., 2002; Renaud, 1983).

Under intense hypoxia (as oxygen levels become undetectable), sulfate reduction produces hydrogen sulfide (H$_2$S) in the water column (a state known as euxinia), which can reduce biodiversity by harming surviving organisms through lethal and sublethal impacts (Luther et al., 1988). Benthic organisms are especially vulnerable to coastal hypoxia, anoxia and euxinia because they live in and near the sediments, where oxygen tends to be depleted relative to the overlying water column (Seliger et al., 1985; Vaquer-Sunyer and Duarte, 2008).

The production of H$_2$S also has the potential to change biogeochemical cycling in the Chesapeake Bay. Marvin-DiPasquale and Capone (1998) estimated that decomposition of organic matter via sulfate reduction remineralized 18-32% of the primary production at three sites in the Bay. H$_2$S produced by this process can move upwards in the water column and act as a sink for oxygen when it is oxidized, further accelerating hypoxia (Roden et al., 1992). However, recent work has shown that sulfide can also be oxidized using nitrite and nitrate, resulting in a loss of bioavailable nitrogen (Canfield et al., 2010). Such losses reduce the
potential for hypoxia. This process has been referred to as "cryptic" sulfur cycling as sulfide produced from sulfate can be rapidly recycled (and thus may not be detected in the water column on observational time scales). Arora-Williams et al. (2022) find that organisms which are known to have these capabilities are ubiquitous and relatively abundant within the Chesapeake Bay.

Some Chesapeake Bay models (Testa et al., 2014; Cerco and Noel, 2017) incorporate biogeochemical cycling (BGC) codes which have a simplified representation of the impacts of sulfur cycling in which an idealized reductant (representing either H$_2$S or methane) is released from sediments and oxidized in the water column. However, these models do not directly simulate water column sulfate reduction, sulfide oxidation by nitrate or sulfide oxidation by nitrite.

Other models (for example Feng et al., 2015; Da et al., 2018; Testa et al., 2018) have been able to produce relatively skillful simulations of hypoxia within the Bay using BGC codes that simulate nitrogen without coupling it to sulfur. In this paper we use one of these models (the ChesROMS_ECB model of Feng et al., 2015 and Da et al., 2018) as our baseline. The physical component of this model is run in the Regional Ocean Modeling System (ROMS; Shchepe\n etkin and McWilliams, 2005), while its biogeochemical component builds on the Fennel et al. (2006) BGC code, which partitions fixed nitrogen between nitrate and ammonium. Feng et al. (2015) add to the Fennel BGC module by including dissolved organic nitrogen and carbon and simulating the burial of sinking particles in sediment. The resulting model does a relatively successful job in simulating the annual cycle of oxygen in the Bay, but still simulates significant offsets with observations when it comes to nitrate and ammonium (Da et al., 2018).
This raises the question of whether simulating sulfide oxidation by nitrate and nitrite would improve the model or change its sensitivity to perturbations in nitrogen input. In order to examine this question as well as to learn more about nutrient cycles and patterns of hypoxia in the Chesapeake Bay, we implement the BioRedoxCNPS BGC code of al Azhar et al. (2014), which includes sulfur, nitrogen and phosphorus cycles, into the ChesROMS physical model used in Da et al. (2018). While the BioRedoxCNPS code has many similarities to the ChesROMS_ECB code, it was developed for the open ocean; thus, it does not include organic matter burial or DOM, and it has a different optics scheme. Additionally, many processes common to the two codes have different parameter settings. While some improvements emerge between the solutions produced by the ChesROMS_ECB and BioRedoxCNPS codes when run in a physically identical simulation of the Chesapeake Bay, it is impossible to tell whether these are due to the inclusion of more complex nutrient cycling, the inclusion of burial and DOM, or to differences in model parameters. To evaluate this, we therefore present a merged version of the two codes that includes both the sulfur and nitrogen cycling of BioRedoxCNPS and the burial and dissolved organic matter cycling of ChesROMS_ECB. This then enables us to isolate sources of differences between the simulations. In what follows we will distinguish between codes, models, and simulations. Codes have different representations of biogeochemical or physical processes. Models implement these codes in a particular configuration but may produce simulations with different values of parameters.

This manuscript is structured as follows. The codes used in this study, the details of how they are implemented into models, and the simulations run with them are described in section 2. We begin our results in section 3 by looking at how the three sets of changes affect predicted oxygen, nitrate and ammonium fields. While the model of al Azhar does produce an improvement in the simulation of oxygen in the Bay, this is not primarily driven by adding sulfur
cycling. Instead, we find that changes in parameters common to both models, as well as the BioRedoxCNPS code’s exclusion of burial, DOM cycling, and absorption by CDOM (chromophoric DOM) produced large compensating effects. In Section 4 we discuss implications of these results for modeling the Bay. This study moves towards a more complete model for simulating chemical species and highlights key processes and parameters that control biogeochemical cycles in the Chesapeake Bay. As such our results provide guidance for future experimental studies focused on hypoxia, anoxia and euxinia.

2. Model description

2.1 Physical model

The coupled physical-biogeochemical models used in this study were run with version 3.6 (revision 898) of the Regional Ocean Modeling System (ROMS). ROMS is a three-dimensional, time-dependent simulation that uses the hydrostatic primitive equations (Shchepetkin and McWilliams, 2005). Physical circulations were set to be identical across the different model runs as there was no feedback between biology and physical circulation. While accounting for feedbacks between chlorophyll and shortwave absorption may improve temperature simulations (Kim et al., 2020), ignoring such feedbacks for now allows us to attribute all differences between the models to the direct impacts of biogeochemical processes.
Figure 1. Model bathymetry used in ChesROMS. Stations regularly monitored by the states of Virginia and Maryland are shown in red. In the main text we focus on the CB3.3C station marked with orange circle that is in the heart of the hypoxic zone. In supplemental material we also report comparisons from the CB2.2 (near the northern edge of the hypoxic zone) and CB5.3 (near the southern edge of the hypoxic zone) stations marked with black circles.

We use an implementation of the ROMS code for the Chesapeake Bay developed by Xu et al., (2012) and known in the literature as ChesROMS. The ChesROMS model domain extends from 77.2°W to 75.0°W and from 36°N to 40°N, covering the main stem and primary tributaries of the Chesapeake Bay. The model extends seaward to the Mid-Atlantic Bight (Figure 1) to prevent boundary effects from altering tracer fields and mean velocity fields. The horizontal grid uses orthogonal curvilinear coordinates, with varying resolution. The highest resolution (430 m) is found in the northern Bay, the lowest resolution (~10 km) in the southern end of the Mid-Atlantic.
Bight, and the average grid spacing within the Chesapeake Bay is 1.7 km. Governing equations are discretized over a stretched terrain-following s-coordinate with 20 vertical levels. To interpolate between a higher resolution in the surface and the bottom boundary layers in deeper waters and relatively constant resolution in shallow waters, the standard stretching function in ROMS was used with values $\theta_s=6.0$ and $\theta_b=4.0$ (standard values in this version of ROMS) with an $h_c = 10$ m.

Tidal constituents were adopted from the Advanced Circulation (ADCIRC) model (Leuttich et al., 1992) and from observed nontidal water levels from Duck, NC and Lewes, DE (Scully, 2016) and were imposed on the model at the open boundary. Atmospheric forcing, including winds, air temperature, relative humidity, pressure, precipitation, short-wave radiation and longwave radiation, were obtained from the North American Regional Reanalysis (originally described in Mesinger et al., 2006).

The MPDATA 3-D advection scheme (Smolarkiewicz, 1983; Smolarkiewicz and Margolin, 1998) was used for tracers. MPDATA 3-D is a third-order upstream advection scheme that ensures that advection does not generate spurious maxima or minima while minimizing numerical diffusion (this is particularly important for biogeochemical tracers). Momentum is advected with a third-order centered difference scheme in the horizontal and fourth-order centered difference in the vertical. The vertical turbulent mixing scheme and background mixing coefficients for both momentum and tracers were all set to the same values as in Feng et al. (2015).

2.2 BGC codes and simulation setups

In this study, we examined the behavior of three biogeochemical codes (ECB, BioRedoxCNPS, and our merger of the two: SNP_BUR_DOM), which we implemented using two parameter sets
for phytoplankton growth, coagulation and sinking governed by equations in common to the 2
codes. One parameter set is taken from the Da et al. (2018) model of the Chesapeake and the
other is taken from the al Azhar et al. (2014) model of the Peru upwelling system. This
experimental design thus combines three codes with two parameter sets for each code, giving
us a total of six core simulations. In order to highlight the differences between simulations we
use a nomenclature that makes it evident what nutrients are cycled, whether the model includes
burial and DOM, and which parameter set (Peru vs. Chesapeake) is used within each
simulation. The resulting nomenclature shows the increasing complexity and realism in the
setup of the simulations.

We denote these simulations N_BUR_DOM_CHES, SNP_PERU, SNP_CHES,
N_BUR_DOM_PERU, SNP_BUR_DOM_PERU and SNP_BUR_DOM_CHES. N vs. SNP
contrasts whether the code models only Nitrogen (as in ChesROMS_ECB) or Nitrogen, Sulfur
and Phosphorus (as in BioRedoxCNPS). BUR_DOM indicates that the code includes organic
matter burial in sediments and dissolved organic matter (as in ChesROMS_ECB). Finally,
CHES vs. PERU denotes whether the biogeochemical parameters common to both of the two
original codes are taken from Da et al. (2018) in the Chesapeake or al Azhar et al. (2014) in the
Peru upwelling system. For example, the ChesROMS_ECB model of Da et al. (2018) thus is
identical to our N_BUR_DOM_CHES simulation, while the implementation of BioRedoxCNPS
with the original parameters used in al Azhar et al. (2014) corresponds to our SNP_PERU
simulation. A more complete description of each simulation is given below.

2.2.1 N_BUR_DOM_CHES

The BGC code in the N_BUR_DOM_CHES simulation is the same as the code used in Da et al.
(2018), which is derived from a nitrogen-based ecosystem code (Fennel et al., 2006). This code
includes a simplified nitrogen cycle with 8 nitrogen pools (and model acronyms): nitrate (NO₃),
ammonium (NH₄), phytoplankton (P), zooplankton (Z), semilabile and refractory dissolved organic nitrogen (DONsl and DONrf) and small and large nitrogen detritus (SDeN and LDeN).

Additionally, the code simulates semilabile and refractory DOC (DOCsl and DOCre), inorganic suspended solids (ISS), chlorophyll (Chl), dissolved inorganic carbon (DIC), alkalinity (Alk), and dissolved oxygen (O₂). As implemented in the ChesROMS_ECB model, phytoplankton growth is limited by nitrogen and light and the dominant phytoplankton loss is via coagulation and sinking. Fractions of phytoplankton and large detritus are partially resuspended as small detritus once they reach the bottom, depending on near-bottom turbulent velocities. Some fraction of the remaining benthic flux is buried permanently with the rest being remineralized. The burial fraction $f_{bur}$ follows Henrichs and Reeburgh (1987), where it is a function of the carbon flux to the bottom

$$f_{bur} = \min(0.75, 0.023 \times \text{carbon flux to the bottom}^{0.5797})$$ (1)

This means that burial is very small when the flux of material is small and increases nonlinearly as the flux to the bottom does. In this model, there are three pathways involved in transforming the organic material to inorganic nitrogen: 1. Solubilization of excreted materials produces DON. Both DON and detrital material are remineralized to NH₄, 2. using oxygen if it is available and 3. nitrate (resulting in denitrification) if it is not. Table S1 lists the biogeochemical parameters used in this simulation. The source of these parameters can be found in Da et al. (2018).

2.2.2 SNP_PERU

The second biogeochemical simulation, SNP_PERU, uses the code developed by al Azhar et al. (2014) to capture interactions between the cycles of nitrogen, phosphorus and sulfur in the Peru coastal ocean upwelling system. Like the ECB code, this code was also derived from the
BGC code of Fennel et al. (2006), and it has previously been referred to as BioRedoxCNPS (Azhar et al., 2014) and Fennel_CNPS (Hantsoo et al., 2018). We refer to the unaltered version of this code implemented in the ChesROMS physical model domain with BGC parameters from al Azhar et al. (2014) as the SNP_PERU simulation. This code adds new explicit kinetic processes to the Fennel BGC code: 1. Sulfate is reduced to H$_2$S during organic matter remineralization when other oxidants (oxygen and nitrate) are limiting. Sulfide is reoxidized to sulfate. 2. by oxygen, 3. by nitrate reduction to nitrite through chemolithoautotrophic nitrate reduction or 4. by nitrite reduction to N$_2$ gas through sulfide-driven denitrification. When the water is anoxic, ammonium can also be oxidized by nitrite through anammox to produce N$_2$ gas. The SNP simulations used in this paper thus include six state variables not included in N_BUR_DOM_CHES: nitrite (NO$_2$), sulfate (SO$_4$), hydrogen sulfide (H$_2$S), phosphate (PO$_4$) and small and large detrital phosphorus (SDeP, LDeP). Autotrophic nitrogen fixation by diazotrophs (which was included in the original study of al Azhar et al., 2014) was turned off in our simulations as it resulted in numerical instability and is not expected to play a major role in Chesapeake nitrogen dynamics given the excess of fixed nitrogen over phosphorus. It is notable that there are no sedimentary burial processes in the SNP code so that all organic materials hitting the bottom are remineralized. Thus, in comparison to N_BUR_DOM_CHES, SNP_PERU has two new pathways (anammox and sulfide-driven denitrification) by which nitrogen is lost to the system, but it simultaneously neglects the loss of nitrogen via burial. Additionally, dissolved organic materials are not included in this model. Finally, as described in Table S1, although the equations for phytoplankton growth, grazing, coagulation, and detrital sinking can be cast in identical forms in SNP_PERU and N_BUR_DOM_CHES, many of the parameters within these equations are different in these two models. In particular, grazing and remineralization rates in N_BUR_DOM_CHES have an exponential dependence on temperature with a $Q_{10}$ of 2.4 taken from Lomas et al. (2002) while those in SNP_PERU do not (corresponding to a $Q_{10}$ of 1).
An additional difference between the N_BUR_DOM_CHES (ChesROMS_ECB) and SNP (BioRedoxCNPS) codes is the parameterization of penetrating photosynthetically active radiation (PAR). In N_BUR_DOM_CHES, PAR is attenuated by water, suspended sediments and implicitly by colored dissolved materials (via a dependence on salinity) but not by chlorophyll. In SNP_PERU it is attenuated by water and chlorophyll alone.

### 2.2.3 SNP_CHES

With the exception of temperature dependencies for grazing and remineralization, the code in SNP_CHES is the same as in SNP_PERU. However, in any equations which are also in common with N_BUR_DOM_CHES, all common parameters were set to the values in the latter simulation. We also adopted the temperature dependences from the N_BUR_DOM_CHES simulation.

### 2.2.4 N_BUR_DOM_PERU

In parallel, we ran N_BUR_DOM_PERU by replacing common parameters in the N_BUR_DOM_CHES code with PERU parameters, including setting $Q_{10}$ to 1 for grazing and remineralization. Thus, comparing SNP_PERU (original BioRedoxCNPS) to SNP_CHES (BioRedoxCNPS with parameters from ChesROMS_ECB) or N_BUR_DOM_CHES (original ChesROMS_ECB) to N_BUR_DOM_PERU (ChesROMS_ECB with parameters from BioRedoxCNPS, see Table S1 for list of parameters) helps to distinguish the differences that can be attributed to biological parameters (e.g. phytoplankton growth rate) within identical pathways from the differences caused by changing the biogeochemical pathways themselves (e.g. adding anammox).

### 2.2.5 SNP_BUR_DOM_PERU
Since the biological model from al Azhar et al. (2014) was developed for an open-ocean/coastal upwelling system rather than an estuary with strong forcing from riverine runoff and significant rates of organic matter burial, we modified the SNP code by adding the resuspension and burial code that was used in ChesROMS_ECB. We also added dissolved organic matter cycling, extending the ECB code which simulated DON and dissolved organic carbon (DOC) to include dissolved organic phosphorus (DOP). Including burial without DOM cycling resulted in an excessive fraction of the nutrients delivered to the model being buried in the river mouths. We denote this merged code as SNP_BUR_DOM, and we denote the simulation made with this new code as SNP_BUR_DOM_PERU when biological constants in common with SNP_PERU are set to those in the latter model.

2.2.6 SNP_BUR_DOM_CHES

For the simulation SNP_BUR_DOM_CHES, the code is identical to that of SNP_BUR_DOM_PERU. However, in those equations which are identical to those in N_BUR_DOM_CHES, all parameters are set to the values in the latter simulation.

2.3 Pairing simulations to isolate sources of the differences between SNP_PERU and N_BUR_DOM_CHES

With our six simulations, we can isolate which differences between SNP_PERU and N_BUR_DOM_CHES contribute to the different simulated results. Differences between SNP_BUR_DOM_PERU and SNP_PERU (or SNP_BUR_DOM_CHES and SNP_CHES) are thus purely due to the inclusion of DOM and burial/resuspension of organic matter. Differences between SNP_BUR_DOM_PERU and N_BUR_DOM_PERU (or SNP_BUR_DOM_CHES and N_BUR_DOM_CHES) are due to differences in whether we include sulfur and phosphorus cycling, or to differences in the optical scheme used to parameterize the penetration of
shortwave radiation. Figure 2 shows a schematic of the merged SNP_BUR_DOM code (corresponding to the SNP_BUR_DOM_CHES/PERU simulations). Detailed differences among the six simulations are listed in Table S2.

2.4 Initial conditions and boundary forcings

All simulations were run for the year 2017. Riverine inputs for N_BUR_DOM_CHES were taken from the Dynamic Land Ecosystem Model (as in Feng et al., 2015). Tracers found in common across multiple models (ISS, NH$_4$, NO$_3$, and DON when included) were set to have the same inputs for SNP_PERU, SNP_CHES, SNP_BUR_DOM_PERU, SNP_BUR_DOM_CHES and N_BUR_DOM_PERU. The riverine input PO$_4$ was set to be the riverine input NO$_3$ divided by 36.6, a ratio calculated from field data (https://www.chesapeakebay.net/state/pollution). The riverine inputs of SDeP and LDeP were set to the values of SDeN and LDeN divided by 16, respectively, which is the Redfield ratio (reflecting observations of particulate nitrogen and phosphorus within the Bay). Semilabile and refractory DOP were also set to the corresponding DON concentrations divided by 16 when included. Sulfur was not included in the riverine input in this study, consistent with Burke et al. (2018) who found sulfate concentrations in these waters being low (<0.5 mM) compared to much higher concentrations in seawater. At the seaward boundary, we applied a mix of radiative boundary conditions (in which tracers like detrital organic matter are allowed to leave the domain but do not return through the boundary) and radiation with nudging (in which tracers like temperature and salinity entering the domain are set to climatological values). Our new sulfur variables are set to have zero flux on the seaward boundary, which makes little difference on the short time scales for which we run here, especially given the low levels of water column sulfur cycling on the shelf. We will amend this in future iterations of the code. Atmospheric deposition of dissolved inorganic nitrogen (DIN) was
also included in the models as a source of DIN to the estuary, since it is an important fraction of
the total DIN inputs to the Chesapeake Bay (Da et al., 2018).

Initial conditions for the N_BUR_DOM_CHES simulation were taken from a previously run
ChesROMS_ECB simulation that started in model year 1979 and thus represent a “spun-up"
state of the system. Those initial conditions in common with N_BUR_DOM_CHES were set to
be the same in SNP_PERU, SNP_CHES, SNP_BUR_DOM_PERU, SNP_BUR_DOM_CHES
and N_BUR_DOM_PERU. The initial values of PO₄, SDeP, LDeP, and DOP were all set to be
16 times smaller than their corresponding nitrogen variables from Da et al. (2018). All the other
initial values of new state variables were set to zero.

Figure 2. Schematic of the merged biogeochemical code (used in the SNP_BUR_DOM_
CHES/PERU simulations) developed in this paper. Nitrate, phosphate and ammonium come
down the rivers (light blue lines) and can be taken up by phytoplankton via photosynthesis
(green lines). Phytoplankton are primarily lost via coagulation into large and small detritus (red
lines) which sink to the bottom. A fraction of phytoplankton and large detritus are partially
resuspended (fluorescent blue lines) as small detritus once they reach the bottom. There is a small loss to zooplankton (grey lines) which we do not focus on here. Detritus is solubilized to DOM (purple lines). Both detritus and DOM can be remineralized (brown lines) to phosphate and ammonium. This remineralization consumes oxygen, but in the absence of oxygen (dotted lines) can proceed using nitrate and nitrite. In the absence of nitrate, nitrite and oxygen, remineralization proceeds using sulfate and produces hydrogen sulfide. Hydrogen sulfide is oxidized back to sulfate (orange lines) using oxygen (solid) or nitrate/nitrite (dotted) with the latter process resulting in denitrification. Ammonium can either be nitrified (dark blue lines) or consumed with nitrite via anammox (dotted magenta lines) in the absence of oxygen.

3. Results

In what follows below, we first compare simulated oxygen, nitrate and ammonium profiles from the simulations of the original BGC codes, N_BUR_DOM_CHES and SNP_PERU, in model year 2017 with the observational data from the Chesapeake Bay Program (CBP, https://www.chesapeakebay.net/what/downloads/cbp_water_quality_database_1984_present). We focus on the annual evolution of these three fields at CB3.3C, a station located near the Chesapeake Bay Bridge in the heart of the hypoxic zone. This station has also been a target of extensive genomic sampling (Arora-Williams, 2020; Arora-Williams et al., 2022), which we will examine in a future manuscript. We also make some comparisons with two other stations, CB2.2 and CB5.3, at the northern and southern edges of the hypoxic zone, respectively. In general, the model does not perform as well at these stations because the annual cycle there is very sensitive to where the edge of the hypoxic zone occurs, and not primarily to the intensity of hypoxia.
We then compare the differences between the SNP and N_BUR_DOM codes (SNP_CHES/PERU versus N_BUR_DOM_CHES/PERU) in order to examine how much of the difference between model fits to the available observations is due to differences in parameters (growth rates, sinking speeds of detritus) that are common to both models. Next, we compare the SNP and SNP_BUR_DOM codes (SNP_CHES/PERU versus SNP_BUR_DOM_CHES/PERU) to examine how adding/removing dissolved organic matter and burial processes affects simulated results. Finally, we show a comparison of N_BUR_DOM and SNP_BUR_DOM codes (N_BUR_DOM_CHES/PERU versus SNP_BUR_DOM_CHES/PERU) to isolate how much of the difference between model fits to the available observations is due to the addition of sulfur and phosphorus cycling and changes in the optics. Note that by definition, the sum of the differences between SNP_PERU minus SNP_BUR_DOM_PERU, SNP_BUR_DOM_PERU minus SNP_BUR_DOM_CHES and SNP_BUR_DOM_CHES minus N_BUR_DOM_CHES add up to the difference between SNP_PERU and N_BUR_DOM_CHES, our two original models. We then evaluate the joint fit of all six simulations to oxygen, ammonium and nitrate. Finally, we present the sensitivity of H$_2$S to our different model formulations.

3.1 Comparing the base simulations found in the literature: N_BUR_DOM_CHES and SNP_PERU

3.1.1 Qualitative comparison of annual cycle of oxygen at CB3.3C
Figure 3. Oxygen (a), (b), Nitrate (d), (e), Ammonium (g), (h) profiles from N_BUR_DOM_CHES (left) and SNP_PERU (right) at the Bay Bridge station (CB3.3C) in year 2017. The colored contours represent model results; the circles represent Chesapeake Bay Program observations. Modeled oxygen (c), nitrate(f) and ammonium (i) difference between SNP_PERU and N_BUR_DOM_CHES at coincident times and locations are shown in the third column.

Figure 4. Modeled versus observed oxygen (mmol O₂/m³) (a), nitrate (mmol N/m³) (b) and ammonium (mmol N/m³) (c) at coincident times and locations. Linear fits are shown with colored lines and 1:1 line is shown in black.
Both N_BUR_DOM_CHES and SNP_PERU produce reasonable simulations of oxygen. Figure 3a and 3b show the oxygen concentrations in these two simulations with observations overlaid as colored circles (mismatches can be seen where the circles are visible against the background of the model). N_BUR_DOM_CHES simulates a relatively high oxygen concentration near the surface from January to mid-April, around 350 mmol O₂/m³. From mid-May to late August, a large hypoxic zone (the so-called dead zone, shown by magenta shading) extends from near the bottom to around 8 m in depth. Around this time period, the oxygen concentration is still high near the surface but decreases rapidly at increasing depths in the water column, corresponding to water column stratification and warming in the Bay during the summer. However, during May and October the observations show noticeably lower oxygen concentration near the bottom than the N_BUR_DOM_CHES simulation does. The SNP_PERU simulation, as shown in Figure 3b, shows a similar distribution of oxygen although the hypoxic zone lasts longer, indicative of earlier onset of hypoxia in 2017.

3.1.2 Quantitative evaluation of model skill in simulating oxygen

Compared to observations, N_BUR_DOM_CHES fits both very low and very high concentrations of oxygen well, but overpredicts intermediate values in the 50-200 mmol/m³ range (Fig. 4a). SNP_PERU does better in this range. A useful way to objectively compare these fields is the coefficient of determination (referred to as R²) which can be written as 1-error variance/sample variance. Note that the coefficient of determination can become negative if the error variance exceeds the sample variance; in this sense, it differs from the r² produced by a regression model where by definition the error variance is smaller than the sample variance. Both r² and R² are affected by differences in the pattern of spatiotemporal variation between modeled and predicted fields. However, R² also incorporates the contribution to error variance from differences in the mean value and from the amplitude of spatiotemporal variation, and as
such it is a more comprehensive normalized measure of the error. With respect to observed oxygen, SNP_PERU produces a substantial increase in $R^2$ from 0.72 to 0.85 (Table 1), even though it underpredicts oxygen near the surface. This is because lower observed oxygen concentrations near the bottom are better simulated in SNP_PERU than in N_BUR_DOM_CHES.

3.1.3 Evaluation of the simulations of nitrate and ammonium

Simulations of nitrate from N_BUR_DOM_CHES and SNP_PERU at the Bay Bridge station are shown in Figure 3d and 3e. In the N_BUR_DOM_CHES simulation, the nitrate concentration near the surface is around 40-50 mmol N/m$^3$ from January to late May with some occasional drops. This is somewhat higher than the observations. Nitrate then drops quickly beginning in early June. The nitrate concentration remains between 0 and 8 mmol N/m$^3$ throughout the water column during the summer months until early November. The low values are in part due to denitrification removing nitrate in the summer months. In SNP_PERU, the spatiotemporal distribution of nitrate is similar to N_BUR_DOM_CHES from June to November, although the maximum nitrate concentration in the spring is lower, around 48 mmol N/m$^3$. Depleted nitrate throughout the water column is also observed in this model in the same time period as in N_BUR_DOM_CHES. However, from near the bottom to around 11 m in depth, nitrate decreases in mid-April and remains low until late October. Comparing with observations shows that SNP_PERU more accurately models low nitrate concentrations between around 10 m in depth and the bottom from mid-January to mid-April while results from N_BUR_DOM_CHES are higher than the observations. A scatter plot of nitrate (Figure 4b) also shows that modeled nitrate in SNP_PERU is closer to the observational data, with the linear fit (red line) lying on top of the black 1:1 line, while the linear fit for N_BUR_DOM_CHES is offset above this line. The $R^2$ for nitrate is much higher in SNP_PERU (0.46) than in N_BUR_DOM_CHES (-0.29), with the
negative value indicating that the RMS error variance is larger than the observational variance at this site.

Figure 3g and 3h compare the simulations of ammonium from N_BUR_DOM_CHES and SNP_PERU. In N_BUR_DOM_CHES, the ammonium concentration from near the bottom to around 10 m in depth begins to increase from mid-April and peaks at 42 mmol N/m³ in mid-June. Then from late July, it drops gradually and becomes low again in early October. Given that peak values of ammonium between 2015 and 2019 at this site never exceeded 25 mmol N/m³ we conclude that N_BUR_DOM_CHES predicts too much ammonium during the summer.

In SNP_PERU the ammonium concentration near the bottom increases in mid-April and decreases in early September. It peaks at a value of 68 mmol N/m³ in June. The ammonium-depleted zone near the surface is similar to N_BUR_DOM_CHES. After early September, the ammonium concentration throughout the water column is lower than N_BUR_DOM_CHES. By contrast, in the summer the ammonium concentration in SNP_PERU is about twice that in N_BUR_DOM_CHES. A scatter plot of observed vs. modeled ammonium (Figure 4c) shows that the modeled results of N_BUR_DOM_CHES are closer to the observational data while SNP_PERU gets worse results when it comes to ammonium. The significant overprediction in ammonium means that the R² for this variable decreases between N_BUR_DOM_CHES (-0.32) and SNP_PERU (-1.12), though clearly errors are large in both simulations. Note, however that the overprediction in SNP_PERU is greatest deep in the water column—there is actually less ammonium above the pycnocline/thermocline/oxycline during the summertime (compare Fig. 3g and h, more blue lines show up above the pycnocline in Fig. 3g, also Fig. 3i).

3.1.4 Annual cycle of differences between the two published models
For most of the year, the oxygen difference between N_BUR_DOM_CHES and SNP_PERU is small, in the range of 0-30 mmol O$_2$/m$^3$ (Fig. 3c). From the bottom to around 10 m in depth, SNP_PERU shows obviously lower oxygen than N_BUR_DOM_CHES during middle April to middle May. Near the surface during the same time period, oxygen in SNP_PERU is slightly higher than N_BUR_DOM_CHES. During the summer months near the surface, SNP_PERU shows a lower oxygen concentration.

Nitrate predicted by SNP_PERU is lower than that predicted by N_BUR_DOM_CHES for the whole year (Fig. 3f). Specifically, from middle April to early June, nitrate concentrations in SNP_PERU are much lower than N_BUR_DOM_CHES throughout the water column compared to other times, with differences up to 50 mmol N/m$^3$. The high nitrate associated with the spring freshet is less persistent in SNP_PERU than in N_BUR_DOM_CHES.

Figure 3i shows the ammonium difference between SNP_PERU and N_BUR_DOM_CHES. SNP_PERU simulates more ammonium than N_BUR_DOM_CHES for the most part from January to August. From middle April to the end of June and from near-bottom to around 10 m in depth, ammonium in SNP_PERU is about 20-30 mmol N/m$^3$ higher than N_BUR_DOM_CHES. The differences in ammonium have a pattern that is somewhat anticorrelated with the differences in oxygen, suggesting a tradeoff between oxygen and ammonium that we will see more clearly in some of our other simulations.

3.2 Impact of using the PERU parameter set vs CHES parameter set in the 2 BGC codes

While there are many differences between the biogeochemical cycles in the two published codes, parameters such as growth rates and sinking speeds of detritus that are found in both codes also differ. These common parameters would be expected to have effects on our model
results. To quantify this effect, we compare two pairs of models: SNP_PERU minus SNP_CHES (left-hand column of Fig. 5) and N_BUR_DOM_PERU minus N_BUR_DOM_CHES (right-hand column of Fig. 5). This comparison isolates the differences contributed by changing common parameters from their values in Da et al. (2018) to the values in al Azhar et al. (2014) and vice versa. Color scales are the same as in the third column of Fig. 3, enabling a direct comparison of the pattern and magnitude of differences.
Figure 5. Modeled oxygen (a,b), nitrate(c,d) and ammonium (e,f) for SNP_PERU minus SNP_CHES (left column, a, c and e) and N_BUR_DOM_PERU minus N_BUR_DOM_CHES (right column, b, d and f) at coincident times and locations at the Bay Bridge station (CB3.3C) during 2017.

Switching parameters from CHES values to PERU values does not explain the differences in Fig. 3; in fact, the changes seen have the opposite sign. Qualitatively similar changes are seen in the two pairs of simulations. Oxygen becomes higher from near the bottom to around 8 m in depth. Nitrate gets higher while ammonium becomes lower. SNP_PERU minus SNP_CHES shows more extreme change for oxygen and ammonium with more moderate change for nitrate compared to N_BUR_DOM_PERU minus N_BUR_DOM_CHES. SNP_PERU has much more oxygen than SNP_CHES from late January to middle April and late November to end of December from near the bottom to 10 m in depth, with relative increases of up to 200 mmol O_2/m^3. SNP_CHES extends the hypoxic zone at CB3.3C through much of the year. Oxygen in N_BUR_DOM_PERU is also higher than N_BUR_DOM_CHES during the same time period, consistent with a smaller hypoxic zone shown in time series (Fig. S1 in supplementary materials). In both pairs, using PERU parameters leads to a lower oxygen concentration near the surface, especially during the summer months. From late January to middle April as well as in December, nitrate in SNP_PERU is up to 25 mmol N/m^3 higher than SNP_CHES. This can be explained in terms of the higher levels of oxygen in SNP_PERU reducing denitrification rates, allowing nitrate to persist longer for the PERU parameters relative to the CHES parameters. Nitrate in N_BUR_DOM_PERU is always higher than N_BUR_DOM_CHES, especially from early June to middle July, by up to 50 mmol N/m^3. For ammonium, SNP_PERU is almost always up to 20 mmol N/m^3 lower than SNP_CHES from near the bottom to 10 m in depth, while N_BUR_DOM_PERU is also lower than N_BUR_DOM_CHES but the largest differences appear only in June.
3.3 Measuring the effects of adding BUR and DOM to the SNP code

Figure 6. Modeled oxygen (a, b), nitrate (c, d) and ammonium (e, f) for SNP_CHES minus SNP_BUR_DOM_CHES (left column, a, c and e) and SNP_PERU minus SNP_BUR_DOM_PERU (right column, b, d and f) at coincident times and locations at the Bay Bridge station (CB3.3C) during 2017.
Next, we turn to the differences between the simulations induced by adding or removing burial of organic matter and cycling of dissolved organic matter, processes which are not included in the original SNP code of al Azhar et al. (2014). Differences between SNP_CHES versus SNP_BUR_DOM_CHES (left column) and SNP_PERU versus SNP_BUR_DOM_PERU (right column) in oxygen, nitrate and ammonium are shown in Figure 6. We choose to show the impacts of removing burial and DOM cycling so as to make it easier to visually attribute the differences between the original models to different sources (we want to know whether the differences between SNP_PERU and N_BUR_DOM_CHES seen in the third column of Fig. 3 are induced by removal of these processes).

For both pairs of simulations, removing dissolved organic matter and burial processes generally more than balances the oxygen and ammonium changes caused by changes in common parameters and thus helps explain the differences seen in Fig. 3. Both pairs of simulations show decreases in oxygen and increases in ammonium concentrations from the bottom to around 8 m in depth, although the time period during which the decrease is seen is different in the two models. Oxygen in SNP_CHES is lower than SNP_BUR_DOM_CHES for most of the year, with significant differences appearing from middle January to early May and late November to late December. During the summer months, oxygen in SNP_CHES is slightly higher than SNP_BUR_DOM_CHES near the surface. Larger difference values for SNP_PERU versus SNP_BUR_DOM_PERU are found from early April to early October. For the most part, surface oxygen concentrations during summertime in SNP_PERU are slightly higher than SNP_BUR_DOM_PERU. SNP_CHES shows much higher values of ammonium than SNP_BUR_DOM_CHES from middle February to late August, while in SNP_PERU the higher values appear from late May to middle August. For nitrate, SNP_CHES is almost always higher than SNP_BUR_DOM_CHES with largest differences appearing near the surface from late January to middle May and middle November to late December. However, from late April to
mid-May nitrate in SNP_PERU is slightly lower than SNP_BUR_DOM_PERU. The differences in nitrate are much smaller than the increases resulting from changing common parameters and so do not explain the differences between the original configurations seen in Fig. 3.

3.4 Direct comparison of the effects of nutrient cycling between the 2 BGC codes: Coupled sulfur, nitrogen and phosphate cycling
We now turn to the differences induced by adding the pathways for sulfur and phosphorus cycling, explicitly modeling nitrite and anammox and changing the optics in al Azhar et al. (2014) but not changing burial or dissolved organic matter cycling. Differences between SNP_BUR_DOM_PERU versus N_BUR_DOM_PERU (left column) and SNP_BUR_DOM_CHES versus N_BUR_DOM_CHES (right column) simulations of oxygen, nitrate and ammonium are shown in Figure 7.

Adding more complex nutrient cycling and changing the optics produces large decreases in nitrate—explaining why we see decreases in this field in Fig. 3f—but produces smaller changes in oxygen and ammonium. Similar changes for the two pairs of simulations are seen in nitrate and ammonium. Relative to the original ChesROMS_ECB code, the SNP code decreases nitrate concentration: large decreases (up to 50 mmol N/m$^3$) appear from early May to middle July for SNP_BUR_DOM_PERU minus N_BUR_DOM_PERU, and from late January to early June for SNP_BUR_DOM_CHES minus N_BUR_DOM_CHES. The changes in pathways thus appear to dominate the differences in nitrate seen in Fig. 3. For ammonium, SNP_BUR_DOM_PERU is up to 15 mmol N/m$^3$ higher than N_BUR_DOM_PERU from early May to early June from bottom to 14 m in depth but up to 30 mmol N/m$^3$ lower in July. Similar changes can be observed in SNP_BUR_DOM_CHES minus N_BUR_DOM_CHES but the range is less extreme. The changes in nutrient cycling and optics are important for determining the timing of the differences in ammonium seen in Fig. 3 but are not the dominant driver of these differences.
In contrast to nitrate and ammonium, the differences in oxygen induced by adding nutrient cycling and changing the optics depend more on the base simulation. From the bottom to 12 m in depth, oxygen in SNP_BUR_DOM_PERU is lower than N_BUR_DOM_PERU from late April to early June, while from early June to early October, oxygen in SNP_BUR_DOM_PERU becomes higher than N_BUR_DOM_PERU. During the same period and at the same location, SNP_BUR_DOM_CHES and N_BUR_DOM_CHES only exhibit minor differences. During the summer months near the surface, SNP_BUR_DOM_PERU is mostly higher than N_BUR_DOM_PERU while SNP_BUR_DOM_CHES is mostly lower than N_BUR_DOM_CHES. Overall, these differences are smaller than those associated with the previous pairs of experiments.

3.5 Evaluating the accuracy of the model simulations

<table>
<thead>
<tr>
<th></th>
<th>$R^2$/bias for $O_2$</th>
<th>$R^2$/bias for $NH_4$</th>
<th>$R^2$/bias for $NO_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_BUR_DOM_CHES</td>
<td>0.72/36.44</td>
<td>-0.32/5.32</td>
<td>-0.29/7.49</td>
</tr>
<tr>
<td>N_BUR_DOM_PERU</td>
<td>0.59/41.61</td>
<td>0.27/-0.69</td>
<td>-4.77/24.94</td>
</tr>
<tr>
<td>SNP_CHES</td>
<td>0.75/10.66</td>
<td>-8.17/14.14</td>
<td>0.62/-3.19</td>
</tr>
<tr>
<td>SNP_PERU</td>
<td>0.85/17.39</td>
<td>-1.13/6.58</td>
<td>0.46/1.08</td>
</tr>
<tr>
<td>SNP_BUR_DOM_CHES</td>
<td>0.59/51.23</td>
<td>-0.03/3.14</td>
<td>0.20/-6.02</td>
</tr>
<tr>
<td>SNP_BUR_DOM_PERU</td>
<td>0.19/78.95</td>
<td>0.46/-2.28</td>
<td>0.49/0.86</td>
</tr>
</tbody>
</table>

Table 1: Error metrics for the model suite compared with observations. A perfect model would have $R^2=1$ and bias=0. Values of $R^2<0$ are associated with large biases, which result in the error variance being larger than the sample variance.
3.5.1. Statistical analysis: Is there a “best simulation”?

Examining the $R^2$ and biases for oxygen, nitrate and ammonium across the models listed in Table 1 demonstrates that the “best” model is not the same for each variable. Large biases play a significant role in decreasing $R^2$: SNP_CHES has a high ammonium bias of 14.14 with an $R^2$ of -8.17 while N_BUR_DOM_PERU has a high nitrate bias of 24.94 with an $R^2$ of -4.77. In terms of $R^2$ averaged across the three variables and also low biases for nitrogen variables, SNP_BUR_DOM_PERU produces the best simulation at CB3.3C. However, the results come at the cost of a degradation of the simulation of oxygen. A tradeoff can be seen between nitrate/ammonium and oxygen simulations among the six simulations. We will return to the implications of this result in the following section.
Figure 8. Simulated versus observed oxygen (mmol $O_2/m^3$) (a,b), nitrate (mmol N/m$^3$) (c, d) and ammonium (mmol N/m$^3$) (e, f) at coincident times and locations from SNP_CHES (blue), SNP_PERU (orange), N_BUR_DOM_CHES (yellow), N_BUR_DOM_PERU (green), SNP_BUR_DOM_PERU (purple) and SNP_BUR_DOM_CHES (light blue). Solid black lines show 1:1 line, colored lines show linear trend. Note that the scales differ between (a) and (b), (e) and (f) in order to make the differences between simulations more visible.
By examining scatter plots comparing observations (horizontal axis) to the modeled values (vertical axis) across these sets of simulations (Figure 8), we can see more details about which mismatches contribute to $R^2$ difference, and whether this remains consistent across simulations.

The top row shows the model-data mismatch for oxygen. We can look at the impact of changing parameter sets by comparing SNP_CHES (yellow, Fig. 8a) with SNP_PERU (orange, Fig. 8a), N_BUR_DOM_CHES (blue, Fig. 8a) with N_BUR_DOM_PERU (green, Fig. 8a) and SNP_BUR_DOM_PERU (purple, Fig. 8b). All the models generally overpredict oxygen with the worst mismatch in the 50-200 mmol O$_2$/m$^3$ range. Switching from PERU to CHES parameters reduces this mismatch across all three pairs, with the trend lines for SNP_PERU, N_BUR_DOM_PERU and SNP_BUR_DOM_PERU (orange, blue, purple) lying above those for SNP_CHES, N_BUR_DOM_CHES and SNP_BUR_DOM_CHES (yellow, green, light blue). However, at higher values of oxygen the trends reverse. Which parameter set is used modulates the impact of adding new pathways (illustrated in Fig. 8b). SNP_BUR_DOM_PERU has more oxygen at the low end of the range than N_BUR_DOM_PERU but less at the high end, while the reverse is true for SNP_BUR_DOM_CHES with respect to N_BUR_DOM_CHES. Adding dissolved organic matter and burial processes slightly increases the overestimation of oxygen relative to observations in the 50-200 mmol O$_2$/m$^3$ range.

For nitrate (middle row) and ammonium (bottom row) the changes are clearer and more consistent across the range of observed values. Holding other factors constant, the PERU parameter set lies above the corresponding CHES parameter set for almost all nitrate samples and below it for almost all ammonium samples. However, for nitrate the ranges over which the changes occur are not the same. N_BUR_DOM_PERU largely increases nitrate at the low end of the range relative to N_BUR_DOM_CHES while the SNP_PERU/SNP_BUR_DOM_PERU simulations see the increase more at the upper end of the range relative to
Adding dissolved organic matter and burial processes lowers both the nitrate and ammonium concentrations. Adding pathways generally lowers nitrate (Fig. 8d) and has a relatively small impact on ammonium (Fig. 8f).

3.5.2 Model predictions of H₂S

Figure 9. Simulation of hydrogen sulfide distribution from (a) SNP_PERU (b) SNP_CHES (c) SNP_BUR_DOM_PERU and (d) SNP_BUR_DOM_CHES. Values are averaged in July in 2017 and only benthic cells are plotted. Note that the color scales are different in 4 panels—this was done so that the spatiotemporal pattern of the hydrogen sulfide fields could be more easily visualized (enabling us to evaluate whether maxima occurs at the same time and location).

Our suite of simulations shows wide variation in the predictions of the H₂S concentration. Fig. 9 illustrates the sensitivity of simulated bottom water H₂S concentration within
SNP_PERU/SNP_CHES and SNP_BUR_DOM_PERU/SNP_BUR_DOM_CHES. The distribution of maximum H$_2$S in July is very sensitive to whether organic matter burial and DOM are included in the model. In SNP_PERU, significant levels of H$_2$S appear in the upper Bay, peaking at 120 mmol H$_2$S/m$^3$ along the main stem. In SNP_BUR_DOM_PERU, the zone of euxinia appears in the same region but it is smaller in extent than SNP_PERU, and the peak values are roughly 3.5 mmol H$_2$S/m$^3$, nearly two orders of magnitude smaller. SNP_CHES has an even higher peak of H$_2$S concentration, reaching 160 mmol H$_2$S/m$^3$. Adding burial and DON helps lower H$_2$S in both pairs of simulations, while applying CHES parameters to either code tends to increase H$_2$S concentration. These results suggest that H$_2$S could be a sensitive diagnostic for improving models of the Bay.

4 Discussion

In order to develop an understanding of which of the many parameters changed between the models has the biggest impact on model performance, we performed a number of sensitivity studies. Here we report on two that we found to have major impacts on hypoxic volume: particle sinking velocities (i.e., using different sinking velocity constants from CHES versus PERU) and optics (adding or removing CDOM absorption, which is parameterized as a function of DOC). We report on three such simulations here:

1. Starting with SNP_BUR_DOM_PERU, we first reduced the sinking velocities for large and small detritus to those used in the CHES code.

2. We changed the optics scheme of SNP_BUR_DOM_PERU so that CDOM absorption was included.

3. Finally, both changes were added to SNP_BUR_DOM_PERU.
Both sinking velocity and CDOM absorption impact the volume of hypoxic waters. Figure 10 compares the seasonal evolution of hypoxic volume from these simulations with the hypoxic volume of the original simulation N_BUR_DOM_CHES. In SNP_BUR_DOM_PERU, hypoxia almost vanished (green line) reflecting the high bias seen in Table 1. Decreasing sinking velocities (red) or adding back CDOM absorption (dark blue) resulted in hypoxic volume increasing by roughly the same amount. Changing all the parameters (SNP_BUR_DOM_CHES, purple) but not the optics produces an increase in hypoxia late in the summer. Changing both
sinking velocities and optics further increases the hypoxic volume (light blue) to about half the
integrated hypoxia of the original simulation (black), with lower hypoxia than
N_BUR_DOM_CHES seen late in the summer.

<table>
<thead>
<tr>
<th></th>
<th>SNP_BUR_DOM_PERU+CDOM absorption with SNP_BUR_DOM_PERU</th>
<th>N_BUR_DOM_CHES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CB3.3C</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nitrogen burial</td>
<td>0.1032/0.04001</td>
<td>0.2041</td>
</tr>
<tr>
<td>Denitrification (sediment)</td>
<td>0.004/0.002</td>
<td>0.846*10^{-3}</td>
</tr>
<tr>
<td>Denitrification (water column)</td>
<td>0.095/0.131</td>
<td>0.02525</td>
</tr>
<tr>
<td>Total nitrogen</td>
<td>1.145/1.229</td>
<td>1.042</td>
</tr>
<tr>
<td>Reduction of nitrate by sulfide</td>
<td>0.1026/0.1747</td>
<td>0.04615</td>
</tr>
<tr>
<td>Reduction of nitrite by sulfide</td>
<td>0.09122/0.1244</td>
<td>0.02515</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>SNP_BUR_DOM_PERU+CDOM absorption with SNP_BUR_DOM_PERU</th>
<th>N_BUR_DOM_CHES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Whole Bay</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nitrogen burial</td>
<td>3.159/1.446</td>
<td>4.736</td>
</tr>
<tr>
<td>Denitrification (sediment)</td>
<td>0.36/0.18</td>
<td>0.039</td>
</tr>
<tr>
<td>Denitrification (water column)</td>
<td>0.089/0.14</td>
<td>0.055</td>
</tr>
<tr>
<td>Total nitrogen</td>
<td>2.72/3.16</td>
<td>2.33</td>
</tr>
<tr>
<td>Reduction of nitrate by sulfide</td>
<td>0.146/0.1949</td>
<td>0.11</td>
</tr>
<tr>
<td>Reduction of nitrite by sulfide</td>
<td>0.086/0.1209</td>
<td>0.054</td>
</tr>
</tbody>
</table>

Table 2. Nitrogen budget comparisons from (top) CB3.3C and (bottom) the whole Bay. Values shown for CB3.3C are in mol/m² while those shown for the whole Bay are in Gmol. Burial, sedimentary denitrification, water column denitrification and reduction of nitrate/nitrite by sulfide represent amounts removed from January through July. Total nitrogen is shown as the vertical integral (at CB3.3C) or volume integral (for the whole Bay) of all living, particulate and dissolved N species averaged from January through July.
These changes in results call for a detailed examination of the budget of nitrogen (Table 2). As shown in the lower half of Table 2, compared to N_BUR_DOM_CHES, SNP_BUR_DOM_PERU has significantly more nitrogen burial. This is because the particle sinking velocity determines the particulate flux to the sediments (Eq. 1), such that the higher the sinking velocity, the greater the fraction of primary productivity that is buried. When sinking velocities switch from PERU to CHES (i.e., from high to low), nitrogen burial decreases. This then means that more nitrogen is available to fuel productivity and draw down oxygen.

Including absorption by CDOM also reduces the organic matter burial flux, as this moves primary production up in the water column, allowing more time for remineralization to occur before organic matter hits the sediment. As SNP_BUR_DOM_PERU with CDOM absorption and CHES sinking velocities shows, when both of these processes are added, the total nitrogen inventory for the entire Bay is actually slightly higher than in N_BUR_DOM_CHES (3.16 Gmol vs. 3.02 Gmol). As shown in the top half of Table 2, the corresponding values at CB3.3C qualitatively reproduce the sensitivities for individual loss terms (large relative decrease in water column denitrification and large relative increase in burial for SNP_BUR_DOM_PERU relative to N_BUR_DOM_CHES), but the relative importance of these terms is different at CB3.3C. Because CB3.3C is much deeper (~24 m) than the Bay as a whole, water column remineralization has more time to prevent organic matter from reaching the bottom and being buried.

Table 2 also lists the flux values for sulfur-driven denitrification. Compared to the total N_BUR_DOM_CHES heterotrophic denitrification sink, the autotrophic loss of bioavailable nitrogen via sulfide oxidation in all of the SNP-based models is quite small. On the other hand, when looking only at the results of the SNP models, nitrogen loss via sulfide oxidation is a comparable flux to nitrogen loss through heterotrophic denitrification. For example, in
SNP_BUR_DOM_PERU+CDOM with Chesapeake particle sinking velocities, the whole-Bay flux of nitrate and nitrite reduction by sulfide from January to July in 2017 (0.19 and 0.12 Gmol, respectively) is similar to the heterotrophic denitrification fluxes in the water column and the sediment (0.14 and 0.18 Gmol, respectively). Thus, the SNP simulation results—particularly those with lower particle sinking velocities—suggest that sulfide-driven denitrification could be a significant component of the Chesapeake Bay's nitrogen cycle, a result consistent with the findings in Arora-Williams et al. (2022). However, some caution is warranted in making such an interpretation in light of the large mismatch between the heterotrophic denitrification fluxes in N_BUR_DOM_CHES versus the SNP models.

The denitrification rate in N_CHES_BUR_DOM is further driven up by the larger volume of hypoxic water produced in that simulation. This, in turn, remains a notable difference between N_BUR_DOM_CHES and other simulations (Figure 10), even the SNP_BUR_DOM_CHES simulation, which differs only in terms of the water column remineralization systematics. The discrepancy in hypoxic volume between these two simulations probably results from the different oxic respiration rate coefficients (r) used by the N vs. SNP base models. The N simulations, based on a modification by Da et al. (2018), use a temperature-dependent exponential term for this coefficient such that $r = 0.05 \times \exp(0.0742 \times T)$, while the SNP simulations use a constant value of $r = 0.1$. The result is a higher oxic respiration rate in the N-based simulations. At a temperature of 15 °C, the oxic respiration rate term for the SNP code is still only ~2/3 that of the N code; at 25 °C, this ratio drops to ~1/2.

<table>
<thead>
<tr>
<th>R²/bias for O₂</th>
<th>R²/bias for NH₄</th>
<th>R²/bias for NO₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNP_BUR_DOM_PERU with CDOM and PeruSV</td>
<td>0.65/45.23</td>
<td>0.63/-1.35</td>
</tr>
</tbody>
</table>
Table 3: Error metrics for the model suite compared with observations. A perfect model would have $R^2=1$ and bias=0.

Picking and choosing which aspects of the ChesROMS_ECB model (N_BUR_DOM) we incorporate into the RedoxCNPS (SNP) model does allow us to improve the joint simulation of nitrogen and oxygen. The $R^2$ and bias for SNP_BUR_DOM_PERU+CDOM absorption with PeruSV/ChesSV are listed in Table 3. Including CDOM absorption results in a significant increase in $R^2$ for oxygen and ammonium, but this improvement comes at the cost of slightly reducing $R^2$ for nitrate. If we were to weight all three fields equally, SNP_BUR_DOM_PERU+CDOM absorption with PeruSV would be chosen as best capturing these three fields.

However, given that oxygen is the field most of interest to Bay water quality managers, we believe that we will need pursue alternative hypotheses to get a simulation that produces comparable improvements in nitrogen species while not compromising the simulation of oxygen. The fundamental tradeoff between oxygen and nitrogen accuracy seen across these simulations suggests that there are also issues with the relationship between them represented by the Redfield ratio. In particular, the stoichiometric ratios used in both of the original codes (O:N of 138:16) are lower than those used in many modern models (Lenton and Watson, 2000; Emerson and Hedges, 1988) with too little oxygen consumed per unit nitrogen added.

Preliminary work suggests that changing the stoichiometry of remineralization as well as making the changes we discussed above would generate a simulation which predicts hypoxic volume with comparable skill as N_BUR_DOM_CHES while giving a better prediction for oxygen, nitrate...
and ammonium. However, full discussion is beyond the scope of this paper where we have chosen to focus on understanding the differences between two published models. We plan to report more fully on this work in a future manuscript.

We recognize that there are other important differences between the models presented here. In particular, the temperature dependence of the remineralization differs between the N_BUR DON (ChesROMS_ECB) and the SNP (RedoxCNPS) models, with remineralization rates generally being higher in the former. In the absence of burial, if we decrease the remineralization rates we will increase the PON, partially compensating the decreased remineralization rate. However, decreasing the remineralization rates does allow more of the POM to get transported from the head of the Bay to the deep channel and consume more oxygen there. In the presence of burial, it gets trickier to understand the impact of remineralization rates, because if we decrease the rates, more particulate organic matter survives to hit the sediment. As this means more organic matter is buried we don’t increase the organic matter as much because more nutrient is buried and the vertical distribution of nutrients is then different. While changing sinking velocities also changes burial and the vertical distribution of nutrients we have found the resulting changes to nutrient budgets more straightforward to understand. One challenge to investigating the impact of these processes is that they affect small detritus, large detritus and semilabile DON differently, and only total particulate and dissolved nitrogen are currently measured in the Bay.

5. Conclusions

To date, most models of the Chesapeake Bay have focused on heterotrophic denitrification as the major loss term for fixed nitrogen. While the release of sulfide from sediments has
previously been proposed to play an important role in biogeochemical cycling within the Chesapeake Bay (Roden and Tuttle, 1992; Testa et al., 2014; Cerco and Noel, 2017) it has been mostly thought of as a sink for oxygen. However, in recent years it has become clear that other processes, including anammox and cryptic sulfur cycling, can be significant drivers of fixed nitrogen loss in anoxic waters (Canfield et al., 2010). In order to model these additional processes in the Bay, a biogeochemical model for the Peru Upwelling System that included both anammox and sulfide oxidation with denitrification (al Azhar et al., 2014) was implemented in the Bay using the original set of parameters calibrated for the open ocean (SNP_PERU).

While the SNP_PERU model apparently resulted in an improved simulation for oxygen and nitrate, it did not necessarily do so for the right reasons. Its improvement in modeled oxygen and nitrate concentrations came at the cost of overpredicting the concentration of ammonium. Furthermore, the differences in oxygen concentrations were not driven by the inclusion of new sulfur cycling terms, but rather by the neglect of burial and dissolved organic matter cycling. Omitting organic matter burial and DOM cycling also resulted in increasing the error in ammonium concentrations by allowing ammonium to accumulate in the water column. While differences in nitrate were due to the other differences in equations (sulfur cycling/anammox/optics) we found that optics played an important role in explaining these differences, rather than the inclusion of the cryptic sulfur cycle. Differences in parameters common (PERU vs CHES) to the two codes tended to compensate the other differences, so that using the parameters calibrated for the Chesapeake in the model developed for the open ocean actually made the solution worse. This highlights the extent to which model parameters in Chesapeake Bay models are "best" depends critically which processes are included within the model.
Our model suite shows a tendency to trade off errors between oxygen and nitrogen species: when the nitrogen simulation gets better, the oxygen simulation gets worse and vice versa. For example, allowing for burial removes nitrogen from the Bay, but if this happens too early in the season, the nitrogen is not present to draw down oxygen in the summer. As noted above, one pathway to address this bias may be the stoichiometric ratio. Alternatively, recent genomic work (Preheim S., S.A. Morris, C. Holder, K. Arora-Williams, Y, Zhang, P. Gensigler, A. Hinton, R. Jin, M.A. Pradal and A. Gnanadesikan, Major trends and environmental correlates of spatiotemporal shifts in the distribution of genes compared to a biogeochemical model simulation in the Chesapeake Bay, manuscript in prep.) suggests that microenvironments (particles, animal guts) may host denitrification in the spring and nitrogen fixation during the summer. Further observational quantification of elemental stoichiometry, as well as the spatiotemporal distribution of nitrification, denitrification and anammox might help to resolve this issue.

In addition to improving simulations of the seasonal cycling of nitrogen and ammonium, our new SNP_BUR_DOM model allows for predictions of H$_2$S in the deep Bay (Fig 9). Roden and Tuttle (1992) found the concentration of H$_2$S is around 6.1 to 27.0 mmol H$_2$S/m$^3$ at the mouth of the Choptank River. In Oldham et al. (2015), the concentration ranges more, from 4.28 to 39.7 mmol H$_2$S/m$^3$ at the Bay Bridge Station. Even higher values of H$_2$S concentration at the Bay Bridge (up to 60 mmol H$_2$S/m$^3$) were reported in Luther et al. (1988). Though we were unable to find measurements of H$_2$S within the Bay during 2017, our model suite is able to bracket the historical observations. Meanwhile, our simulations show that H$_2$S is high in SNP_CHES and low in SNP_BUR_DOM_PERU, which suggests that H$_2$S could be a useful measure of model accuracy.
As the most realistic BGC code and parameter setup, our SNP_BUR_DOM code with CDOM absorption and low sinking velocities can serve as a basis for further work. In addition to the changes to O:N stoichiometry alluded to above there are a number of additional biogeochemical phenomena that could be added to the model; sediment processes that we are interested in expanding include cable bacteria which are capable of harvesting electrons from free sulfide in deeper sediment (Malkin and Meysman, 2015) and deposition of organic sulfur in sediments (Jiang et al., 2021). Water column processes include nitrogen fixation by N₂-fixing phytoplankton and heterotrophic bacteria. It is also important to examine whether thresholds for these microbial processes like sulfate reduction are too low as previous work (Arora-Williams et al., 2020; Arora-Williams et al., 2022) shows that genes associated with sulfur cycling may not be limited to the lowest oxygen levels.
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