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Abstract

Previous laboratory experiments with KIS tracers have shown promising results with respect to the quantification of fluid-fluid interfacial area (IFA) for dynamic, two-phase flow conditions. However, pore-scale effects relevant for two-phase flow (e.g. the formation of hydrodynamically stagnant/immobile zones) are not yet fully understood, and quantitative information in how far these effects influence the transport of the tracer reaction products is not yet available. Therefore, a pore-scale numerical model that includes two-phase, reactive flow and transport of the KIS tracer at the fluid-fluid interface is developed. We propose a new method to quantitatively analyze how the concentration of the KIS-tracer reaction product in the effluent is affected by the presence of immobile zones. The model employs the phase field method (PFM) and a new continuous mass transfer formulation, consistent with the PFM. We verify the model with the analytical solution of a reaction-diffusion process for two-phase flow conditions in a conceptual capillary tube. The applicability of the model is demonstrated in NAPL/water drainage scenarios in a conceptual porous domain, comparing the results in terms of the spatial distribution of the phases and the quantified macro-scale parameters (saturation, capillary pressure, IFA and solute concentration). Furthermore, we distinguish the mobile and immobile zones based on the local Péclet number, and the corresponding solute mass in these two zones is quantified. Finally, we show that the outflow concentration can be employed to selectively determine the mobile part of the IFA.
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**Key Points:**

- We develop a pore-scale two-phase flow reactive transport model for KIS tracer based on phase-field method.
- We provide a model verification and validation, then we demonstrate it in NAPL/water drainage scenarios in a conceptual porous domain.
- This study demonstrates that KIS tracers measure the mobile fluid-fluid interfacial area.
Abstract:

Previous laboratory experiments with KIS tracers have shown promising results with respect to the quantification of fluid-fluid interfacial area (IFA) for dynamic, two-phase flow conditions. However, pore-scale effects relevant for two-phase flow (e.g., the formation of hydrodynamically stagnant/immobile zones) are not yet fully understood, and quantitative information in how far these effects influence the transport of the tracer reaction products is not yet available. Therefore, a pore-scale numerical model that includes two-phase, reactive flow and transport of the KIS tracer at the fluid-fluid interface is developed. We propose a new method to quantitatively analyze how the concentration of the KIS-tracer reaction product in the effluent is affected by the presence of immobile zones. The model employs the phase field method (PFM) and a new continuous mass transfer formulation, consistent with the PFM. We verify the model with the analytical solution of a reaction-diffusion process for two-phase flow conditions in a conceptual capillary tube. The applicability of the model is demonstrated in NAPL/water drainage scenarios in a conceptual porous domain, comparing the results in terms of the spatial distribution of the phases and the quantified macro-scale parameters (saturation, capillary pressure, IFA and solute concentration). Furthermore, we distinguish the mobile and immobile zones based on the local Péclet number, and the corresponding solute mass in these two zones is quantified. Finally, we show that the outflow concentration can be employed to selectively determine the mobile part of the IFA.

1. Introduction

Understanding multi-phase, multi-component, reactive flow and transport in porous media is important for a wide range of scientific and engineering applications. Such applications comprise for example the geological storage of carbon dioxide, groundwater remediation, enhanced oil recovery, material manufacturing, etc. (Miller et al. 1990; Hassanizadeh and Gray 1990; Reeves and Celia 1996). In this context, the quantification of the magnitude of the Fluid-Fluid Interfacial Area (IFA) is essential for studying reactive multi-phase flow and transport in porous materials (Miller et al. 1990). For example, in geological storage of CO₂, both the rate of CO₂ dissolution in brine and the extent of the residual trapping are determined by the FIFA (Tatomir et al. 2018). Existing techniques for FIFA measurement mainly comprise tracer techniques, e.g., Interfacial Partitioning Tracer Tests (IPTT) (Brusseau et al. 2009, 2010; McDonald et al. 2016), imaging techniques e.g. X-Ray Computed Micro-Tomography (XMT) (Dalla et al. 2002; Culligan et al. 2004; Porter et al. 2010; Wildenschild and Sheppard 2013; McDonald et al. 2016) and Photo-luminescent Volumetric Imaging (PVI) (Montemagno and Gray 1995). However, one limitation of these methods is that they are mainly applied under steady state or quasi-static conditions (Tatomir et al. 2018). The Kinetic Interface Sensitive (KIS) tracer method was developed for tracking the FIFA in dynamic processes (Tatomir et al. 2016b; Tatomir et al. 2018), as an alternative to IPTT and XMT methods for determining the FIFA under transient conditions (Tatomir et al. 2018; Tatomir et al. 2020).

1.1 Kinetic Interfacial Sensitive tracer: theoretical background

The KIS tracer concept and application is described in detail in Schaffer et al. (2013) and Tatomir et al. (2018). A chemically stable KIS tracer compound was identified to
be the phenyl naphthalene-2-sulfonate (2-NSAPh) by Schaffer et al. (2013). The 2-NSAPh is a non-polar hydrolysable phenolic ester which dissolves in nonpolar liquids, such as supercritical CO₂, or its analogue liquid-phase n-octane (see Schaffer et al. (2013)). Thus, a KIS tracer is dissolved in a nonpolar liquid usually acting as a non-wetting phase. With the KIS tracer dissolved, the nonpolar liquid is injected into the initially water saturated porous medium and the KIS tracers are adsorbed onto the fluid-fluid interface (Figure 1). The adsorption process is assumed to follow Langmuir’s isotherm (Eq. (1)):

\[
\frac{c_i}{c_{i,max}} = \frac{K_L \cdot c_a}{1 + K_L \cdot c_a}
\]

where \(K_L\) is the Langmuir adsorption coefficient of the (non-wetting phase) dissolved KIS tracer at the fluid-fluid interface, \(c_a\) the concentration of the KIS tracer in the (bulk) non-wetting phase, \(c_i\) the KIS concentration at the interface, usually assumed to be approximately equal to the maximum concentration of the saturated interface \(c_{i,max}\). The adsorbed 2-NSAPh molecules at the fluid-fluid interface when getting in contact with the water molecules undergo an irreversible hydrolysis reaction.

Due to the excess supply of the tracer in the non-wetting phase (high \(c_a\)), its concentration at the interface \(c_i\) can be assumed to remain constant at \(c_{i,max}\) (Schaffer et al. 2013; Tatomir et al. 2018). Thus, the originally first order hydrolysis reaction can be simplified into a pseudo zero-order reaction, which can be expressed with Eq. (3):

\[
R_{c_n \rightarrow w} = \frac{M_{n \rightarrow w}^k}{A_{wn} \cdot \Delta t}
\]

where \(R_{c_n \rightarrow w}\) (kg·s⁻¹·m⁻²) is the reaction rate of the KIS tracer per unit interfacial area, \(M_{n \rightarrow w}^k\) (kg) is the mass of the reaction product \(k\), \(\Delta t\) is the reaction time, and \(A_{wn}\) is the FIFA (m²). In a series of batch experiments \(R_{c_n \rightarrow w}\) was determined at 2.95 × 10⁻¹² kg·s⁻¹·m⁻² (Tatomir et al. 2018). From Eq. (3) it is obvious that the mass transfer rate is only controlled by the magnitude of the FIFA. The two reaction products are naphthalene-2-sulfonic acid (2-NSA) and phenol, both measurable in the water phase samples. Tatomir et al. (2018) and Schaffer et al. (2013) showed in static batch experiments with the FIFA kept constant, that the 2-NSA is the compound more easily measured in a tracer experiment because of its enhanced fluorescence (2-NSA concentration in the order of μgL⁻¹). With 2-NSA characterized by high polarity i.e. highly hydrophilic, it will be distributed into the bulk water (here also the wetting phase) away from the interface. The high water solubility explains a negligible back-partitioning. Static batch experiments showed a linear increase of the 2-NSA concentration in water (Tatomir et al. 2018). Furthermore, the adsorption of 2-NSA on water-solid interfaces has not been observed to have any visible effect on mass transport in previous laboratory studies, and thus it is not considered further (Schaffer et al. 2013; Tatomir et al. 2018). With a zero-order reaction at the interface, numerical modeling of 2-NSAPh decay and transport in the non-wetting phase becomes redundant, and the most relevant component of mass transport modeling is the...
reaction product 2-NSA, present only in the wetting phase. On the pore-scale, modeling of the hydrolysis reaction and the 2-NSA transport imply several main steps: 1) zero-order reaction, which is equivalent to a constant production of 2-NSA at the interface, 2) distribution of produced 2-NSA in the water phase controlled by molecular diffusion and high water solubility, and 3) transport of 2-NSA in the water phase controlled by advection and molecular diffusion.

**Figure 1** Schematic of the KIS tracer reactive transfer process (after Tatomir et al. 2018). A: Phenyl Naphthalene-2-Sulfonate. B: Naphthalene-2-Sulfonic Acid. C: Phenol.

The potential of applying KIS tracers in real porous media to determine the FIFA under dynamic conditions was first demonstrated by Tatomir et al. (2018). Tatomir et al. (2018) provided a proof-of-concept using controlled column experiments with well-characterized porous media composed of glass beads. The KIS tracers were dissolved in a NAPL (n-octane) to displace the water in, initially, fully saturated columns. At the column outlet, measurements of fluid volume and 2-NSA concentration of the samples collected at defined time intervals provided breakthrough curves (BTCs) of fluid volumes and the 2-NSA concentration in the water phase. The analysis of the experimental data was conducted employing a macro-scale, reactive, two-phase flow and transport model (Tatomir et al. 2015; Tatomir et al. 2016b; Tatomir et al. 2018; Tatomir et al. 2019; Tatomir et al. 2020), with the interfacial reaction of the tracer being specified in the unsaturated zones with both fluids co-existing, and the FIFA approximated explicitly as a function of saturation. The model predicted a nearly linear concentration BTC which could fit most of the experimental data points. The resulting specific FIFA (defined as the interfacial area per unit volume of porous medium) ranged between 500-750m⁻¹ for glass beads with a mean diameter of 240μm. Despite the successful application of the KIS tracers in laboratory column experiments, new questions came up, such as: a) what is the FIFA the tracers actually measure, i.e., capillary associated, b) how much 2-NSA will end up in the water-film coating the grains and in the hydro-dynamically stagnant zones, and c) how do these stagnant zones influence the resulting BTC?
The stagnant zones, also referred to as the immobile zones, for the porous media flow are defined as the region where flow velocity is very weak and mass transport becomes diffusive (van Genuchten and Wierenga 1976; Karadimitriou et al. 2016). The experimental study at column scale found that the presence of immobile zones can affect the BTCs of the tracer in two-phase flow systems, i.e., larger longitude dispersion, early breakthrough and long tailings (Smedt and Wierenga 1984; Bond and Wierenga 1990; Khan and Jury 1990; Bromly and Hinz 2004). The pore-scale micro-model experiments studying the development, the role and importance of immobile zones was first conducted by Karadimitriou et al. (2016), who found a nonlinear contribution of the immobile zone to the dispersion coefficient and a non-monotonic relation between immobile zone saturation and total saturation under transient transport conditions. Karadimitriou et al. (2017) further studied the impact of Péclet number under several given saturation topologies, and they found that the ratio of immobile zone saturation to total saturation is not influenced by the different flow rates. Hasan et al. (2019) confirmed these findings with pore-network modeling, and they found a linkage between the immobile zone saturation with the relative permeability. The flaws of existing macroscopic models to describe the non-Fickian transport in two phase flow process were proposed in these recent studies (Karadimitriou et al. 2016; Karadimitriou et al. 2017; Hasan et al. 2019). In contrast to these studies with a conservative tracer injected simultaneously with the invading phase, the KIS tracer dissolved in the invading phase depends on the hydrolysis reaction at the interface and the detection of the by-product in the receding phase. This means, in our case, the effect of immobile zones is manifested in the solute transport in the receding phase.

The above questions, regarding the effect of the immobile zones on the distribution of the reacted solute in KIS-TT, can probably be answered by investigating KIS tracer transport mechanisms at the pore-scale. Two possible alternatives are available. The pore-scale study of KIS tracer reactive transport in two-phase flow can be carried out experimentally e.g., as in micro-models (Karadimitriou et al. 2016), considering its good fluorescent properties, as well as, by pore-scale modeling. Pore-scale modeling plays an important role in understanding the pore-scale phenomena and can provide fundamental insight to understand the macro-scale processes (Meakin and Tartakovsky 2009). With pore-scale modeling, the flow and transport properties of the soil/rock matrix are not averaged but are directly resolved, and the pore-space geometry is explicitly represented either by using idealized geometries or by reconstructed geometries based on XMT images (e.g., Culligan et al. 2004; Tatomir et al. 2016a; Peche et al. 2016). In addition, running pore-scale simulations is a more flexible approach than the experiments since there is freedom to tune accordingly the fluids’ physical and chemical properties, and the geometry of the porous medium for a variety of boundary conditions. Considering all the above, the main objective of this study is to develop a pore-scale model that can simulate the behavior of the reactive KIS tracer transport under two-phase flow conditions. The following sections review the relevant literature on pore-scale models including reactive transport.
1.2 Pore-scale numerical methods

Pore-scale modeling methods mainly include Pore-Network Modeling (PNM) and Direct Numerical Simulation (DNS) approaches. The DNS approaches include particle-based methods e.g. the Lattice Boltzmann Method (LBM), Smooth Particle Hydrodynamics (SPH), and grid based Computational Fluid Dynamics (CFD), such as the Level-Set Method (LSM), the Volume-Of-Fluid method (VOF), and the Phase-Field Method (PFM) (Meakin and Tartakovsky 2009; Alpak et al. 2016). Pore-Network Modeling (PNM) is a well-developed method for pore-scale studies (Blunt and King 1990; Joekar-Niasar et al. 2008; Raoof et al. 2013; Hasan et al. 2019). PNM simplifies porous media into networks of pores and throats, where flow is governed by Poiseuille’s law (Joekar-Niasar et al. 2008). PNM is computational more efficient than DNS, which providing the full coupling between capillary and viscous forces (Alpak et al. 2016). With PNM, it is computationally cheaper to consider domains with a size large enough to be considered as Representative Elementary Volumes (REVs), and thus the model can be applied for evaluation of continuum-scale problems. Despite these advantages, PNM is limited by its basis on simplified physics and simplified representations of the rock (Meakin and Tartakovsky 2009; Alpak et al. 2016; Basirat et al. 2017; Yin et al. 2019). Thus, the DNS methods, based on first principles, is better for capturing transport phenomena and fluid dynamics on the micro-scale, in (real) pore space with complex geometries (Meakin and Tartakovsky 2009; Alpak et al. 2016). The LBM is a popular method for pore-scale studies of multiphase reactive transport, because of its advantages in several aspects, such as being able to deal with complex boundaries, to incorporate microscopic fluid-fluid and fluid-solid interactions, and being able to implement a parallelization of the algorithm (Kang et al. 2006b; Liu et al. 2014; Liu et al. 2015). The LBM model solves the LB equations for fluid flow and solute transport. In LB simulations the chemical reaction of species is treated as a homogenous reaction in the bulk fluid and a heterogeneous reaction at the interface as a kinetic boundary condition. The LBM modelling approach has been used in applications such as geological storage of CO₂, which involves precipitation and dissolution at the fluid-solid surface (Kang et al. 2010) and CO₂ dissolution trapping (Chen et al. 2018). However, one of the disadvantages of the LBM models is that the relation between interaction forces and fluid dynamics requires complex calibration procedures, with many adjustment parameters such as the adequate approximation of a specific physical system (Ferrari and Lunati 2013; Frank et al. 2018). With the CFD approach, the Navier-Stokes equations are directly solved in a discretized domain by finite volume or finite element techniques, and the interface between two fluids is represented by an indicator function, such as the volume fraction in VOF and the phase variable in PFM. One challenge for the simulation of multiphase reactive transport with the CFD method is the handling of the concentration jump at the interface when a solute solubility is different in the fluids on either side of the interface (Maes and Soulaine 2018). Haroun et al. (2010) managed to tackle this challenge with a new Continuous Species Transfer (CST) formulation developed in the VOF framework. In the CST formulation, a constant partition coefficient (or Henry’s constant) is introduced to solve the thermodynamic equilibrium of the solute at the interface between two fluids (Haroun et al. 2010). The approach of Haroun et al. (2010) allows for the modeling of the discontinuous solute concentration across the interface, while respecting the continuity of the local diffusive solute mass flux. Graveleau et al. (2017) applied the VOF-CST model to simulate subsurface flow problems with moving contact lines. Maes and Soulaine (2018) identified that the CST generates large numerical diffusion
in the phase concentration, which leads to inaccurate simulation of solute mass between two phases. Therefore, they proposed a new approach, termed compressive CST (C-CST), by adding a compressive term. The C-CST formula managed to significantly reduce numerical errors. However, one major disadvantage of the VOF method is that, since the volume fraction is a step function, accurate curvature and smooth physical quantities near the interface are hard to be obtained (Sun and Tao 2010; Alpak et al. 2016). Another limitation of the VOF method is that a solid wall boundary is implemented indirectly with an additional moving contact line model (Meakin and Tartakovsky 2009; Basirat et al. 2017).

In contrast to the VOF method, LSM and PFM with a smooth indicator function are better to treat the curvature and the physical quantities at the interface. LSM has been reported to generate more numerical errors when the interface experiences severe stretching or tearing, and the mass is not conserved (Sussman and Puckett 2000; Sun and Tao 2010). Major advantages of PFM are both the mass conservation and the ability to compute accurately the curvature at the interface (Akhlaghi Amiri and Hamouda 2013). Furthermore, PFM treats the interface thermodynamically as a diffuse thin layer formed by the mixture of the two fluid phases, and the dynamics of the diffuse interface is governed by the free energy it contains (Yue et al. 2006). Thus, the PFM is physically more consistent than the VOF or the LSM models (Alpak et al. 2016). Another advantage is that considering a diffusive interface rather than a sharp interface around the contact line results effectively in slip, through the diffusive fluxes between the bulk fluids (Ding and Spelt 2007). Besides, with a diffusive interface in PFM, the zero-order reaction of 2-NSA at fluid-fluid interface can be directly implemented as a homogenous reaction in the region of the diffusive interface, where the two phase fluids mix. The PFM, solving the coupled Cahn-Hilliard and Navier-Stokes equations, is already well developed and numerous simulation studies were performed addressing the two-phase flow system (Jacqmin 1999; Yue et al. 2004; Yue et al. 2006; Akhlaghi Amiri and Hamouda 2013; Alpak et al. 2016). In addition, numerous recent studies have applied PFM to study various subsurface flow problems related to fluid viscosity, capillarity, temperature, wettability, heterogeneity and fractures (Akhlaghi Amiri and Hamouda 2013, 2014; Basirat et al. 2017; Rokhforouz and Akhlaghi Amiri 2017, 2018). To our knowledge, PFM has not yet been applied to study reactive transport for two phase flow in porous media.

Here, we derive a new CST formulation in a PFM framework, and therefore the model is termed PFM-CST. First, we verify the developed PFM-CST model, and second, we employ the code to study KIS tracer reaction and transport processes in immiscible two-phase flow in porous media. We then demonstrate the capability of the model to investigate the relative importance of different processes and different parameters in two-phase flow reactive transport simulations. We focus on the understanding of how fluid immobile zones affect the magnitude of total transported solute mass. The paper is organized as follows: Section 2 introduces the mathematical and numerical models. In Section 3 we present the verification and validation of the model, and its application to a realistic pore space geometry to study the KIS tracer reaction and transport of its reaction by-product 2-NSA. Section 4 lists the main conclusions.
2. Mathematical model

2.1 Phase-Field Method

The basics of the PFM can be found in e.g., Jacqmin (1999), Yue et al. (2004) and Alpak et al. (2016). In this section, we briefly review the basic underlying theory implemented in the model. Instead of a sharp interface between two fluids, the PFM treats the interface as a thin diffusive layer formed by the mixture of two fluids. The PFM introduces a smoothly changing phase variable \( \phi \) to describe the composition of the fluid mixture at the interface, and \( \phi \) remains constant in the bulk fluid phases. The PFM is based on the free energy density as a function of the phase variable and its gradient (Jacqmin 1999). The free energy density \( f_{\text{mix}}(\phi, \nabla \phi) \) for isothermal mixing of two fluids can be expressed in the Ginzburg-Landau form (Eq. (4)) (Yue et al. 2006):

\[
f_{\text{mix}}(\phi, \nabla \phi) = \frac{1}{2} \lambda |\nabla \phi|^2 + \frac{\lambda}{4 \varepsilon^2} (\phi^2 - 1)^2
\]

where \( \lambda \) is the magnitude of the mixing energy and \( \varepsilon \) is a capillary width representing the thickness of the diffusive interface. The free energy density is made up of two components (on the right side of the Eq. (4)); the first term accounts for the surface energy and the second term is the bulk energy. The surface energy describes the preference of both fluids to blend. The bulk energy describes the two-phase immiscibility and involves two minimal values, where \( \phi=1 \) and \( \phi=-1 \), representing the two bulk phases (wetting and non-wetting fluid), respectively (Jacqmin 1999).

At equilibrium with zero chemical potential \( G = 0 \), the equilibrium profile in 1D for \( \phi(x) \) writes (Eq. (6)):

\[
\phi(x) = \tanh \left( \frac{x}{\sqrt{2 \varepsilon}} \right)
\]

The total free energy at the interface is the surface tension \( \sigma \), and the relationship between the surface tension, the capillary width, and the mixing energy density can be obtained at equilibrium from Eq. (7) (Yue et al. 2004):

\[
\sigma = \frac{2 \sqrt{2} \lambda}{3 \varepsilon}
\]

Fluid mass conservation is governed by the Cahn-Hilliard equation (Eq. (8)), which assumes that the diffusive fluid flux is proportional to the gradient of the chemical potential (Cahn and Hilliard 1959):

\[
\frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi = \nabla \cdot (\gamma \nabla G)
\]

where \( \gamma \) is the mobility expressed as a function of the interface thickness and a tuning factor: \( \gamma = \chi \cdot \varepsilon^2 \). The tuning factor \( \chi \) is called the characteristic mobility governing the relaxation time of the interface (Akhalaghi Amiri and Hamouda 2013). \( \chi \) needs to
be large enough to maintain a constant thickness of the interface, but small enough
not to dampen the flow (Jacqmin 1999).

2.2 Two phase flow dynamics

Momentum conservation for an incompressible fluid is governed by the Navier-
Stokes equation (Eq.(9)):

$$\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = \nabla \cdot \left[ -p \mathbf{I} + \mu \left( \nabla \mathbf{u} + \left( \nabla \mathbf{u} \right)^T \right) \right] + G \nabla \phi + \rho \mathbf{g}$$

(9)

$$\rho \cdot \nabla \mathbf{u} = 0$$

(10)

where I is the identical tensor, \( \rho \) is pressure, \( \mathbf{u} \) is the fluid velocity vector, \( \mathbf{g} \) is the
gravity vector, the surface tension is considered as a body force (Yue et al. 2006),
and \( \rho \) and \( \mu \) are respectively the density and viscosity of the mixture (non-
wetting fluid and wetting fluid) according to volume fraction of the fluids:

$$\rho = \rho_w V_{f,w} + \rho_{nw} V_{f,nw} \quad \text{and} \quad \mu = \mu_w V_{f,w} + \mu_{nw} V_{f,nw}$$

(12)

Hence, for the solute \( k \) in fluid phase \( \alpha \), the advection-diffusion equation writes:

$$\frac{\partial (V_{f,\alpha} c_{\alpha,k})}{\partial t} + \nabla \cdot \left( \mathbf{u} \cdot V_{f,\alpha} \cdot c_{\alpha,k} - \frac{dV_{f,\alpha}}{d\phi} \gamma \nabla G \cdot c_{\alpha,k} \right) = \nabla \cdot \left( D_{\alpha,k} \nabla c_{\alpha,k} \right) + W_k$$

(16)

where \( c_{\alpha,k} \) is the concentration of the solute \( k \) in the fluid phase \( \alpha \). The second term on
the left side of Eq.(16) describes the solute transport due to the bulk fluid motion. The
bulk fluid motion consists of two parts: the advective flux and the diffusive flux at the
interface due to the gradient of the chemical potential. On the right hand side of the
Eq.(16), \( D_{a,k} \) is the molecular diffusion coefficient of solute \( k \) in fluid phase \( a \) given
by Fick’s law. \( W_k \) is the source term for mass generated by chemical reactions.

### 2.3.2 Reaction at the interface

A zero-order interfacial reaction of the KIS tracer is assumed in the model as a
homogeneous reaction taking place at the diffusive interface, where the two fluids
mix. The diffuse interface is the region with \( \phi \in (-1,1) \), and due to the smooth change
in \( \phi \) there is no clear boundary of the diffuse interface. Thus, we take the interface
with 90% variation of the phase variable \( \phi \in [-0.9,0.9] \) or \( V_{f,w} \in [0.05,0.95] \) as the
region of constant zero-order reaction. It is worth noting that the reaction source term
applied here is discontinuous. With the constant interface thickness, the reaction rate
per unit interfacial region for the model can be calculated as:

\[
W_k = R_{c,\text{diff}} = \frac{R_{c_{nw}}}{b_{wn}}
\]  

(17)

Where \( R_{c_{nw}} \) is the experimental determined tracer reaction rate per unit interfacial
area (Tatomir et al. 2018), and \( b_{wn} \) is the thickness of interfacial reaction region with
\( V_{f,w} \in [0.05,0.95] \), obtained as 4.1641\( \varepsilon \) from Eq.(6).

### 2.3.3 Solute distribution across the interface

As mentioned in the introduction, the reaction product (2-NSA) has high water
solubility and distributes homogeneously into the water phase. This selective
distribution mechanism is not included in the classical advection-diffusion equation.
In this case, we applied the method developed by (Haroun et al. 2010), where a
partitioning coefficient is introduced in the formulation. The partitioning coefficient is
expressed as the concentration ratio of the solute in the two-phase fluids system at
equilibrium.

\[
P_{ow,k} = \frac{c_{nw,k}}{c_{w,k}}
\]

(18)

where \( c_{nw,k} \) and \( c_{w,k} \) are the concentration of the product (2-NSA) in the non-wetting
phase and the wetting phase respectively, and \( P_{ow,k} \) is the partition coefficient. The/octet
octanol/water partition coefficient of 2-NSA is equal to logDow=-2.87 at PH>5, as
stated in the work of (Schaffer et al. 2013).

### 2.3.4 Continuous transport equation

To obtain the single-field formulation of the (2-NSA) concentration for both phases in
the entire domain, we define the global concentration as:

\[
c_k = V_{f,w}c_{w,k} + V_{f,nw}c_{nw,k}
\]

(19)

The sum of the mass conservation Eq.(16) for solute \( k \) in both phases resulting in the
conservation of global concentration writes:

\[
\frac{\partial c_k}{\partial t} + \nabla \cdot F_k = \nabla \cdot J_k + W_k
\]

(20)

where
\[ F_k = \mathbf{u} \cdot c_k + (c_{w,k} - c_{nw,k}) \cdot 0.5 \gamma \nabla G \]  

\[ J_k = D_k \cdot (V_{f,w} \nabla c_{w,k} + V_{f,nw} \nabla c_{nw,k}) = D_k [\nabla c_k + (c_{w,k} - c_{nw,k}) \nabla V_{f,w}] \]  

As \( V_{f,w} + V_{f,nw} = 1 \), here only \( V_{f,w} \) is used in the expression, and the diffusivity is expressed as \( D_k = V_{f,w} D_k + V_{f,nw} D_{nw,k} \). The diffusion term Eq.(22) indicates an additional flux term resulting from the solubility law. This solubility flux is in direction normal to the interface, which governs the distribution of the species between the two phases. With the definition of Eq.(18) and Eq.(19), one obtains:

\[ c_{w,k} - c_{nw,k} = \frac{c_k(1 - P_{ow,k})}{V_{f,w} + P_{ow,k}(1 - V_{f,w})} \]  

Thus, the final governing equation for global concentration of solute \( k \) is reorganized:

\[
\frac{\partial c_k}{\partial t} + \nabla \cdot (\mathbf{u} c_k) + \nabla \cdot (0.5 \gamma \nabla G) \left( \frac{c_k(1 - P_{ow,k})}{V_{f,w} + P_{ow,k}(1 - V_{f,w})} \right) = \nabla \cdot (D_k (\nabla c_k + \nabla V_{f,w} \frac{c_k(1 - P_{ow,k})}{V_{f,w} + P_{ow,k}(1 - V_{f,w})})) + W_k
\]

2.4 Numerical implementation

The model is implemented into COMSOL Multiphysics\textsuperscript{TM}. COMSOL is an interactive environment for simulating different scientific and engineering problems employing the finite element method for spatial discretization (Akhlaghi Amiri and Hamouda 2013; Tatomir et al. 2018). The governing system comprises four governing equations and four fundamental variables. The coupled governing equations of the Navier-Stokes equation (Eq.(9) and Eq.(10)) and the Cahn-Hilliard equation (Eq.(8)) are solved for fluid velocity (\( \mathbf{u} \)), pressure (\( p \)) and the phase variable (\( \phi \)). And the governing reactive transport equation (Eq.(24)) is solved for the solute concentration (\( c_k \)). The partial differential equations are solved by the COMSOL linear solver PARDISO. Time stepping is solved with the backward Euler method known for its stability. The initial time step and maximum time steps are controlled to be small enough in order to avoid a singularity. The mesh elements consist of regular triangles with side length \( h \). The mesh size is refined according to the complexity of the geometry and thickness of the interface. The computations were performed on a single CPU with 12 cores at 4.3 GHz, and 32 GB RAM.

3. Numerical Method and details

We first validate the reactive transport model by applying the newly implemented continuous transport algorithm (Eq.(24)) (section 3.1). Then, the model is tested for a drainage process in a capillary tube (section 3.2). Finally, the model is applied to study the KIS tracer reactive transport in a realistic 2D porous medium geometry proposed by Keller et al. (1997)(section 3.3).
3.1 Model validation and verification

For the model validation and verification, we provide first validations of the two-phase flow simulation with the phase-field method. The two-phase flow model is validated and verified in two different cases: a pressure difference driven, co-current two-phase flow through a thin channel (Appendix A1) and a surface tension driven, deformed bubble retraction process in a quiescent domain (Appendix A2). The important parameters for phase-field method, such as characteristic mobility, capillary width and mesh size, are studied. Besides, since the model is to be employed to simulate two-phase flow and reactive transport in porous materials, the phase distribution in the regions close to the grain surface needs to be resolved by the model in detail. Thus, we set up a benchmark simulation of the deposited water films on the grain surface (Appendix A3). Then, we provide a verification of the reactive transport simulation governed by the above Eq.(24). Since solute advection depends on the bulk fluid motion calculated from the two-phase flow model, emphasis on the verification for the reactive transport model is placed on the remaining mechanisms, such as the reaction at the interface and molecular diffusion. The verification is accomplished by comparing the results of the numerical model with those of an analytical solution for a transient interfacial diffusion process (section 3.1.1) and a simultaneous reaction-diffusion process at the interface (section 3.1.2).

3.1.1 Diffusion across the interface

When a solute dissolves in a two-phase fluid system with non-equal solubilities in each fluid phase, a concentration jump will be formed at the interface at equilibrium, assuming this interface is a sharp one. In this section, we study how this concentration jump is dealt with for a diffusive interface by the model. We consider a simple two-phase system without any reaction, and only the wetting phase contains the chemical component 2-NSA initially. The model is setup in 1D as follows: in a 0.2mm long domain, the interface is located at \( x=0.1 \)mm. Water is located at \( x>0.1 \)mm and the non-wetting phase is located at \( x<0.1 \)mm, as shown in Figure 2(a). The system is at rest without any inflow or outflow. Water has an initial solute (2-NSA) concentration of \( c_{w,0}=1 \) mol/m³, and the non-aqueous, or non-wetting, phase has an initial solute (2-NSA) concentration \( c_{nw,0}=0 \). Diffusivity is \( D_w=D_{nw}=1\times10^{-9} \) m²/s for both phases. With this modeling setup, solute diffusion across the interface is allowed to take place. This transient diffusion process can be described by the analytical solution from Eq.(25) for water and Eq.(26) for the non-wetting phase (Bird 2002):

\[
\frac{c_w - c_{w,0}}{c_{nw,0} - P_{ow} \cdot c_{w,0}} = \frac{1 + \text{erf}\left(\frac{x-0.1}{\sqrt{4D_w\tau}}\right)}{P_{ow} + \sqrt{D_w/D_{nw}}} \tag{25}
\]

\[
\frac{c_{nw} - c_{nw,0}}{c_{w,0} - \left(\frac{1}{P_{ow}}\right) \cdot c_{nw,0}} = \frac{1 - \text{erf}\left(\frac{x-0.1}{\sqrt{4D_{nw}\tau}}\right)}{\left(\frac{1}{P_{ow}}\right) + \sqrt{D_{nw}/D_w}} \tag{26}
\]

where \( \text{erf}(\cdot) \) is the error function. The system with very small partition coefficient is the focus of our study, as the 2-NSA has \( P_{ow}<0.01 \), which means it has very small partition into the non-wetting phase.
Then, we provide a verification of how solute distribution is treated at the diffusive interface. With the very low partitioning coefficient ($P_{mw}<0.01$), the solute concentration in water is much larger than that in the non-wetting phase $c_{w,k}>c_{nw,k}$. And the solute concentration in water almost remains at $c_{w,k}=1 \text{ mol/m}^3$ because of the weak diffusion across the interface and the absence of the chemical reaction. In this case, Eq.(19) can be simplified to $c_k = V_{fw}c_{w,k}$. This means that the solute concentration of the mixture ($c_k$) at the interface is approximately linearly proportional to the volume fraction of the water phase ($V_{fw}$), with a ratio of $c_{w,k}$. By comparing the simulated concentration curve to the corresponding volume fraction of the fluid, we are able to check if the solute concentration distribution at the diffuse interface is accurately solved by the model.

3.1.2 Interfacial reaction and molecular diffusion

The model is verified for the condition that a zero-order reaction is active. We consider a one-dimensional quiescent channel with two phase fluids. The solute is assumed to react at the interface and diffuse into the water. The channel is 0.3mm in length, with the interface located at $x=0.1\text{mm}$. The water is located at $x>0.1\text{mm}$ and the non-wetting phase (n-octane) is located at $x<0.1\text{mm}$, as shown in Figure 2(b). The initial 2-NSA concentration in the domain is $c_0=0 \text{ mol/m}^3$. The diffusivity is equal to $D=1\times10^{-9} \text{ m}^2/\text{s}$ for both phases. The zero-order reaction rate is $W=R_{cdiff}=1 \text{ mol/m}^2\text{s}$. The capillary width for the model is set at $\varepsilon=1\times10^{-7} \text{ m}$, thus the reaction region at the interface has a thickness of $4.16\varepsilon$ according to section 2.3.2.

The above process can be described by the reaction-diffusion equation:

$$\frac{\partial c}{\partial t} = \nabla \cdot (-D \nabla c) + W$$

which can be solved analytically. For the analytical solution, the interface between two phases is defined as a no flow boundary for the solute, and the zero-order reaction is active in a narrow region with $0.1\text{mm}<x<L$. The analytical solution for Eq.(27) is shown below (Carslaw and Jaeger 1959):

![Figure 2](https://example.com/figure2.png)
At $0.1 \, \text{mm} < x < L$

$$c = R_c \cdot t \cdot \left\{ 1 - 2i^2 \text{erfc} \frac{L - x + 0.1}{2\sqrt{D} \cdot t} - 2i^2 \text{erfc} \frac{L + x - 0.1}{2\sqrt{D} \cdot t} \right\}$$  \hspace{1cm} (28)$$

At $x > L$

$$c = 2R_c \cdot t \cdot \left\{ i^2 \text{erfc} \frac{L - x + 0.1}{2\sqrt{D} \cdot t} - i^2 \text{erfc} \frac{L + x - 0.1}{2\sqrt{D} \cdot t} \right\}$$  \hspace{1cm} (29)$$

where $i^2 \text{erfc} x = 0.25[(1 + 2x^2) \text{erfc} x - 2xe^{-x^2}/\sqrt{\pi}]$, \text{erfc} is the complementary error function, and $L$ is the thickness of the reaction region for the analytical solution.

To be consistent with the model, the thickness of reaction region is set as $L=4.16\varepsilon$.

### 3.2 Model test in a capillary tube

The model is tested for the relevant processes (reaction, two-phase flow, advection and diffusion) in a single two-dimensional capillary tube setup. We focus on the effect of fluid flow (advection) and molecular diffusion on the transport of solute for a spectrum of Péclet numbers. The tube is 0.8mm long with a radius of $R=0.05\, \text{mm}$, and in 2D the top and bottom boundaries are the solid walls accounting for the pore space. The tube is initially filled with water and n-octane is injected from the left side with a constant velocity of $U_i=0.05\, \text{m/s}$ at $t=0$. The contact angle between the two fluids and the boundary wall is set to $45^\circ$. The interfacial tension for n-octane/water is equal to $\sigma=0.0504\, \text{N/m}$ (Tatomir et al. 2018), and $R_c^{\text{diff}}=1\, \text{mol/m}^2\cdot\text{s}$.

The Péclet number for the system is calculated as: $Pe = u * L_c / D$, where $L_c$ is the characteristic length, in this case equal to the radius of the capillary $L_c=R$. As the $L_c$ is fixed, the Péclet number of the systems is determined by the ratio between the inflow rate and diffusivity. To obtain the systems with different Péclet numbers, we maintain the inflow rate and swap the diffusivities with $D=1\times10^{-8}\, \text{m}^2/\text{s}$, $D=1\times10^{-7}\, \text{m}^2/\text{s}$ and $D=1\times10^{-6}\, \text{m}^2/\text{s}$ in three simulations.

### 3.3 Model application for flow in porous media
We applied the PFM-CST model to study KIS tracer reactive transport in a hydrophilic 2D porous medium. The focus of the study is to verify the model by analyzing the quantified macroscopic parameters, e.g. saturation, capillary pressure, specific interfacial area, solute concentration, and to understand the effect of the induced immobile zones on transport of the reaction product (2-NSA). We assumed a 2D porous medium from a thin slice of Berea sandstone, first presented by Keller et al. (1997) for a micro-model experiment. The geometry has already been used as the computational domain in Basirat et al. (2017) and Rokhforouz and Akhlaghi Amiri (2019). The domain measures 660μm×320μm in size, and consists of an extensive rectangular (inflow) used to inject the fluids on the left side, and the actual porous medium domain, as shown in Figure 3. The porous medium is initially saturated with water, and n-octane with dissolved KIS tracer is injected from the left boundary with a constant velocity $U_{in}$. The right-hand side of the domain is the outlet, and the upper and lower sides of the domain are no flow boundaries. The relevant parameters of the non-wetting fluid are $ρ_{octane}=703\text{kg/m}^3$ and $μ_{octane}=0.54\times10^3\text{Pa}\cdot\text{s}$, and interfacial tension for n-octane/water $σ=0.0504\text{N/m}$. With the solution of the reaction-diffusion equation Eq. (28) and Eq. (29), we know that the zero-order reaction rates can only influence the magnitude of the resulting solute concentration curves, but not its shape. This means that the reaction rate does not affect solute transport, and transport of the solute depends on its diffusivity and the bulk fluid motion. As the study focus on providing an understanding of the transport and the distribution of the tracer, the result is not compared to a real experiment where solute concentration needs to be calibrated, here we use a unit reaction rate of $R_{c\text{diff}}=1\text{mol/m}^2\cdot\text{s}$. Time is expressed in a dimensionless form with the characteristic time, meaning the time needed for breakthrough when the porous media is equivalent to a capillary tube being $t_c = \frac{L_c}{U_{in}}$, where $L_c$ is the characteristic length, and is equal to the length of the domain $L_c=0.66\text{mm}$. Changes in the parameters of the flow system, e.g., capillary number, Péclet number, contact angle, influence the transport process of the KIS tracer and its reaction products. To better understand the influence of these parameters we conduct four simulations, changing one parameter at a time, i.e., inflow velocity, diffusivity and contact angle. The parameters for each case study are listed in Table 1. The capillary number is calculated as: $Ca = \frac{U_{in} \cdot μ_{nw}}{σ}$. 

Figure 3 Geometry of the porous medium and boundary conditions (pore space in blue color).
Table 1 Parameters for the simulations and resulting dimensionless numbers, Ca.

<table>
<thead>
<tr>
<th></th>
<th>$U_m$ (m/s)</th>
<th>$D$ (m$^2$/s)</th>
<th>$\theta_w$ (°)</th>
<th>Ca</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.05</td>
<td>1e-8</td>
<td>45</td>
<td>5e-4</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.05</td>
<td>1e-7</td>
<td>45</td>
<td>5e-4</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.05</td>
<td>1e-7</td>
<td>15</td>
<td>5e-4</td>
</tr>
<tr>
<td>Case 4</td>
<td>0.01</td>
<td>1e-7</td>
<td>45</td>
<td>1e-4</td>
</tr>
</tbody>
</table>

4. Results and discussion

We first show the result of the model validation in section 4.1. Then, the results of simulating the capillary drainage are shown in section 4.2. Finally, the results of model application to study the KIS tracer reactive transport in a realistic 2D porous medium geometry are shown in section 4.3.

4.1 Model validation

Simulation results are shown and compared with analytical solutions, for a transient interfacial diffusion process in section 3.1.1, and for a simultaneous reaction-diffusion process at the interface in section 3.1.2.

4.1.1 Diffusion across the interface

The transient diffusion process depends on the partition coefficient of the solute. Figure 4(a) shows the comparison between breakthrough calculated by the analytical solution at $t=0.5s$ for $P_{ow}=1, P_{ow}=0.1, P_{ow}=0.01$ and $P_{ow}=0.001$ and that of the numerical model. It is found that the model results match those of the analytical solution well. With a lower partition coefficient, solute partitioning into the non-wetting phase is less. When $P_{ow}<0.01$, the diffusion across the interface has already become very small. The extremely small value of $P_{ow}$ will cause instability of the model. Thus, $P_{ow}=0.01$ is applied for 2-NSA in this study. Figure 4(b) shows the resulting concentration profiles near the interface at $t=0.5s$. The solid curve shows the analytical solution considering a sharp interface. The Cahn number indicates the thickness of the interface: $Cn = \varepsilon / L_c$, where $L_c$ is the characteristic length that equals the length of the domain $L_c=0.2mm$. The dashed curves show the modeling results at $Cn=5\times10^{-3}$ and $Cn=5\times10^{-4}$. It shows that with a thicker interface, the deviation from the sharp interface solution becomes larger, as expected. Besides, the modeled concentration curves (in dashed lines) smoothly changing across the diffusive interface, which is different from the analytical solution and its discontinuous concentration profile for the sharp interface. We plot the corresponding volume fraction of water in the second y-axis (with scale on the right side) in Figure 4, and it is found that the concentration curve fits the corresponding volume fraction curves. This proves that the 2-NSA concentration is simulated accurately by the model for a mixture condition at the diffuse interface.
Figure 4 Comparison of breakthrough curves of 2-NSA concentration computed analytically and numerically: (a) (at $C_n=5\times10^{-4}$) for the transient mass transfer at $t=0.5s$, for $P_{ow}=1$, $P_{ow}=0.1$, $P_{ow}=0.01$ and $P_{ow}=0.001$, (b) (at $C_n=5\times10^{-4}$ and $C_n=5\times10^{-3}$) for mass transfer at $t=0.5s$ near the interface region.

4.1.2 Interfacial reaction and diffusion

Figure 5 shows the results of the reaction-diffusion process at $t=0.2s$, 1s and 2s. The integral of the concentration curves over $x$ (area under the curves) indicates the produced 2-NSA mass in the domain, which is increasing with time. Meanwhile, the produced 2-NSA diffuses from the interface towards the bulk solution following the concentration gradient. The modelling results fit very well the analytical solution, demonstrating that the reaction-diffusion process can be successfully simulated by our modelling approach. Figure 5 also shows that the mass transfer across the interface is negligible, which indicates that a partitioning coefficient of 0.01 is small enough to describe that the highly water-soluble product 2-NSA remains in the water phase (wetting phase).
Figure 5 Comparison between breakthrough curves of analytical and numerical model simulations (\(\varepsilon=1 \times 10^{-7} \text{m}\)) of the reaction-diffusion process at \(t=0.2\text{s}\), \(t=1\text{s}\) and \(t=2\text{s}\).

4.2 Model test in a capillary tube

The wettability of the solid wall of the pore space is characterized with the contact angle, which is expressed by Eq.(14) in the model. The contact angle on the solid wall is accurately calculated by the two phase flow model, as shown in Figure 6(a) for the setting of \(\theta_w=45^\circ\). Additionally, the characteristic mobility \(\chi\), which determines the time scale of Cahn-Hilliard diffusion (Eq.(8)), needs to be chosen pragmatically (Yue et al. 2006). Straining flows can thin or thicken an interface, which must be resisted by large enough Cahn-Hilliard diffusion (Jacqmin 1999). The channel flow here is mainly dominated by capillary forces \((Pe=5e^{-4})\), and there should be no changes in interface configuration during the flow process. It is found when \(\chi\) is increased by two orders of magnitudes compared to the value of inflow velocity, the thickness and configuration of the interface is ensured to be invariant during the drainage process.

Figure 6(b) shows the concentration profiles for \(Pe=1\), \(Pe=10\) and \(Pe=100\) at \(t=0.04\text{s}\). The difference in the concentration profiles result from the competition between advection and diffusion. At \(Pe=1\), the transfer process is dominated by molecular diffusion, which is verified with model result that the concentration contour lines are almost straight and vertical to the inflow direction. For the Péclet number being \(Pe=10\), advection starts to have an obvious effect and concentration contour lines begin to blend. For \(Pe=100\), the transfer process is dominated by advection, the solute mass produced at the interface shows a trend to concentrating at the center of the channel. For a stable laminar flow condition in the channel, flow at the center of the channel is faster than the regions near the solid walls, where a no-slip boundary is considered, and all streamlines are parallel to each other. When a two-phase system is considered, near the fluid-fluid interface, the receding phase tends to flowing gathering at the center of the channel flow to restore the stable flow condition, as shown by streamline plot in Figure 6(b). Thus, as the effect of the advection, the water-based solute also shows a trend to concentrate at the center of the channel. A similar observation is found in the simulation results from the study for segmented channel two-phase flow by (Yang et al. 2017). The same advection effect exists for all three conditions investigated, with different Péclet numbers. The effect becomes
stronger when the diffusion is weak. This simulation provides a verification of the new two-phase reactive transport model.

**Figure 6** Model results of solute transport in octane/water displacement process in a capillary tube: (a) volume fraction of the water phase for with contact angles 45° at t=0.04s (b) Plot of the concentration profiles at the Péclet numbers of Pe=1, Pe=10 and Pe=100, as well as the corresponding streamline profile.

### 4.3 Application of KIS tracer transport in porous media

We first show the resulting displacement patterns and solute concentration distributions for the four cases in section 4.3.1. The macroscopic parameters are calculated based on the entire domain as shown in section 4.3.2. Then, we distinguish the mobile and immobile zones of the pore space with the velocity in section 4.3.3, and we show the data process to obtain the pattern of the mobile part of the solute mass, which is directly related to outflow based KIS-TT, in section 4.3.4. Finally, we analyze the quantified interfacial area and the solute mass separately in the mobile and immobile zones, in section 4.3.5.
4.3.1. Displacement patterns and solute concentration distribution

Figure 7 shows the distribution of the fluid phases and solute concentration before breakthrough for all four cases. Since the 2-NSA concentration in the immobile water regions near the inlet where the reaction starts early is much larger than that at the moving front, we plot the concentration on a logarithmic scale to better illustrate the distribution of 2-NSA concentration. The fluid phase distribution is shown in Figure 7(left). Comparing Case 1 to Case 3, where contact angle is swapped from 45° to 15°, it is observed that the non-wetting phase is more pore-filling for larger contact angles. This is consistent with expectation that less water-wet wall conditions is favorable for drainage. Furthermore, water films are formed on solid walls in the drained pores at $\theta_w=15^\circ$, while at $\theta_w=45^\circ$ no water films are observed. The displacement patterns from Basirat et al. (2017) also shows the appearance of the deposited water films at $\theta_w=15^\circ$. Comparing Case 1 to Case 4, the non-wetting phase is more pore-filling when the inflow rate is larger. This means, with a water-wet wall condition of $\theta_w=45^\circ$, a larger capillary number is favorable for the drainage process. This result is in good agreement with Basirat et al. (2017).

The spatial distribution of concentration is shown in Figure 7(right). Comparing Case 1 to Case 2, it is observed that the spreading of 2-NSA in these trapped water clusters is much slower during drainage, a direct outcome of the lower diffusivity. Furthermore, for the same Péclet number for Case 1 and Case 3, the concentration values are higher (represented by red color) for case 3, especially in the water films surrounding the solid grains. The formation of water films increases the total interfacial area and leads to a higher production of 2-NSA by hydrolysis. The concentration distribution in Case 4 shows the highest values. This is because, with lower inflow rate, the two fluid phases remain longer in contact with each other until the front reaches the outlet (breakthrough point) which leads to a higher reaction by-product 2-NSA in the water phase.
Figure 7 Volume fraction of water phase (left) and solute concentration (right) just before breakthrough for each case.

4.3.2. Derivation of the macroscopic parameters

We analyze the macroscopic parameters on the entire study domain during the drainage process for the four cases as shown in Figure 8. Macroscopic parameters for Case 1 and 2 are similar, because they have the same flow parameters and only the diffusivities in these two cases are different. Figure 8(a) shows that the non-wetting phase saturation increases linearly with time, which confirms the constant inflow boundary. Case 1 and 2, with a stronger water-wet wall condition and a larger inflow rate, is efficiently drained, leading to a higher saturation at breakthrough. When the non-wetting phase reaches the outlet, $S_n$ starts to decrease, namely the volume of the non-wetting phase in the domain begins to shrink. This is caused by the connected flow-paths of the non-wetting phase between inlet and outlet, formed until time of
breakthrough. The non-wetting phase pressure is suddenly decreased leading to the expansion of the wetting phase. This effect was also observed by Basirat et al. (2017). The capillary pressure $p_c$ is defined as the difference between the intrinsic volume averaged pressure of both phases (Ferrari and Lunati 2013), calculated as in Eq. (30) and Eq. (31):

$$p_{\alpha} = \frac{\int_V p \cdot V_{f,\alpha} dV}{\int_V V_{f,\alpha} dV}, \alpha = w, nw$$

(30)

$$p_c = p_{nw} - p_w$$

(31)

where $p$ is pressure. The capillary pressure fluctuations in Figure 8(b) are caused by Haines jumps, when the oil front moves through the pore neck into a wider pore body during the drainage process (Armstrong et al. 2015). The average capillary pressure for Case 3 is larger than that of Case 1 and 2, which means a larger $P_c$ is needed for more water-wet conditions during drainage with the same inflow rate which agrees with the results of Rokhforouz and Akhlaghi Amiri (2019). The overall capillary pressure is the lowest in Case 4 during the displacement. This is due to that the invading non-wetting phase pressure is smaller at the lower inflow rate, which causes the corresponding calculated $p_c$ by Eq. (30) and Eq. (31) also smaller than other cases.

The specific interfacial area ($AIA$) is calculated by Eq. (32):

$$A_{wn} = \frac{A_{dif}}{b_{wn}} \cdot \frac{1}{V_p}$$

(32)

where $A_{dif}$ is the interface region within $V_{fw} \in [0.05, 0.95]$, $b_{wn}$ is the thickness of the reaction region obtained from Eq. (6), with the diffusive interface having a width of $\varepsilon = 1e-6m$, and $V_p$ is the total volume of the porous media that is studied. Figure 8(c) shows that $A_{wn}$ in Case 3 is much larger than that in the other cases, which is due to the formation of deposited water films. The difference is large because the magnitude of the film associated to interfacial area is quite large, as it forms on all solid walls in the drained pores. The specific interfacial area in all cases shows approximately a linear increase with the constant inflow boundary, which is verified with the LBM simulation by Liu et al. (2015) for the process of water displaced by CO$_2$ in a homogeneous pore network consisted of circular grains. With a known specific interfacial area and saturation, the volume averaged 2-NSA concentration for the domain can be calculated as in Eq. (33):

$$c_t = \frac{\int_t^{t_0} A_{wn}^{dif}(t) \cdot R_{c}^{dif} dt}{V_p \cdot S_w(t)}$$

(33)

Figure 8(d) shows that the solute concentration in the study domain (lines) fit that calculated from Eq. (33) (open circles), consistent with mass conservation, and this proves the model simulates the constant zero-order interfacial reaction accurately. This also means, for macro-scale application of the tracer, when saturation and 2-NSA concentration is measured for a unit volume of the porous media, the specific interfacial area can be calculated, which is confirmed with the theory of the KIS tracer.
Nevertheless, the domain-averaged 2-NSA concentration is difficult to be obtained with common measurement techniques in natural porous media. A more applicable way is measuring the 2-NSA concentration at the outflow, such as in the column experiments shown in Tatomir et al. (2018), where the 2-NSA concentrations are measured at the outlet of the column. In this case, the fraction of the 2-NSA mass reacted in the immobile zones is not detected. To quantify these 2-NSA mass carried by the moving water that can be detected, the mobile and immobile zones need to be differentiated.

**Figure 8** Macro-scale parameters during drainage process for each case. (a) Non-wetting phase saturation versus the characteristic time; (b) Capillary pressure versus the non-wetting saturation; (c) Total specific interfacial area versus the non-wetting saturation; (d) Comparison between the domain average solute concentration plotted versus the non-wetting saturation in lines, and the domain average solute concentration calculated by Eq.(33) with the interfacial area from subfigure c in makers.
4.3.3. Identification of the mobile and immobile zones

The immobile zones are the regions where flow velocity is low so that mass transport is only diffusion controlled (Karadimitriou et al. 2016). The Péctet number can be calculated as \( Pe_{local} = \frac{u \cdot L_c}{D} \), where \( u \) is the velocity field, \( L_c \) is the characteristic length equal to the average throat width \( L_c = 8 \mu m \) (Rokhforouz and Akhlaghi Amiri 2019), and \( D \) is diffusivity. The mobile zones are generally defined as zones with \( Pe >> 1 \) (Smedt and Wierenga 1984; Chhabra and Shankar 2018). The threshold Péctet numbers and corresponding velocity values for the four cases are chosen such that capillary trapped zones and dead-end pores can be distinguished. **Figure 9** shows an example for Case 1 at the beginning of the drainage: the region with \( Pe < 5 \) is classified as the immobile zone, and the rest parts are mobile zones. It is observed from **Figure 9** that the stagnant zones are clearly classified in dark color.

**Figure 9** Plot of the velocity and local Péctet numbers to distinguish mobile and immobile zones at the beginning of the drainage process.

4.3.4. Patterns of interface and solute concentration for mobile and immobile zones

We take the drainage process in Case 1 as an example. We plot the 2-NSA concentration in **Figure 10(a)**, where the n-octane phase with negligible 2-NSA concentration is plotted in grey. The corresponding velocity field is plotted in **Figure 10(b)**, where mobile and immobile zones are separated by employing the above threshold Péctet number. Comparing **Figure 10(b)** with **Figure 9**, it can be observed that the immobile zones are expanded obviously during the displacement process. At the beginning of drainage, the porous medium is only filled with water, meaning a single phase flow condition, and the immobile zones are only found in dead-end pores. With displacement going, the capillary trapped water is keeping formed, which causes the expansion of the immobile zones. At the end of the drainage process (the system becoming steady state), several flow channels turn into immobile zones. Only that channel, through which the front first reached the outlet, keeps flowing continuously with the invading phase. Looking both the concentration profiles in **Figure 10(a)** and the velocity in **Figure 10(b)**, we observe that the transported
concentration pattern in the mobile zones and immobile zones are different. In the immobile zones, the produced 2-NSA spreads in the vicinity of the interface to lower concentration regions inside the trapped water clusters, and this process is diffusion-driven. In the mobile zones the 2-NSA spreads much faster than in the immobile zones, along with the formation of long 2-NSA plumes. This fast spreading is dominated by advection at the moving front, related to macro-scale dispersion. After filtering with the threshold Péclet number the 2-NSA concentration profile is plotted in Figure 10(c), where only the 2-NSA located in the mobile zone is left and the immobile zones are depicted in black. With the concentration map of the 2-NSA in the mobile zones during the displacement (Figure 10c), it is clear that the 2-NSA carried by the moving water is produced and located on the menisci at the moving front in the main flow channels. And the moving water at front is not connected to the dispersed water clusters trapped in dead-end pores or throats, which means there is no 2-NSA mass exchange between them. This part of 2-NSA mass in the mobile zones is vital for the outflow based KIS tracer test.

Figure 10 Plot of the process to distinguish the mobile and immobile zones and corresponding mobile and immobile interfaces and solute mass for Case 1. (a): 2-NSA concentration (with n-octane phase in gray colour); (b): mobile and immobile zones separated with a threshold velocity (0.06m/s), with interface in Cyan; (c): concentration of 2-NSA in the mobile zones, with the immobile zones filtered by the threshold velocity in black.
4.3.5. Interpretation and implications of the tracer concentration

Mobile and immobile SIA are plotted in Figure 11 for changes in saturations during drainage. The mobile SIA values range between 200 – 1300 l/m (Figure 11a) while the immobile SIA can reach an order of magnitude higher up to 15000 l/m (Figure 11b). The mobile SIA has strong oscillations during drainage, which is mainly caused by switching of the mobile and immobile interfaces at the front. When one meniscus at the front meets narrow pore necks, the fluid will become stagnant for several time steps, during which the meniscus that originally counted as the mobile interface will becomes temporarily immobile. Meanwhile, the nearby menisci, which are originally immobile, can also become mobile due to the equilibrium of the local pressure. As the menisci have different sizes, this switching of the mobile and immobile interfaces causes the oscillations of the curve of the accounted mobile interfacial area during the displacement. The overall change in mobile SIA is relatively small during drainage, and its values are similar for all four cases. This can be attributed to the fact that the mobile interfacial area results from the menisci at the moving front, which depend on the width and geometry of the flow channels. On the other hand, the immobile SIA increases approximately linearly with saturation during the displacement process, due to the formation of trapped water clusters and films. For the immobile interfacial area, Case 3 shows the largest SIA due to the formation of water films.

![Figure 11](image.png)

Figure 11 Mobile and immobile specific interfacial areas during the drainage process for the four cases.

Furthermore, the temporal change in total 2-NSA mass in the mobile zones ($M^m$) and immobile zones ($M^im$) is shown in Figure 12, where the mobile 2-NSA mass is quantified as the sum of the 2-NSA mass in the mobile zone, and in the part exiting the domain through the outlet. It is found that the 2-NSA mass in the mobile zones is much smaller than that in the immobile zones. The curve oscillations for the quantified solute mass in Figure 12 are also caused by the switching of the mobile and immobile zones during the Haines Jumps.
Figure 12 Plot of 2-NSA mass ($M$) in the moving water phase and in immobile zones for each case, and the 2-NSA mass produced by mobile and immobile interface ($M_{IFA}$) calculated from Eq.(34), as well as the 2-NSA mass ($M_{RI}$) curve calculated from Eq.(35)(36)(case1: $\xi=0.6$, case2: $\xi=0.6$, case3: $\xi=0.6$, case4: $\xi=0.58$).

We investigate if the 2-NSA mass transported by the mobile water phase can be related to the mobile interfacial area. Knowing the mobile and immobile interfacial areas, we can calculate the 2-NSA mass $M_{IFA}$ produced by them respectively by Eq.(34).

$$M_{IFA}^{m}\cdot (t) = \int_{t_0}^{t} A_{wn}^{m}\cdot \cdot R_{\text{dif}} \cdot dt$$

(34)

where superscripts $m$ and im, indicate mobile and immobile, respectively. For the mobile zones, we found both curves of $M^m$ and $M_{IFA}^m$ show (roughly) a linear increase with dimensionless time, but the curve of $M_{IFA}^m$ has a larger slope than $M^m$. This means a constant fraction of the 2-NSA produced by the mobile interface becomes residually trapped in the immobile zones. For the immobile zones, the curve of both
$M_{im}$ and $M_{IFA}^{im}$ show a parabolic increase, and the curves show that $M_{im}$ is larger than $M_{IFA}^{im}$. Because the total 2-NSA mass matches that calculated from the total interfacial area (Figure 8(d)), the additional fraction of immobile 2-NSA mass is derived from the retention of part of 2-NSA mass produced at the mobile interface. We introduced a residual fraction $\xi$ in Eq. (34) to formulate the relationship between mobile interface and 2-NSA in moving water, as well as immobile interface with 2-NSA mass in immobile zones as Eq. (35) and Eq. (36):

$$M_{fit}^{m}(t) = \int_{t_0}^{t} [A_{wn}^{m}(t) \cdot (1 - \xi)] \cdot R_c^{dif} \, dt$$  \hspace{1cm} (35)$$

$$M_{fit}^{im}(t) = \int_{t_0}^{t} [A_{wn}^{im}(t) + \xi A_{wn}^{m}(t)] \cdot R_c^{dif} \, dt$$  \hspace{1cm} (36)$$

where $M_{fit}$ is the 2-NSA mass calculated by adding the residual fraction. The curves are better fitted by adding the residual fraction as shown in Figure 12. The deviation of the curves from $M$ and $M_{fit}$ is only found near the end of the drainage process, because a large decrease in the mobile zones occurs shortly before breakthrough. The residual fractions determined for the four studied cases have similar values ranging from 0.58 to 0.6. A zoom-in region for the retention process is shown in Figure 13. The retention of the reacted solute in the moving water (at the front) occurred when the mobile interface at the moving front splits and forms new interfaces in the immobile zones, including dead-end pores and capillary trapped zones. During this process, a part of the 2-NSA carried by the mobile interface is transported by advection into these newly formed immobile zones. The retention process happens with the formation of the immobile interface during the displacement, leading to an approximate constant residual fraction in the relationships of Eq. (35) and Eq. (36).

The results imply that when the 2-NSA concentration in the outflow is measured and the residual fraction is known, the mobile interfacial area during the drainage can be measured with the KIS-TT.
Figure 13 Retention process of 2-NSA produced at the mobile interface into the immobile zones, in a zoom-in region from Case 1 at $t_c=0.25$, $t_c=0.265$ and $t_c=0.28$. The left diagrams show the spatial distribution of solute concentrations in main flow direction of the front in black arrow for different times with the corresponding spatial velocity field on the right.

5. Summary and Conclusions

We proposed and demonstrated a novel pore-scale model for simulating the KIS tracer reactive transport process for two-phase flow conditions in a porous medium. In the mathematical model, a continuous species transport formula consistent with PFM was derived. One major advantage of the model is that the fluid-fluid interface hydrolysis reaction of the KIS tracer, which is approximated by a zero-order reaction, can be directly implemented in the diffusive interface approach. We first provide two types of verifications of the model. By comparing the solute concentration and water volume fraction across the interface in a simple diffusion process, we showed that the solute concentration at the diffusive interface can be accurately calculated by the model. We found that for low partitioning coefficients ($P_{ow}=0.01$), the model
adequately describes the selective distribution of 2-NSA into water. Additionally, the simultaneous process of 2-NSA interfacial reaction and diffusion was verified by comparing the numerical results and the analytical solution of the reaction-diffusion equation. Next, the model was tested by simulating the drainage process (i.e., wetting phase displacement by the non-wetting phase) in a capillary tube. After testing the solute transport model for different Péclet numbers, we found that the concentration profile changes are diffusion-dominated at \( Pe=1 \) and advection-dominated at \( Pe=100 \).

Finally, the model was applied to a realistic 2D porous medium. Four cases with different diffusivities, contact angles and inflow velocities were simulated and the corresponding macro-scale parameters (saturation, capillary pressure, interfacial area and 2-NSA concentration) were obtained from the pore-scale results. By comparing the four cases it could be shown that a larger contact angle and a larger inflow rate lead to larger non-wetting phase saturations. The overall capillary pressure during drainage was larger for smaller contact angles and larger inflow rates. The specific interfacial area in the case where there are deposited water films is much larger than without the films. We calculated the average macro-scale 2-NSA concentration from the pore-scale determined fluid-fluid interfacial areas. The averaged 2-NSA concentration measured in the domain fitted that calculated from the interfacial area, providing a verification for the reactive transport model.

To understand how immobile zones affects the detectable solute mass in the outflow-based measurements, we quantified the interfacial area and the reacted 2-NSA mass separately in the mobile and immobile zones. It was observed that the fraction of 2-NSA mass transported by the moving water is related to the mobile interface. It was found that the mobile SIA is much lower than the total SIA (ca. 10%) and it varies little during the drainage process. We propose an interpolation relationship between the 2-NSA mass in the mobile zones and the mobile interfacial area. The relationship is formulated by adding a residual factor. This term relates to the part of 2-NSA produced by mobile interface that becomes residual in the immobile zones.

This study showed that the mobile interface, or the moving interface, plays an important role for the transport of the receding phase based interfacial reacted solute in the displacement process. The KIS-TT, which is capable of measuring the mobile interface, can be a valuable technique in understanding the coupled flow and reactive transport processes in dynamic two-phase flow systems. Future work is required to study if the residual fraction varies when applied to different pore geometries, or when using different fluid -porous media systems with wider ranges of wettability and flow rates. Future work is also required to improve our macroscopic model of KIS tracer reactive transport (Tatomir et al. 2015, 2018), for further including the different transport patterns in the mobile and immobile zones observed at the pore-scale.
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Appendix A validation of the phase field method

Appendix A shows the validation of modeling two-phase flow with the phase field method, through a pressure gradient driven two-phase channel flow (Appendix A1), a deformed bubble retraction process driven by the surface tension (Appendix A2), as well as benchmark of the calculated deposited film thickness for a quick displacement process (Appendix A3).

A1 Viscous coupling co-current flow

The two-phase flow model is validated through simulating a channel co-current flow, where water phase flow along channel walls and oil phase flow in the centre as shown in Figure 14(a). The inlet boundary and the outlet boundary are constant pressure \( P_{in}=0.1\, \text{pa} \) and \( P_{out}=0 \). The channel wall is no-slip, and initially zero flow velocity in domain. Both phases occupy half width of the half-channel 0.1mm. The channel is long enough to reduce any boundary effects. Due to continuous flow of both phases, the effect of surface tension is small. This simulation mainly tests if the pressure and viscous forces are work well in the model by comparing to the one dimensional analytical solution of Navier-Stokes equation in channel with width \( l \) (Eq.(37), Eq.(38)) (Yiotis et al. 2007).

At \( 0.5l < x < l \)

\[
\frac{\nabla p}{2\mu_w} \left(l^2 - x^2 \right) \quad (37)
\]

At \( 0 < x < 0.5l \)

\[
\frac{3l^2 \cdot \nabla p}{8\mu_w} + \frac{\nabla p}{2\mu_n} \left( \frac{l^2}{4} - x^2 \right) \quad (38)
\]

After a transient period at beginning, the model reaches steady state and the velocity remains constant. Figure 14(b) plot the velocity profile along the channel width for viscosity ratio (oil to water) \( \beta=10 \) and \( \beta=0.1 \). Mixture of viscosity of both fluids at interface causes derivation when interface is thick, thus thinner interface provides more accurate modeling result, which needs to be supported by adequately fine mesh. The model result shows good consistency with analytical solution at \( Cn=0.005, h=0.5\varepsilon \).
A2 Bubble relaxation

Bubble relaxation is an experimental well-studied problem, which provides a good benchmark for the two-phase flow model. During retraction of an initially elliptic bubble towards the sphere in a quiescent matrix, the major and minor axis is measured for back calculation the surface tension between two fluids. Parameters used here are according to experiment by Guido and Villone (1999). The dispersed phase has density of 965 kg/m³ and viscosity μ_d=109 Pa•s and the continuous phase has density of 920 kg/m³ and viscosity μ_c=81 Pa•s. Viscous fluids are used in these experiments to avoid effect of inertia. Interfacial tension σ=2.58 mN/m. Radius of the bubble at rest R_0=55μm. Bubble is located at center of a square domain with side length 4R_0.

The deformation parameter D=(a-b)/(a+b), where, a and b are major axis and minor axis respectively. Time is scaled with capillary time t_c=μ_cR_0/σ. Two bubble retraction experiments is simulated with initial bubble deformation of D_0=0.22 and D_0=0.42 (Figure 15a). Figure 15(b) Plot the resulting data ln(D/D_0) verses the capillary time.

For sake of comparison, following Guido (1999), the original of the abscissa is taken corresponding to a value of D called D_0'' (D_0''=0.13 for D_0=0.22 and D_0''=0.1 for D_0=0.42). The results are further compared to the theoretical approach by (Rallison 1984) in limit of small deformations (Eq.(39)).

\[ D = D_0 \exp \left( -\frac{40(\beta + 1)}{(2\beta + 3) \cdot (19\beta + 16)} \cdot t_c \right) \] (39)

Where \( \beta \) is the viscosity contrast \( \beta=\mu_d/\mu_c \). When surface tension is fixed, the surface energy density depends on the interface thickness, which determined the retraction process. With interface thickness Cn=0.02 (mesh size h=0.4ε, mobility \( \chi=1 \)), the numerical results fit the experimental results, which all falls on the same master curve.

Figure 14 Validation with channel co-current two phase flow (a) Sketch of viscous coupling channel co-current flow. (b) Comparison of velocity profile along the channel width from the model and the analytical solution at \( \beta=10 \) and \( \beta=0.1 \).
that represented by Eq.(39). Derivations of numerical and experimental results from theoretical approach only observed when deformation of bubble is quite large (Guido and Villone 1999).

**Figure 15** Validation with bubble retraction process (a) Plot of simulated bubble at beginning with deformation of $D_0=0.22$ and $D_0=0.42$, and at the end that bubble at rest (b) Comparison of $\ln(D/D_0)$ from modeling results to experimental and theoretical results.

### A3 Deposited film thickness

For the two phase flow in porous media, the wetting phase may form thin films on the grain surface during a displacement process (Brusseau et al. 2009; Brusseau et al. 2010; McDonald et al. 2016b). To accurately capture these films, we consider a quick displacement process of ethanol ($\rho_{\text{ethanol}}=789\,\text{kg/m}^3$ and $\mu_{\text{ethanol}}=1.2\,\text{mPas}$) with air ($\rho_{\text{air}}=1\,\text{kg/m}^3$ and $\mu_{\text{air}}=18\,\mu\text{Pas}$) in a capillary tube according to the experiment demonstrated by Aussillous and Quéré (2000), for the model benchmark. The interfacial tension for ethanol/air $\sigma=0.02$ N/m. The tube is 0.8mm long with a radius of $R=0.05\,\text{mm}$, and both side boundaries are solid wall. The tube is initially filled with ethanol and air is injected from the left side with $U_{\text{in}}=0.4\,\text{m/s}$ at $t=0$. A sketch of the model setup is shown in Figure 16(a). Aussillous and Quéré (2000) proposed the thickness of the deposited film on the wall, which is given by the semi-empirical Taylor's law (Eq.(40)):
where $m$ is the film thickness, $Ca$ is the capillary number: $Ca = u \mu l / \sigma$, and $m=4.36\mu m$ is obtained from the formula. In the model, the mesh size near the wall boundary is refined to $h=1\mu m$ to better resolve the deposit film, and the mesh size in middle of the tube $h=2\mu m$. The results of the drained tube at $t=1ms$ are shown in Figure 16(b), and the film thickness is obtained as $4.42\mu m$, which has a relative error of $1.3\%$ compare to Taylor’s law.

Figure 16 Benchmark of simulated film thickness (a quick displacement process of ethanol with air in a capillary tube): (a) Sketch of the model setup (b) volume fraction of ethanol at $t=1ms$. The zoom-in frames show the deposited film thickness (solid black line is the center line of the diffuse interface $V_f=0.5$).
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