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Abstract—Automatic modulation recognition (AMR) is an important signal classification technology in cognitive radio. As AMR advances, an increasing number of artificial neural networks are being employed in the field to enhance its performance. In order to further improve its performance, a ConvTransNet model based on I/Q-language mutual learning and supervised learning is proposed in this work. First, a ConvTransNet model is introduced to handle modulation signals. The model consists of two branches: one is CNN, and the other is transformer. To facilitate information exchange between the two branches, an information interaction module is introduced, implemented with a bridge connection. To enhance the model's performance, a training algorithm called I/Q-language mutual learning and supervised learning is designed. This method utilizes mutual supervision between the output of one branch of the ConvTransNet model and the output of a language feature extraction model, while the other branch adopts supervised learning. Finally, through experimental comparisons with five other algorithms (CE-FuFormer, ConvLSTMAE, DAE, FEA-T, and MCLDNN), the effectiveness of the proposed method is validated.

Index Terms—Automatic modulation recognition, artificial neural network, ConTransNet, I/Q-language mutual learning.

I. INTRODUCTION

With the rapid development of integrated air, space, land, and sea networks, there is a growing shortage of spectrum resources. Moreover, the actual utilization rate of some allocated authorized spectrum is excessively low. Cognitive radio [1–7] is considered a viable solution to address this shortage, with automatic modulation recognition (AMR) being one of its crucial technologies. It identifies the type of received wireless signals, determines the signal category in the current spectrum, and consequently understands the current spectrum occupancy state.

Traditional AMR methods can be broadly categorized into two types: likelihood based (LB) [8–10] and feature based (FB) [11–14]. For LB methods, they often require explicit assumptions about the signal model, while obtaining accurate prior knowledge of signal models in real-world environments can be challenging. Due to the diversity and complexity of signals in the environment, achieving completely accurate signal models is often difficult. This limitation may restrict the practicality of LB methods, especially in complex and dynamic communication environments. For FB methods, the limitation lies primarily in the requirement for manual feature design, which may involve domain-specific knowledge and expertise, making it necessary to tailor features to different signals and application scenarios. This introduces subjectivity, potentially leading to lack of robustness in the face of diverse signals and rapidly changing communication environments. Moreover, the choice of specific features can impact the accuracy of modulation recognition, requiring different feature designs for different types of signals and noise, thereby increasing the complexity of applications. Thus, while LB and FB methods may excel in certain contexts, they can face practical challenges when dealing with complex, varied signals in the real world, necessitating consideration of other more robust approaches.

Artificial neural network (ANN) models, with their excellent feature extraction capabilities, have been widely applied in the field of AMR. In the domain of AMR, ANN models mainly consist of three types: convolutional NN (CNN) models [15–21], recurrent NN (RNN) models [22–27], and transformer models [28–33]. These ANN architectures play an important role in the accurate identification and classification of modulation schemes within wireless communication signals. The CNN models excel in capturing spatial relationships and patterns within signal data, while RNN models are adept at processing sequential dependencies over time. The innovative transformer models, originally designed for natural language processing tasks, have been successfully adapted to AMR, showcasing their effectiveness in capturing long-range dependencies and enhancing overall recognition performance. In the realm of research on AMR utilizing CNN, a CNN model was applied to modulation recognition in [15] and the input to this model consists of in-phase and quadrature (I/Q) signals. Experimental results
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demonstrate that, compared to traditional methods, CNN shows improved performance in terms of recognition accuracy. Subsequently, two variants of CNN were introduced in [16], namely ResNet and DenseNet. These variants were tested on the RadioML2016.10b dataset, demonstrating good recognition results. In order to capture multi-scale features, a CNN model employing a multi-scale module was proposed in [17], and experimental results proved the effectiveness of the model. Differing from [15–17], the spectrogram data was employed in [18] as the input and achieved satisfactory results. Additionally, the constellation data was utilized in [21] as the input and likewise achieved good performance. In the realm of research on AMR based on RNN, a CLDNN model [22] was designed to recognize modulated signals. This model contains a long short-term memory (LSTM) layer and three convolutional layers. Subsequently, an LSTM de-noising auto-encoder model was proposed in [23], taking amplitude and phase data as its input. This model learns the features of modulated signals by simultaneously training an auto-encoder and a classifier. In contrast, a gated recurrent unit (GRU) model was applied in [25] to learn I/Q features and received good recognition results. In [27], a dual-path structure was designed, including both parallel ResNeXt and GRU. For transformer-based AMR, a transformer model was introduced in [28], and experimental results demonstrated the feasibility of using the transformer model for recognizing modulated signals. Subsequently, the transformer model in [29] utilized convolutional layers to generate embeddings, followed by employing self-attention layers to capture the relationships between these embeddings. In contrast to previous single-scale embeddings, a transformer model utilizing cross-scale embedding layers was proposed in [32], where the cross-scale embedding layers were employed to capture features at different scales.

In order to improve the performance of the model for AMR, a ConvTransNet model based on I/Q-language mutual learning and supervised learning is proposed in this work. When the label of a signal is known, language can be used to describe the signal. For example, for a signal labeled as QAM16, it can be described as ‘This is a QAM16 signal’. Based on this, a method is proposed to learn signal features using natural language supervision. The contributions of this paper are as follows.

1. A ConvTransNet model is introduced, which adopts a dual-path structure comprising CNN and transformer. To integrate the local features extracted by CNN and the global features extracted by transformer, an information interaction module is introduced and integrated into the ConvTransNet model.

2. A method for I/Q-language mutual learning is proposed. The core of this method lies in utilizing I/Q features and language features simultaneously as supervisory signals, thereby encouraging the model to learn meaningful features. By promoting interaction between I/Q features and language features, the network can effectively comprehend information about modulated signals.

3. The proposed method is validated for its performance on three public datasets, RadioML2016.10a, RadioML2016.10b and RadioML2018.01A, demonstrating that the proposed method outperforms other ones on three datasets.

The remaining sections are arranged as follows: Section II provides a detailed description of the modulation recognition problem, Section III elaborates on the proposed method, Section IV conducts experiments with detailed discussions, and finally, conclusions are drawn in Section V.

II. SIGNAL MODEL

The process of modulation recognition is shown in Fig. 1. In a wireless communication system, the wireless signal reaching the receiver end can be represented as follows

\[ y(t) = x(t) * h(t) + n(t), \]

where \( x(t) \) is the transmitted signal, \( h(t) \) denotes the channel impulse response, and \( n(t) \) is additive white Gaussian noise with a mean of 0 and a variance of \( \sigma^2 \). At the receiver, the received signal undergoes amplification, down-conversion, and analog-to-digital conversion to obtain a discrete signal \( y_d(l) \), given by

\[ y_d(l) = \text{Re}[y_d(l)] + j \text{Im}[y_d(l)], l = 0, 1, \ldots, L-1, \]

where \( \text{Re}[y_d(l)] \) is the real part of \( y_d(l) \) and \( \text{Im}[y_d(l)] \) the imaginary part. The I/Q data is then extracted, and represented in matrix form as follows

\[ y_d = \begin{bmatrix} y_{d1}(0) & y_{d1}(1) & \cdots & y_{d1}(L-1) \\ y_{d0}(0) & y_{d0}(1) & \cdots & y_{d0}(L-1) \end{bmatrix}, \]

where \( y_{d1}(\cdot) = \text{Re}[y_d(\cdot)] \) and \( y_{d0}(\cdot) = \text{Im}[y_d(\cdot)] \). The purpose of modulation recognition is to determine the modulation scheme of \( y_d(l) \).

![Fig. 1. The flow of modulation recognition.](image)

III. PROPOSED METHOD

This section will introduce the overall process of the proposed method in Fig. 2, followed by a detailed description of the subparts, including the ConvTransNet model, the language model, as well as two supervised learning methods: the I/Q-language mutual learning method and the supervised learning method.

The ConvTransNet model consists of two branches, one
This is a QAM16 signal

This is a QAM64 signal

Fig. 2. The structure of the proposed method.

being the CNN architecture and the other being the transformer architecture. CNN is specifically employed to extract local features from I/Q signals, focusing on capturing details within local regions. Conversely, the transformer is adept at capturing global features, enabling a broader understanding of the entire input sequence. To ensure effective interaction between these complementary features, an information interaction module is introduced. The role of this module is to facilitate the fusion of local and global information, thereby enhancing the model’s overall performance. The structure of ConvTransNet model is shown in Fig. 3.

In the CNN branch, every two convolutional layers form a residual structure, while in the transformer branch, each self-attention module consists of a self-attention layer and a fully connected layer, and these two parts constitute a residual structure. The local features extracted by the residual structure of the CNN branch can be represented as follows

$$S_{local}^{m-1} = \text{Conv}_{3 \times 1} \left( \text{Conv}_{3 \times 1} \left( S_{local}^{m-2} \right) \right) + S_{local}^{m-2}$$

where \( \text{Conv}_{3 \times 1} \) represents a 3×1 convolutional kernel, and \( F_{local}^{m} \) is the output of the \( m \)th residual structure and \( S_{local}^{m-1} \) represents the input of the \( m \)th residual structure. The global features extracted by the residual structure of the transformer branch can be represented as

$$F_{global}^{m} = \text{FC} \left( \text{Attention} \left( S_{global}^{m-1} \right) \right) + S_{global}^{m-1}$$

where \( \text{Attention} \) is a self-attention layer, \( F_{2} \) is the input of the residual structure of the transformer branch, and \( \text{FC} \) denotes a fully connected layer. This information interaction module employs bridge connections, allowing features extracted by CNN to be passed to the transformer, while features extracted by the transformer can be passed back to CNN. The flow of information from transformer to CNN can be represented as follows

$$S_{local}^{m-1} = \text{Conv}_{1 \times 1} \left( F_{global}^{m-1} \right) + F_{local}^{m-1}$$

where \( \text{Conv}_{1 \times 1} \) is a 1×1 convolutional kernel. The flow of information from CNN to transformer can be represented by

$$S_{global}^{m-1} = \text{Conv}_{1 \times 1} \left( F_{local}^{m-1} \right) + F_{global}^{m-1}$$

where \( \text{Conv}_{1 \times 1} \) denotes a 1×1 convolutional layer. The process of feature extraction by the language model is illustrated in Fig. 4, consisting of two steps. Firstly, words in the text are mapped into a low-dimensional vector space to obtain embeddings for each word. Then, feature representation of the text is obtained through the output of the language model. The vocabulary is shown in Table I.

The key to the mutual learning method between I/Q signals and natural language lies in using them as mutual supervised signals. This method aims to leverage the interaction between I/Q signals and natural language, enabling the model to effectively learn features of modulated signals. Through this mutual supervision, it encourages the model to capture the underlying correlation between I/Q signals and natural language, thereby effectively understanding I/Q signals. Therefore, this method encourages the model to learn efficient feature representations. When the output of the language model serves as the supervised signal, this loss function of the ConvTransNet model can be expressed as:

$$\text{Loss}_{CT} = \frac{1}{N} \sum_{i=1}^{N} \left( F_{CT} - \text{detach}(F_{language}) \right)^2$$

where \( F_{CT} \) denotes the output of the CNN branch or the transformer branch, \( F_{language} \) is the output of the language model, and the use of \( \text{detach} \) indicates no gradient calculation. The loss function of the language model is given by:

$$\text{Loss}_{language} = \frac{1}{N} \sum_{i=1}^{N} \left( F_{language} - \text{detach}(F_{CT}) \right)^2$$
The loss function for I/Q-language mutual learning can be expressed as:

$$\text{Loss}_{\text{I/Q-language}} = \text{Loss}_{\text{CT}} + \text{Loss}_{\text{language}}.$$  \hspace{1cm} (10)

In supervised learning, the loss function used is the cross-entropy loss function, which measures the difference between model predictions and true labels, guiding the model training process.

### IV. Experimental Results and Analysis

To assess the performance of the proposed solution, experiments are conducted on three open-source datasets, RadioML2016.10a, RadioML2016.10b and RadioML2018.01A. Firstly, to validate the effectiveness of the proposed model structure, the proposed method is compared with CNN and transformer through experiments. Subsequently, to verify the role of I/Q-language mutual learning, experiments are conducted comparing the proposed with the ConvTransNet based on supervised learning. Then, to explore the robustness of the proposed method, confusion matrices are presented at different signal-to-noise ratios (SNRs). Finally, to validate its efficacy, comparisons are made with other modulation recognition solutions.

#### A. Experimental Dataset

The RadioML2016.10a dataset comprises 11 modulation types (16QAM, 64QAM, BPSK, QPSK, 8PSK, CPFSK, GFSK, 4PAM, AM-DSB, AM-SSB, and WBFM). Each type has 20 SNR conditions ranging from -18 dB to 20 dB, with a 2 dB interval. At each SNR level, there are 1000 samples for each modulation type. The RadioML2016.10b dataset also consists of 20 SNRs ranging from -18 dB to 20 dB with a 2 dB interval, but it lacks the AM-SSB type. Under each SNR level, there are 6000 samples for each modulation type. The RadioML2018.01A dataset comprises 24 types of modulated signals, namely OOK, 4ASK, 8ASK, BPSK, QPSK, 8PSK, 16PSK, 32PSK, 16ASK, 32ASK, 64ASK, 128ASK, 16QAM, 32QAM, 64QAM, 128QAM, 256QAM, AM-SSB-WC, AM-SSB-SC, AM-DSB-WC, AM-DSB-SC, FM, GMSK, and OQPSK. Each signal is evaluated across 26 different SNR levels ranging from -20 dB to 30 dB, with intervals of 2 dB. For each SNR level, each signal comprises 4096 samples. At each SNR level, we randomly select 50 samples from each signal type as the training set, and randomly choose 100 samples as the test set.
B. Experimental Platform and Settings of Hyper-parameters

The experimental software platform runs the Windows operating system, with Python programming language and PyTorch deep learning framework library. The hardware side includes an Intel i7-12700 CPU and a NVIDIA RTX 3080 GPU.

The hyper-parameters of the proposed method are shown in Table II. 3x1x16 represents a convolutional kernel size of 3x1 with 16 kernels. Meanwhile, 16/16/16 denotes three fully connected layers generating queries, keys, and values, each with 16 neurons. 11/10/24 indicates the number of categories in RadioML2016.10a, RadioML2016.10b, and RadioML2018.01A.

<table>
<thead>
<tr>
<th></th>
<th>CNN</th>
<th>Bridge Conn.</th>
<th>transformer</th>
</tr>
</thead>
<tbody>
<tr>
<td>3x1x16</td>
<td>3x1x16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3x1x16, stride=2</td>
<td>3x1x16, stride=2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3x1x16]</td>
<td>1x1x16 ← 16/16/16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3x1x16]</td>
<td>→ 1x1x16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3x1x16]</td>
<td>1x1x16 ← 16/16/16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3x1x16]</td>
<td>→ 1x1x16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3x1x16]</td>
<td>1x1x16 ← 16/16/16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3x1x16]</td>
<td>→ 1x1x16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/10/24</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C. Experiment

To investigate the influence of the number of layers on ConvTransNet, the recognition rates of the proposed method are compared with 2, 4, 6, and 8 layers, respectively. The results show that the recognition rates of the proposed method vary with different numbers of layers. As the number of layers increases, the recognition rate also increases. However, the rate of increase is initially faster and then slows down. For example, the recognition rate with 4 layers is 2.2% higher than that with 2 layers, while the recognition rate with 8 layers is only 0.1% higher than that with 6 layers. Among the selected numbers of layers, the recognition rate is highest with 8 layers. Therefore, 8 layers are chosen for further experiments.

Due to the presence of two branches in the proposed method, there are two ways to conduct both I/Q-language mutual learning and supervised learning. The first involves supervised learning on the CNN branch and I/Q-language mutual learning on the transformer branch, while the second involves supervised learning on the transformer branch and I/Q-language mutual learning on the CNN branch. To this end, the performance of models is compared by being trained using these two approaches, and the experimental results are shown in Table III. It can be seen that the performance of models trained using these two approaches is nearly identical. This could be because the information interaction module effectively interacts the features extracted from both branches.

**Fig. 5. Accuracy comparison with different number of layers.**

To assess the effectiveness of the proposed model structure, it is compared with CNN and transformer models. Experimental results in Fig. 6 demonstrate that the proposed model outperforms both CNN and transformer models in terms of the average recognition rate. Specifically, the proposed model shows a 2.5% improvement over the CNN model and a 2.7% improvement over the transformer model. These results indicate a clear advantage of the proposed model on the RadioML2016.10a dataset. The superiority of the proposed model over the CNN model may stem from its integration of both local and global features. Unlike the CNN model, the proposed model emphasizes the integration of global features, enabling a more comprehensive understanding of the signals. Additionally, compared to the transformer model, the proposed model enhances feature diversity by integrating local features into global features. In summary, the proposed model exhibits a better performance on the RadioML2016.10a dataset by effectively integrating local and global features. These results also validate the rational of the model design.

<table>
<thead>
<tr>
<th></th>
<th>-8 dB</th>
<th>-4 dB</th>
<th>0 dB</th>
<th>4 dB</th>
<th>8 dB</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>0.3526</td>
<td>0.6018</td>
<td>0.7682</td>
<td>0.8327</td>
<td>0.8382</td>
<td>0.557</td>
</tr>
<tr>
<td>2nd</td>
<td>0.3489</td>
<td>0.5997</td>
<td>0.7701</td>
<td>0.8352</td>
<td>0.8345</td>
<td>0.556</td>
</tr>
</tbody>
</table>

To demonstrate the effectiveness of I/Q-language mutual learning, a comparison is made between the proposed method and ConvTransNet using supervised learning, as shown in Table IV. It can be seen that the proposed method outperforms ConvTransNet using supervised learning in terms of
recognition performance. For example, at an 8 dB SNR, the recognition rate of the proposed method is 1.9% higher than that of ConvTransNet using supervised learning. The reason is, under the framework of supervised learning, I/Q-language mutual learning is integrated. I/Q-language mutual learning employs natural language to supervise I/Q signals. The combination of these two learning methods helps the model extract better features, thereby enhancing the model’s recognition performance.

**Fig. 6.** Accuracy comparison of the proposed method and two branches.

**Fig. 7.** Feature visualization on the RadioML2016.10a dataset: (a) -8 dB SNR, (b) 8 dB SNR.

![Feature Visualization](image)

**Fig. 8.** The confusion matrices of SPDMFE on the RadioML2016.10a dataset: (a) -8 dB SNR, (b) 8 dB SNR.

To visually demonstrate the differences in signal characteristics at different SNRs, the t-distributed stochastic neighbor embedding (t-SNE) algorithm is employed to perform dimensionality reduction on signal features. The results are shown in Fig. 7. In Fig. 7(a), the outcome at an SNR of -8 dB is depicted. It can be observed that almost all signals exhibit overlapping phenomena, without clearly forming distinct clusters, which may be attributed to the relatively low SNR. Fig. 7(b) shows the results at an SNR of 8 dB, where most signals form separate clusters, including 8PSK, AM-DSB, BPSK, CPFSK, GFSK, PAM4, and QPSK. However, the WBFM signal not only overlaps with the AM-DSB signal but also with the GFSK signal, possibly due to similarities between the WBFM and AM-DSB signal characteristics, as well as similarities with the GFSK signal characteristics. Additionally, there is an overlap between
QAM16 and QAM64, due to similarities in their signal features.
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**Fig. 9.** Recognition accuracy of different models: (a) training on the RadioML2016.10a dataset, (b) training on the RadioML2016.10b dataset, (c) training on the RadioML2018.01A dataset.
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**Fig. 10.** Recognition accuracy of different models: (a) training on the RadioML2016.10a dataset, (b) training on the RadioML2016.10b dataset, (c) training on the RadioML2018.01A dataset.

To investigate the model’s recognition performance under various SNRs, the confusion matrices are presented in Fig.
8(a) and 8(b). In Fig. 8(a), when the SNR is -8 dB, the model’s recognition accuracy for most signals is below 60%, such as 8PSK, AM-DSB, BPSK, CPFSK, GFSK, PAM4, QAM16, and QPSK. This could be attributed to the lower SNR affecting the model’s performance, resulting in inaccurate recognition of these signals. However, in Fig. 8(b), as the SNR increases to 8 dB, the recognition accuracy of most modulation schemes exceeds 80%, such as 8PSK, AM-DSB, AM-SSB, BPSK, CPFSK, GFSK, PAM4, and QPSK. However, under the same conditions, the recognition accuracy of QAM16, QAM64, and WBFM is relatively lower. Some QAM16 signals are incorrectly identified as QAM64 signals, and vice versa, as they both employ QAM modulation techniques, making it challenging for the model to distinguish between them. Additionally, some WBFM signals are misclassified as AM-DSB ones, while others are misclassified as GFSK signals. This could be due to the similarity between WBFM and AM-DSB or GFSK, making it difficult for the model to accurately differentiate them. These findings are crucial for understanding the model’s recognition capabilities under different SNRs.

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>ACCURACY RESULTS OF TWO LEARNING METHODS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 dB</td>
<td>0.7682</td>
</tr>
<tr>
<td>4 dB</td>
<td>0.8327</td>
</tr>
<tr>
<td>8 dB</td>
<td>0.8382</td>
</tr>
<tr>
<td>12 dB</td>
<td>0.8318</td>
</tr>
<tr>
<td>16 dB</td>
<td>0.83</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.557</td>
</tr>
</tbody>
</table>

To validate the performance of the proposed method, experimental comparisons are conducted with CE-FuFormer [32], ConvLSTMAE [35], DAE [23], FEA-T [33], and MCLDN [34]. The results based on the RadioML2016.10a dataset, as shown in Fig. 9(a), indicate that the proposed method outperforms the others in terms of recognition accuracy. For instance, compared to the DAE algorithm, our method achieves an average improvement of 2.7% in recognition rate; compared to the CE-FuFormer algorithm, it improves by 1.1%. The advantage of our method over FEA-T and DAE may stem from the introduction of an information interaction module, which facilitates effective interaction between global and local features. Compared to CE-FuFormer, ConvLSTMAE, and MCLDN, the advantage of our method lies in its simultaneous utilization of I/Q-language mutual learning and supervised learning during the training process. This joint training approach helps the model acquire better features, thereby enhancing its recognition capability. The experimental results in Fig. 9(b) and Fig. 9(c) are similar to those in Fig. 9(a), demonstrating that our method also outperforms others in recognition rates on the RadioML2016.10b and RadioML2018.01A datasets.

To further validate the performance of the proposed method, 10 samples are selected from each modulation scheme at each SNR to train the model. The experimental results are shown in Fig. 10, where it is evident that the proposed method results in a higher accuracy on both datasets than the other models. These comparative results demonstrate the effectiveness of the proposed method. In addition, the computational complexity of the proposed method is compared with others in terms of parameters, and floating point operations (FLOPs), and the results are listed in Table V, showing that the proposed method is the fastest with the least number of parameters.

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>COMPUTATIONAL COMPLEXITY OF DIFFERENT MODELS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>Parameters(M)</td>
</tr>
<tr>
<td>Our Method</td>
<td>0.014</td>
</tr>
<tr>
<td>CE-FuFormer</td>
<td>0.016</td>
</tr>
<tr>
<td>ConvLSTMAE</td>
<td>0.046</td>
</tr>
<tr>
<td>DAE</td>
<td>0.017</td>
</tr>
<tr>
<td>FEA-T</td>
<td>0.028</td>
</tr>
<tr>
<td>MCLDN</td>
<td>0.023</td>
</tr>
</tbody>
</table>

V. Conclusion

In this paper, a ConTransNet model based on I/Q-language mutual learning and supervised learning is proposed for AMR. The effectiveness of the ConTransNet model structure and the feasibility of both I/Q-language mutual learning and supervised learning are validated on the RadioML2016.10a dataset. Furthermore, it is demonstrated that the proposed method outperforms five other methods (CE-FuFormer, ConvLSTMAE, DAE, FEA-T, and MCLDN) on the RadioML2016.10a, RadioML2016.10b, and RadioML2018.01A datasets. Compared to CE-FuFormer, ConvLSTMAE, and MCLDN, the superiority of the proposed method lies in its utilization of both I/Q-language mutual learning and supervised learning for training the network, which enables it to learn better features and thus enhances the recognition performance of the network. Additionally, compared to FEA-T and DAE, the advantage of the proposed method lies in the incorporation of an information interaction module, facilitating the interaction between local features and global features. This feature interaction helps the model better understand I/Q signals and enhances the model’s performance.
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