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Abstract—Hyperdimensional Computing (HDC) is a bio-inspired learning paradigm, that models neural pattern activities using high-dimensional distributed representations. HDC leverages parallel and simple vector arithmetic operations to combine and compare different concepts, enabling cognitive and reasoning tasks. The computational efficiency and parallelism of this approach make it particularly suited for hardware implementations, especially as a lightweight, energy-efficient solution for performing learning tasks on resource-constrained edge devices.

The HDC pipeline, including encoding, training, and comparison stages, has been extensively explored with various approaches in the literature. However, while these techniques are mainly oriented to improve the model accuracy, their influence on hardware parameters remains largely unexplored. This work presents AeneasHDC, an automatic and open-source platform for the streamlined deployment of HDC models in both software and hardware for classification, regression and clustering tasks. AeneasHDC supports an extensive range of techniques commonly adopted in literature, automates the design of flexible hardware accelerators for HDC, and empowers users to easily assess the impact of different design choices on model accuracy, memory usage, execution time, power consumption, and area requirements.
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I. INTRODUCTION

Hyperdimensional Computing (HDC) or Vector Symbolic Architecture (VSA) is a brain-inspired learning approach that mimics the cognitive and reasoning processes of the human brain by employing high-dimensional distributed representations called hypervectors (HVs). HDC relies on the mathematical properties of high-dimensional spaces and leverages a well-defined set of simple vector arithmetic operations, to combine and compare HVs, enabling logical and reasoning tasks. In recent years, HDC has been applied across diverse domains, such as robotics [1], recommendation systems [2], healthcare [3]–[6], natural language processing [7], [8], DNA sequencing [9], and speech recognition [10], for modelling and solving classification [11], clustering [12], [13] and regression [14] problems. In these applications, HDC has demonstrated performance comparable to traditional Artificial Intelligence (AI) approaches while exhibiting several important additional properties, including computational efficiency, scalability, one-shot learning, resilience against noise and hardware faults, human-interpretable models, energy efficiency, and extreme parallelism [15]–[17]. These characteristics position HDC as an ideal choice for addressing cognitive tasks in resource-constrained contexts, such as IoT applications on the edge [15], [18] and align perfectly with the capabilities of Field-Programmable Gate Arrays (FPGAs), presenting significant opportunities for hardware acceleration [16].

In HDC, learning processes are more straightforward than in traditional AI, as they involve specific operations on HVs that are encoded from data and then combined, aggregated, and compared according to the specific problem. The literature offers various design choices that can be adopted to enhance model accuracy or reduce its complexity. These configurations encompass aspects of the high-dimensional space characteristics such as size, density, data type of the elements, and the adopted similarity measure, as well as the techniques used to quantize scalar values, encode feature vectors and options for clipping and retraining the model.

However, while the impact of these configurations on accuracy has been extensively studied, in the existing literature, there is a notable gap concerning how different choices impact power consumption, area occupation, and execution time when translated into hardware. As a result, hardware implementations frequently rely on ad-hoc decisions inspired by state-of-the-art approaches without a proper justification or consideration of the specific problem and the available resources, possibly resulting in heavy suboptimal solutions.

In this work, we present AeneasHDC, an automatic, open-source platform that enables easy and fast deployment of HDC models in software and hardware. The framework offers extensive customization options for the model, covers various learning tasks, such as classification, clustering, and regression and adapts to different hardware requirements, resulting suitable for both high-power and limited-resource systems. This is facilitated through a graphical user interface and a fully automated process that abstracts the complexity of custom hardware designs. In this way, AeneasHDC is the first automatic framework for HDC in the literature that allows users to explore and assess the impact of different design choices on accuracy and hardware parameters.
The rest of the work is organized as follows: Section II introduces the basics of HDC, describes the main design choices that can be adopted for customizing the models for learning tasks, reviews the previous works in the literature and highlights the need for a flexible automatic hardware generation environment. Section III presents the AeneasHDC platform, describing the entire automatic workflow in detail and discussing the supported flexibility in the software and hardware models. In Section IV, we validate the proposed environment conducting a series of tests varying the problem characteristics, the required task and the model configuration and we discuss the results in terms of performance and hardware requirements. Finally, Section V summarizes the main outcomes of the work.

II. Background and Related Works

In the intricate workings of the human brain, information is linked with patterns of neural activity distributed across an extensive network of neurons, which activations form the basis of our cognition and reasoning processes. HDC diverges from conventional AI approaches, which rely on scalar numbers, and mimics the brain’s behaviour using high-dimensional holargraphic representations, where the information is distributed across the elements.

The HV size \( D \) determines the number of independent elements that can be stored in the hyperspace, also called capacity, following an exponential relationship [17]. Often, \( D \) is set to a high value, such as thousands of dimensions (e.g., \( D = 10,000 \)), but in resource-constrained contexts, selecting the appropriate size is crucial, since it directly impacts computational complexity, memory usage, area and energy consumption.

The elements of the HVs can belong to various data types, including binary \( \{0,1\} \), bipolar \( \{-1,1\} \), ternary \( \{-1,0,1\} \), quantized, integers or real [18]. The wider the range of data, the better the model’s performance, but this improvement comes at the cost of increased complexity.

Another important parameter is the density. In a dense HV, all the elements have an equal distribution probability, while in a sparse model, the zero value predominates, with the occurrences of other values comparatively infrequent. In [19], the impact of different densities has been investigated on the model’s computational complexity and accuracy.

In an HDC problem, fundamental concepts, elements, or symbols are mapped to random HVs that, thanks to the mathematical properties of the hyperspace, result orthogonal and thus, non-similar. The HVs are then manipulated and combined using three vector operations, Bundling, Binding and Permutation, which form the core computational structure of HDC models. Bundling (\( \otimes \)) combines two HVs into a single one, which results similar to both inputs; it is associative and commutative. Binding (\( \otimes \)) associates two different concepts, resulting in a non-similar HV; this operation is associative, commutative, self-invertible, and can distribute over bundling. Permutation (\( \rho \)) reorders the elements of the HV, creating a dissimilar one; it’s invertible and can distribute over both binding and bundling. The specific implementation of these three operations depends on the characteristics of the hyperspace [20]. Lastly, a similarity measurement assesses the distance and angle between HVs in the high-dimensional space. Common methods for this include, but are not limited to, Hamming Distance (for binary HVs), Dot Product, and Cosine Similarity.

The rest of this Section is devoted to outline the basic theoretical concepts behind the learning tasks in HDC (classification, regression and clustering), both in the training and in the inference stages. Additionally, it provides insights into the primary design choices available for customizing the HDC model and analyzes previous related works in the literature, highlighting the urgent need for an automatic environment.

A. Encoding

The first fundamental step always performed in an HDC problem, both in training and in inference, is the encoding or mapping of the input data to HVs. Encoding can be implemented using different approaches that, in this Section, are explored and explained.

Consider a typical scenario, where the \( i^{th} \) input data is a feature vector comprising \( N \) features: \( F_i = [f_1, f_2, ..., f_N] \), with \( f_j \in \mathbb{R} \) for \( \forall j \in [1, N] \). To encode \( F_i \) into a target HV, \( H_i \), the value and the index (or ID) of each feature must be represented in the high-dimensional space and linked in a value-ID pair.

For the values, it is crucial to establish a mapping strategy that ensures close scalars in the original space are projected in similar HVs. This is done by discretizing the data range into \( q \) levels and assigning each of them to a distinct HV, denoted as \( LV \). In the existing literature, three distinct techniques are commonly employed to create the \( LV \)’s: Linear Mapping [21], Approximately Linear [19], and Thermometer [22], each possessing unique advantages and disadvantages.

For the indexes of features, instead, two main approaches are adopted in the literature. In the record-based encoding, each index \( i \) is associated with a randomly generated base-vector, denoted as \( BV_i \), that is stored in memory and binded with the corresponding \( LV_i \), as shown in Fig. 1(a) and (1).

\[
H_i = \sum_{i=1}^{N} (BV_i \otimes LV_i) \tag{1}
\]

Fig. 1: Visualization of encoding techniques for feature vectors: (a) Record-based (b) N-gram based
In the **N-gram-based encoding**, the feature positions are encoded through permutations, leveraging the inherent property of this operation to produce orthogonal HVs. Each ID is associated with a different fixed number of permutations, as shown in Fig. 1(b) and (2). This technique removes the need for \( N \) BV in memory but, as pointed out in [11], achieves lower accuracy in some classification problems, such as speech recognition.

\[
H_i = \sum_{i=1}^{N} \rho^i(LV_i) \tag{2}
\]

Clipping techniques can be applied to adjust the resulting HVs elements in different ranges, such as: binary, bipolar, tripolar, or quantized. For instance, for obtaining bipolar HVs, the majority rule is applied to each element, while for binary tripolar, or quantized. For instance, for obtaining bipolar HVs, elements in different ranges, such as: binary, bipolar, tripolar, or quantized. To improve the HDC model’s accuracy, after the initial training and inference steps, an iterative process of retrain can be performed. During this stage, the estimated \( CVs \) are calibrated using new data or by repeating the training for multiple iterations on the same dataset. Retraining is performed by removing \( Q_i \) from the mispredicted class \( CV_{\text{wrong}} \) and adding it to the correct one, \( C_{\text{correct}} \), as shown in (5). Notably, in the case of retraining, the clipping is only applied at the last step.

\[
\begin{cases} 
C_{\text{wrong}} &= C_{\text{wrong}} - Q_i \\
C_{\text{correct}} &= C_{\text{correct}} + Q_i 
\end{cases} \tag{5}
\]

A lack of control in the CV update can easily lead the model to slow convergence or divergence [11]. In [24], the widely known concept of learning rate in AI is extended to HDC, proposing two different adaptive training techniques: iteration-dependent and data-dependent. In the iteration-dependent approach, the learning rate linearly decays as a function of the error rate. In the data-dependent approach, the adopted learning rate depends on how far the data was misclassified.

### B. Classification in HDC

Classification is a supervised learning problem in which the model must predict categorical class labels of new input patterns based on past observations. Fig. 2(a) shows a general overview of the structure of an HDC classification model, including training, retraining and inference phases.

During training all the encoded \( H_i \) belonging to the same label are aggregated, as shown in (4), to build a representative prototype \( CV_j \) for each class \( j \).

\[
CV_j = \sum_{i \in \text{class}_j} (H_i) \tag{4}
\]

After training, inference is performed by encoding each input feature vector into a query HV \( (Q_i) \), and searching for the most similar \( CV \) in memory. It’s important to note that while the encoding step typically consumes the most time during the training phase, the inference stage often places a heavier computational load on the associative search, accounting for up to 83% of the total execution time [23].

### C. Regression in HDC

Regression, a core task in supervised learning, involves predicting the relationship between an input feature vector and its corresponding output \( y \). This process utilizes a loss function to quantify the error between the predicted value \( \hat{y} \) and the actual one \( y \) and update the model.

In the context of HDC, the regression procedure is detailed in Fig. 2(b), [14] and begins with initializing a Model HV \( (MV) \) to zero. Each dataset pattern \( i \) is first encoded in \( H_i \) using the techniques described in Section II-A, and then it is dot-multiplied with the \( MV \) to obtain the predicted value \( \hat{y}_i \). \( \hat{y}_i \) is compared with the actual value \( y_i \), to compute the error \( E_i = y_i - \hat{y}_i \) that it is used to updated the \( MV \) as shown in (6). A learning rate \( \alpha \) can be applied to modulate the update step. This process can be iterated over several epochs to adjust the \( MV \) towards minimizing the prediction error.

\[
MV = MV + \alpha(E \times H_i) \tag{6}
\]
D. Clustering in HDC

Clustering is an unsupervised learning task that involves organizing input patterns into $K$ distinct clusters based on their similarity. This process in HDC is straightforward and can be implemented as illustrated in Fig. 2(c), [12], [13].

Each cluster is represented by a Centroid HV ($KV$) that is stored in the Centroid memory and it is initialized with the HV of a pattern randomly chosen from the dataset. Patterns are encoded into HVs using the method detailed in Section II-A and, at each iteration, the model performs clustering by computing the similarity between $H_i$ and each $KV$, assigning the pattern to the closest one.

During training, a second Centroid memory is used. When the cluster $j$ is selected for the given input pattern, the corresponding $KV_j$ in the second memory is updated by adding $H_i$. After processing all the patterns in the training dataset, the first Centroid Memory is replaced with the updated one. This procedure can be repeated over several epochs.

E. Related Works

HDC has recently gained substantial attention for its ability to address and solve reasoning problems across different domains, offering robust, fast, low-power, and lightweight solutions [15]–[17]. HDC is particularly suitable for custom hardware designs on FPGAs and Application-Specific Integrated Circuits (ASICs) thanks to the extremely parallel nature of all the involved arithmetic operations. Many works in the literature have attempted to propose hardware solutions and optimizations to accelerate HDC tasks [13], [21], [25], [26].

However, finding the ideal solution for a specific application adopting a custom design approach can be complex and time-consuming. To alleviate this challenge, the authors in [27] introduced F5-HD, a comprehensive framework designed to automate the deployment of HDC accelerators on FPGAs. F5-HD empowers users to specify problem characteristics, including dataset details, target FPGA, power constraints, and desired trade-offs in accuracy. The framework then automatically configures the architecture by exploiting pre-defined processing elements.

Similarly, the work in [28] introduces HD2FPGA, an automated tool for generating HDC hardware accelerators connected to a host CPU. In addition to what is described for [27], this framework supports clustering problems, different HV sizes, and automatically calibrates hardware parallelism to match user-specific requirements.

However, some limitations persist within these automated models. Neither of these frameworks allows users to customize the details of the HDC model, as they adhere to fixed and predetermined design choices. The chosen encoding technique does not allow for the generation of accelerators that can work with temporal sequences or different input data, nor is it flexible enough to support a variety of applications. The hardware is consistently instantiated for training, inference, and retraining without the flexibility to synthesize only a specific block or explore the effect of hardware parallelism at different levels of the learning process.

On the algorithmic side, part of the design choices available for HDC models [17]–[19], [24] has been explored in [29] and [30]. The work in [29], presents HDTorch, a software library with CUDA extensions for testing the impact of different strategies on the model accuracy. In HwAwHDC [30], a framework based on Reinforcement Learning optimization is used to search for the optimal trade-off between accuracy, model size, execution time, memory usage, and energy consumption of HDC software models implemented on embedded devices.

Nonetheless, there is a noticeable gap in the literature. Existing works do not provide a straightforward method for systematically testing and exploring the influence of different model design choices on hardware implementations alongside their impact on accuracy. This paper tries to fill this gap by presenting a fully automated and extremely flexible environment for the deployment of HDC models in hardware.

III. AeneasHDC

This work presents AeneasHDC, an automatic, open-source platform for simple and fast deployment of HDC models in both software and hardware. The framework is extremely customizable, supporting a wide range of the most common techniques adopted in the literature for learning problems, enabling users to easily assess the impact of different design choices on model accuracy, memory usage, execution time, power consumption, and area requirements.

Fig. 3 illustrates the workflow of AeneasHDC. An intuitive Graphic User Interface (GUI) allows to specify the problem characteristics, including dataset details, the number of features and classes, the learning task, the desired programming
language, the target FPGA and a comprehensive set of configuration options for the model. An interactive mechanism lets the user decide how to distribute the workload between the software and the hardware implementations. The hardware design, in fact, is highly customizable as will be discussed in Section III-B and can be generated to accelerate the entire process (train, inference, retrain) or just certain stages. For example, users might choose to execute the training and retraining of the model in software and instantiate hardware only for inference, as is commonly done in embedded applications.

Given these input parameters, the system automatically generates all the configuration files required by the following entities and instantiates the model in software and hardware. From the software side, the model can be produced in Python, Matlab or C++, thanks to the versatile AeneasHDC library. The model is executed, and the results in terms of accuracy metrics are collected. Additionally, the data required for inference are extracted and passed to the hardware model.

The hardware architecture is generated using the Xilinx Vivit High-Level Synthesis (HLS) tool, and it is then synthesized, simulated and tested using Vivado 2023. Data on power consumption, execution time, and resource allocation is gathered from the design.

The report-generation module generates HTML summaries from software and hardware results, detailing model configuration, datasets, programming language, performance metrics, execution time, memory usage, power consumption, and resource utilization. These reports are stored locally and are easily accessible through a user-friendly GUI for reviewing and comparing different test runs.

The entire described process is engineered to be fully automated, abstracting complex or time-consuming tasks associated with coding models or designing custom hardware architectures. The GUI is an efficient singular point of control that enables users to manage the model at every stage.

AeneasHDC is completely open-source, with all its libraries and scripts available on GitHub [31]. We offer comprehensive documentation that explains basic usage, theoretical concepts behind parameter selections, and detailed insights into the code and library functions. This encourages community collaboration to enhance and evolve the framework over time. Additionally, our GitHub repository includes a suite of tests for assessing the effects of various parameters on hardware implementation in generic learning problems, facilitating practical application and continuous improvement.

A. Explorable Design Space

AeneasHDC provides a comprehensive range of configuration options for developing the HDC model, encompassing most techniques commonly found in the literature, as detailed in Section II. Table I lists all the currently supported features.

The hyperspace can be configured to support binary, bipolar, tripolar and integer HVs in any dimension and density. This allows to evaluate the impact of HV size and sparsity on computational complexity and model accuracy.

Three techniques are available for generating LevelVectors and representing scalar numbers: Linear, Approximately Linear and Thermometer. The Linear method offers the highest accuracy at the expense of high memory usage. Conversely, the Approximately Linear and Thermometer methods reduce memory needs and power consumption, respectively.

AeneasHDC offers robust support for both spatial and temporal sequence encoding. For spatial encoding, users can choose from two distinct techniques: record-based and n-gram-based, allowing customization to specific problem requirements. For temporal encoding, the framework provides the option to use custom window sizes or n-gram configurations, enhancing its suitability for a diverse range of challenges.

Clipping techniques can be optionally applied post-encoding, post-training, or at both stages. These include standard binary, bipolar, and ternary clipping, along with quantized formats optimized for hardware implementations. Of particular note is the power-of-two quantization, which allows multiplication and division operations required for encoding and cosine similarity to be replaced by simpler arithmetic shifts in hardware.

Our platform facilitates retraining, supporting multiple epochs and state-of-the-art learning rate strategies. It can be conducted on the same training dataset, as is common in literature, or on any tailored one.

Finally, the framework allows users to select from various similarity measures during the inference stage.

AeneasHDC currently supports clustering, regression and classification problems, but it can be easily extended to other applications modifying the open-source code.

B. Hardware Architecture

The AeneasHDC platform is designed to transition from software-defined models to practical hardware implementations seamlessly. All the configurations discussed in Section III-A can be implemented in hardware, on any target FPGA, empowering users to directly assess how different design choices impact hardware performance and efficiency.

The accelerators synthesized and implemented via AeneasHDC feature a standard AXI (Advanced eXtensible Interface) connection with the processor and the dedicated

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Explorable space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Problem</td>
<td>[Classification, Clustering, Regression]</td>
</tr>
<tr>
<td>HV Dimension</td>
<td>Any, ex: [200, 500, 1,000, 2,000, 10,000]</td>
</tr>
<tr>
<td>HV Data Type</td>
<td>[Binary, Bipolar, Tripolar, Integers]</td>
</tr>
<tr>
<td>HV Density</td>
<td>[Dense, Sparse]</td>
</tr>
<tr>
<td>HV Sparsity</td>
<td>Any, ex: [0.01, 0.02, 0.05, 0.1, 0.2]</td>
</tr>
<tr>
<td>Similarity Measure</td>
<td>[Hamming, Cosine, Dot Product]</td>
</tr>
<tr>
<td>Level HVs Mode</td>
<td>[Linear, Approx. Linear, Thermometer]</td>
</tr>
<tr>
<td>Number of Level HVs</td>
<td>Any, ex: [5, 10, 30, 50, ...]</td>
</tr>
<tr>
<td>Spatial Encoding Mode</td>
<td>[Record-based, N-gram based]</td>
</tr>
<tr>
<td>Temporal Encoding Mode</td>
<td>[Yes, No]</td>
</tr>
<tr>
<td>Temporal Encoding Window</td>
<td>Any, ex: [2, 3, 5]</td>
</tr>
<tr>
<td>Clipping Technique</td>
<td>[Binary, Ternary, PowerOfTwo, Quantized, Integer]</td>
</tr>
<tr>
<td>Retraining</td>
<td>[Yes, No]</td>
</tr>
<tr>
<td>Retrain Epochs</td>
<td>Any, ex: [5, 10, 20, 50]</td>
</tr>
<tr>
<td>Learning Rate Mode</td>
<td>[Data-dependent, Iteration Dependent]</td>
</tr>
</tbody>
</table>
memories that ensures straightforward integration and broad compatibility. In these designs, the encoding process follows a pipeline approach that enables simultaneous processing of various input elements at different stages, optimizing hardware resource utilization, operating frequency, and throughput. Additionally, our framework introduces two pivotal features that add significant flexibility to the hardware architectures, ensuring efficient solutions in diverse environments.

- **Selective Model Instantiation**: synthesis of specific operational stages in the HDC learning process. The architecture can be finely tuned for accelerating the training process on high-resource FPGAs or for performing only the inference on resource-constrained systems;
- **Hardware Parallelism**: partial processing mechanism to control the degree of hardware parallelism at different stages of the learning process, allowing trade-offs between processing speed, hardware requirements and power consumption. This control can be applied at three different levels, summarized in Table II.

1) **Element parallelism**: the FRAME parameter controls the number of HV elements processed in parallel. Fig. 4(a) demonstrates element parallelism applied to a record-based encoding technique: all the hardware is replicated FRAME times, and at each processing step, FRAME elements are processed in parallel, resulting in a total of $D/FRAME$ iteration for each HV;

2) **Feature Parallelism**: reconfigurable level of parallelism that enables concurrent processing of multiple features, in the range $[1, N]$. This approach is particularly effective for elaborating complex datasets with numerous features;

3) **Class Parallelism**: reconfigurable hardware parallelism for the similarity search depicted in Fig. 4(b). The user can decide to compare the encoded HV with each class sequentially or to enable parallel computation of $k \in [1, K]$ classes. This is instrumental in elaborating complex multi-class datasets and can be combined with the previous two levels.

### IV. Experiments

To validate the AeneasHDC platform and demonstrate its versatility in generating HDC models in software and hardware, we conducted a series of tests varying the problem characteristics, the required task and the model configuration. These tests have been designed to showcase the capability of the platform and its applicability in varied scenarios and do not represent the search for the optimal configuration of the model, which will be the subject of future research. In these experiments, the HDC models have been first trained and retrained over 50 iterations using the software model. Then, we deployed the hardware for the inference stage on the Zynq UltraScale+ ZCU102 board, using a target frequency of 100 MHz and a 64-element frame size. For each experiment, we evaluated the software and hardware accuracy, the area occupation, power consumption, and execution time.

Table III provides a detailed summary of the configuration chosen for the HDC model in each test, while Table IV shows the corresponding outcomes. For classification, we used two datasets. The first, *CARDIO* [32], consists of 3 classes and spatial sequences described by 21 features. For this test, we employed 512-dimensional binary dense HVs that have been encoded using the n-gram technique, linear levels, no class clipping, and cosine similarity. The obtained results confirm the capability of the platform, showing an accuracy of 88.78% for both the software and the hardware models generated by AeneasHDC. In terms of hardware requirements,
the synthesized architecture necessitated 12766 Lookup Tables (LUTs), 19744 Flip-Flops (FFs), and 80 Digital Signal Processors (DSPs). The power consumption was measured at 206 $mW$ for dynamic power, with a processing speed of 5542.92 classifications per second. Notably, the high hardware demand for this accelerator is attributed to the complex cosine similarity and the absence of clipping, requiring 17 bits for each element of the CVs. Clipping or quantizing the CVs would be a key strategy for minimizing the area requirements of the architecture. It should be noted that this test employed the n-gram encoding technique that eliminates the need to store BVs in memory but, as described in Section II is not universally effective and, when implemented in hardware with a partial element-parallellism, requires processing the first frame elements twice for correctly performing the right-cyclic rotation, leading to additional execution time.

TABLE IV: Performance Metrics of HDC Models

<table>
<thead>
<tr>
<th>Test-id</th>
<th>Dataset</th>
<th>Task</th>
<th>HV Dimension</th>
<th>Data Type</th>
<th>Encoding Technique</th>
<th>Temporal Encoding</th>
<th>LV Technique</th>
<th>#LVs</th>
<th>Data Clipping</th>
<th>Similarity Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td>CARDIO</td>
<td>Classification</td>
<td>512</td>
<td>Binary</td>
<td>N-gram</td>
<td>No</td>
<td>Linear</td>
<td>10</td>
<td>No</td>
<td>Cosine</td>
</tr>
<tr>
<td>Test 2</td>
<td>EMG</td>
<td>Classification</td>
<td>256</td>
<td>Binary</td>
<td>Record</td>
<td>Yes (n-gram=4)</td>
<td>Approx. 21</td>
<td>Binary</td>
<td>Hamming</td>
<td></td>
</tr>
<tr>
<td>Test 3</td>
<td>Hepta</td>
<td>Clustering</td>
<td>1024</td>
<td>Bipolar</td>
<td>Record</td>
<td>No</td>
<td>Thermometer</td>
<td>20</td>
<td>Quantized (6 bits)</td>
<td>Cosine</td>
</tr>
<tr>
<td>Test 4</td>
<td>Boston Housing</td>
<td>Regression</td>
<td>512</td>
<td>Bipolar</td>
<td>Record</td>
<td>No</td>
<td>Linear</td>
<td>20</td>
<td>No</td>
<td>Dot Product</td>
</tr>
</tbody>
</table>

The second dataset we examined for the classification task was EMG [33], a temporal encoding problem involving four features distributed across five classes. For this, we employed 256-dimensional binary dense HVs, and we used the record-based encoding in conjunction with the n-gram one to efficiently capture information about temporal windows of 4 elements. We also used approximately linear levels and applied binary clipping to the trained CVs, using the Hamming distance as the similarity measure. This configuration achieved 94.79% of accuracy, both for the software and the hardware models. The hardware architecture synthesized for this configuration is notably efficient, comprising 2996 LUTs, 6616 FFs, and no DSPs, and consuming only 6 $mW$ of dynamic power while producing 3219.22 classifications per second. This remarkable efficiency in hardware resources and power consumption, despite the model’s complexity, can be attributed to the binary clipping technique, a state-of-the-art solution for implementing HDC in resource-constrained systems.

For the clustering task, we employed the Hepta [34] dataset, which comprises 3 features and 7 clusters. The HDC model was set up with 1024-dimensional bipolar HVs, using Record-based encoding and the thermometer technique to generate levels. We applied quantized clipping with 6-bit precision to the trained ClassHVs and cosine similarity. This approach was chosen to balance hardware simplicity with effective performance. Remarkably, both the software and hardware models achieved a Normalized Mutual Information (NMI) score of 1.00, indicating perfect correlation. The hardware configuration required 14090 LUTs, 19536 FFs, and 90 DSP, while consuming 161 $mW$ of dynamic power. Similar to the first test, the use of complex cosine similarity led to substantial hardware overhead, but employing a quantized format significantly simplified the logic, reducing the bit requirement for each element of the CVs from eighteen to just six. Additionally, the small amount of features in this dataset allows for clustering 80042.68 samples per second.

Finally, for regression, we analyzed the Boston Housing dataset [35] comprising 12 features. The model was configured with a 512-dimensional binary HV, Record-based encoding and dot product. For this test, we used the basic regression procedure described in Section II, but AeneasHDC supports the multi-model technique described in [12] too. In this problem, both the software and hardware model achieved a Mean Squared Error (MSE) equal to 33.45. The synthesized accelerator required 4330 LUTS, 4800 FFs and zero DSPs, while consuming 30 $mW$ and estimating 5543 samples per second.

Overall, the conducted tests demonstrated that the AeneasHDC platform can generate flexible models for different HDC learning tasks and allow easy evaluation of the impact of different design choices on the hardware parameters.

V. CONCLUSIONS

In this paper, we introduced AeneasHDC, a comprehensive and open-source framework designed for the automated generation of HDC learning models in software and hardware. AeneasHDC represents a versatile solution that supports a broad spectrum of design choices available in the literature, enabling rapid and straightforward exploration of the impact of different configurations on accuracy, power consumption, memory requirements, hardware overhead and execution time.

The proposed framework integrates an intuitive GUI that streamlines the specification of problem parameters (dataset, number of input features, classes and target FPGA), the required task and the model configuration. The hardware accelerators generated by AeneasHDC can be reconfigured to support different operational stages and levels of parallelism, allowing trade-offs between execution time and hardware resource allocation.

We validated the environment by conducting a series of tests varying the problem characteristics and the model configuration. For each experiment, we evaluated the performance of the software and hardware models in terms of accuracy and hardware parameters, demonstrating the platform’s capability...
and efficiency to generate flexible models across different learning tasks.

This environment provides a straightforward method for exploring the influence of different design choices on hardware, representing a new milestone in automatic hardware generation for HDC models. In our next study, we will use the proposed platform to explore the impact of specific configurations on balancing accuracy and hardware efficiency and provide guidelines for optimizing the model setup across different datasets and application requirements.
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