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Abstract

Streamflow monitoring is very important for planning and management of water resources in watersheds, and their prediction accuracy is crucial for decision-making. The Niger River Basin is a transboundary resource, shared by nine West African Countries and Algeria, and a large portion of the population rely on the basin for rain-fed agriculture and hydropower. Over the years, the basin’s streamflow regime has been altered due to climate change, drought, desertification and establishment of Dams. This research describes a novel Deep Learning framework comprised of Bidirectional-Long Short-Term Memory (LSTM) requiring Antecedent Precipitation Index (API) and meteorological variables, preprocessed using Normal Quantile Transform (NQT) as input drivers and, compared with the Soil and Water Assessment Tool (SWAT+) for streamflow prediction. NQT-API-LSTM which considers catchment wetness and seasonality, was forced with reanalyzed climate (1979–2021) while, SWAT+ was driven with biophysical data and reanalyzed climate (2010–2020). The very high performance of both NQT-API-LSTM and SWAT+ models showed the models were reliable and can predict regulated flows with reasonable certainty. However, NQT-API-LSTM outperformed SWAT+ at Lokoja watershed and, realistically captured the influence of seasonal climate and regional groundwater dynamics from upstream catchments including the Sahara Desert on the Benue, Guinean, Sahelian and Sudan Flood. Overall, NQT-API-LSTM could be used successfully for watershed-scale streamflow prediction without the need for continuous ground support data, a benefit for sparsely gauged West African River Basins, while SWAT+ could be used as an alternative, particularly, to evaluate the watershed’s response to land use/land cover changes.
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Key Points:

• A climate-driven deep learning ensemble (NQT-API-LSTM) is proposed and compared to SWAT+ model for watershed-scale streamflow prediction
• NQT-API-LSTM outperformed SWAT+ and reproduced the streamflow patterns of the Benue, Guinean, Sahelian and Sudan Flood in Niger River Basin
• The basin is heavily influenced by seasonal climate and regional groundwater dynamics from upstream catchments including the Sahara Desert
Abstract

Streamflow monitoring is very important for planning and management of water resources in watersheds, and their prediction accuracy is crucial for decision-making. The Niger River Basin is a transboundary resource, shared by nine West African Countries and Algeria and, a large portion of the population rely on the basin for rain-fed agriculture and hydropower. Over the years, the basin’s streamflow regime has been altered due to climate change, drought, desertification and establishment of Dams. This research describes a novel Deep Learning framework comprised of Long Short-Term Memory (LSTM) requiring Antecedent Precipitation Index (API) and meteorological variables, preprocessed using Normal Quantile Transform (NQT) as input drivers and, compared with the Soil and Water Assessment Tool (SWAT+) for streamflow prediction. NQT-API-LSTM which considers catchment wetness and seasonality, was forced with reanalyzed climate (1979–2021) while, SWAT+ was driven with biophysical data and reanalyzed climate (2010–2020). The very high performance of both NQT-API-LSTM and SWAT+ models showed the models were reliable and can predict regulated flows with reasonable certainty. However, NQT-API-LSTM outperformed SWAT+ at Lokoja watershed and, realistically captured the influence of seasonal climate and regional groundwater dynamics from upstream catchments including the Sahara Desert on the Benue, Guinean, Sahelian and Sudan Flood. Overall, NQT-API-LSTM could be used successfully for watershed-scale streamflow prediction without the need for continuous ground support data, a benefit for sparsely gauged West African River Basins, while SWAT+ could be used as an alternative, particularly, to evaluate the watershed’s response to land use/land cover changes.

1 Introduction

Streamflow is a major component of the hydrological processes in the hydrologic cycle, and it is required for assessment of the distribution, pattern, characteristics and behaviour of river networks in a watershed. At watershed scale, streamflow serves a crucial role in quantitative and qualitative monitoring and, control of water resources (Danandeh, 2018). Streamflow data from watersheds are required for the effective management of water resources (Ni et al., 2020), irrigation timing and scheduling (Vogel et al., 2015), hydraulic engineering design of infrastructures such as dams and reservoirs (Amirhossien et al., 2015; Awchi, 2014), river behaviour analysis (Fryirs & Brierley, 2013) and flood frequency analysis (Jimoh, 2007). Accuracy in estimation of the timing and volume of streamflow serves as decision-support tools for policy makers and water resources managers in developing effective water resources management schemes such as commissioning hydropower dams, timing and allocation of surface water for irrigation schemes, inland waterways transportation, construction of bridges and curvets, flood control and drought monitoring.

Hydrological models are representations of the physical, chemical and biological characteristics of the drainage basin catchments and, are used for simulation of basin behavior and the natural hydrological processes (Duan et al., 2019). Generally, hydrological models simulate the interactions between the input variables (such as climate data and terrain attributes) and the system (such as the drainage basin catchments) to estimate an output (such as streamflow, water level, percolation, soil moisture contents and evapotranspiration). Hydrological models are employed in estimating low flows which are necessary in watershed management, and forecasting peak flows which are necessary for flood mitigation.
al., 2014). The main challenge in the implementation of hydrological models is the diverse parameters required for calibrating the model, in other to represent all hydrological processes in a drainage basin more accurately and reduce flood risk errors due to overestimating peak flows and, prevent water availability problems due to low flows underestimation (Jimeno-Sáez et al., 2018).

In recent times a number of hydrological models have been developed for simulating river discharges and associated hydrologic components, as well as assessing rainfall-runoff relationships and, the water balance in drainage basins (Makwana & Tiwari, 2017). Conceptual hydrological models utilize a number of mathematical formulations in describing the various processes of the hydrological cycle to simulate streamflow in a watershed (Noori & Kalin, 2016). The Soil and Water Assessment Tool (SWAT), is a sophisticated numerical model developed by Arnold et al. (1998) for simulation of the hydrological processes across several climatic and ecological regions. SWAT is a conceptual semi-distributed model that has gained increasing popularity within the last two decades for large scale regional hydrological simulation (Grusson et al., 2017). SWAT model have been employed in several studies to estimate the streamflow regimes in various watersheds by utilizing diverse spatial and temporal hydrometeorological and remote sensing data (Jimeno-Sáez et al., 2018).

SWAT model can assess and simulate streamflow including nutrients and sediments transport. SWAT model has been evaluated and validated in drainage basins within the United States of America and watersheds across the world for hydrologic modeling, pollutant loss, and climate change research (Arnold et al., 1998). SWAT model’s major components are: hydrology; land use; plant growth; reservoirs; soil; and weather (Arnold et al., 1998). In recent times in the United States of America, SWAT model is increasingly being adopted for evaluation of the efficacy of the conservation policy of the United States Department of Agriculture (USDA) (Mausbach & Dedrick, 2004), for simulation of the Total Maximum Daily Load (TMDL) in catchments (Borah et al., 2006), for evaluation of hydrological processes at the Upper Mississippi River Basin, the entire United States of America, and a number of other hydrological purposes (Arnold et al., 1998). SWAT model has been successfully utilized for modeling the nitrate-nitrogen loadings and water quality of the raccoon river watershed (Jha et al., 2007). Adeogun et al. (2018) successfully simulated sediment transport and yield, identified and prioritized areas susceptible to erosion at the Upper Area of Lake Kainji at the Lower Niger River Basin in Nigeria and proposed better sediments management plan using SWAT model. Demirel et al. (2009) reported improvement in daily streamflow simulation accuracy of in data-scarce regional watersheds using SWAT model.

Deep Learning (DL) methods are increasingly becoming accepted as an alternative to the conventional distributed hydrological models, in simulating complex hydrological processes and predicting streamflow and water level more accurately. DL is capable of resolving large and complex tasks such as image classification, nonlinear simulations, time series forecasting, object detection and pattern analysis by discovering the nonlinear relationships between input data and the outputs (Hussain et al., 2020). Deep Learning architectures are composed of Artificial Neural Networks (ANN), and are data-driven approaches with the capability of simulating complex system dynamics. In recent times, ANNs have been used successfully in research for modeling complex systems, due to its inherent characteristics such as: being a nonlinear; self-adaptive data-driven approach; that consist of universal functional approximators; with the capacity to generalize (Haykin, 1999; Zhang et al., 1998).
In the last few years, a number of typical ANN architectures and variants that provide versatile nonlinear solutions for environmental and water resource challenges have been developed, such as: Convolutional Neural Networks (CNN); Deep Neural Networks (DNN); Recurrent Neural Networks (RNN); Gated Recurrent Unit (GRU); Long Short-Term Memory (LSTM) and; Transformers. These Machine Learning (ML) and DL architectures have been employed to simulate and forecast streamflow in watersheds. For instance, Hussain, et al. (2020) utilized extreme learning machine (ELM) and CNN for predicting the daily, weekly and monthly streamflow for a single step in Gilgit River Basin, Pakistan. According to Hussain, et al. (2020), the performance metrics indicated that ELM outperformed CNN model with an \( R^2 \) score of 0.99 for daily streamflow forecasting between 1980 and 2008. Jimeno-Sáez et al. (2018) applied ANN and SWAT models to estimate discharge in Miño-Sil and Segura watersheds located in Peninsular Spain with differing climatic conditions. It was reported that ANNs and SWAT showed good performance in modeling the daily streamflow of both watersheds. However, SWAT displayed better skills in predicting low flows, while ANNs showed better skills in simulating peak flows in the two drainage basins (Jimeno-Sáez et al., 2018).

Also, Fu et al. (2020) forecasted streamflow in Kelantan River catchment at the northeast region of Malaysia Peninsula by utilizing LSTM model. When compared with DNN models, LSTM models showed better performance in forecast accuracy irrespective of the characteristic steady dry season flow, or highly variable monsoon flow. According to Fu et al. (2020), the LSTM model showed expert skills in streamflow estimation in Kelantan River. Van et al. (2020), used CNN, LSTM and traditional ML models to forecast daily discharge at Can Tho and Chau Doc sub-catchments of the Vietnamese Mekong Delta. The CNNs and LSTMs models showed excellent performance in predicting daily rainfall–runoff. However, the CNN model showed better accuracy for streamflow simulations at both stations. It was reported that there was no significant contribution from rainfall because the LSTM and CNN models only considered lagged flows at gauge station. And concluded that CNN and LSTM models had better performance than conventional methods and, can be adopted as alternatives in other to increase the accuracy in simulation of hydrological parameters, especially in regulated upstream flows.

ANN and SWAT were employed for forecasting daily streamflow in Pracana Basin and it was reported that ANN outperformed SWAT model in predicting high flows. SWAT hydrological model inefficiency in simulating high flows, despite having better mean squared error value, was attributed to the model formulation (Demirel et al., 2009). Furthermore, ANN, random forest (RF), Gaussian linear regression model (GLM), Gaussian generalised additive model (GAM), multivariate adaptive regression splines (MARSs) and 1D-CNN was used by Singh et al. (2023) for streamflow prediction in Sutlej River Basin and, concluded that RF outperformed other models in predicting streamflow. Ghorbani et al. (2016) employed support vector machine, multilayer perceptron (MLP) and radial basis function (RBF) for daily streamflow prediction whereas, Guo et al. (2011) used support vector machine and ANN for simulation of streamflow and concluded that support vector machine (SVM) showed better performance in predicting streamflow. Most recently, Xu et al. (2023) applied transfer learning (TL) Transformer (TL-Transformer), TL-LSTM, TL-MLP, Transformer, LSTM and MLP for flood modeling in data-sparse regions in the Yellow River, China.

Most physically-based hydrological models are computationally expensive and require large datasets of hydroclimatic and biophysical attributes for calibration and validation purposes (Jimeno-Sáez et al., 2018). Even the widely recognized SWAT hydrological model also requires large datasets comprising of land use, soil, terrain attributes, climate variables and management
or decision variables in representing the watersheds hydrological conditions, for estimation of its
CN (curve number) parameter. Hydrological modeling has remained a persistent challenge in the
field of operational hydrology, due to the need to minimize the subjectivity of arbitrarily selected
parameters to represent the physical conditions (Ali et al., 2010). However, these models are
constrained by the limitation of required data for the model’s parameter calibration, especially in
sparsely gauged and un-gauged watersheds where data might be missing or inadequate.

The Antecedent Precipitation Index (API), is commonly employed to estimate runoff
from storm events in watersheds where ground-support data is scarce or unavailable. It serves a
crucial role in the estimation of the response of runoff to rainfall, particularly in catchments
where runoff generation is heavily influenced by groundwater and adheres to the principles of
the ‘Variable Source Area’ concept (Hewlett & Hibbert, 1967). Considerable research attention
has been directed toward API (Descroix et al., 2002) which suggests subjectivity, in determining
the API for representing physical conditions (Ali et al., 2010). Antecedent precipitation refers to
the amount of prior rainfall, affecting the runoff yields of a specific storm event. API represents a
measure of soil moisture index or catchment wetness and frequently remains a parameter
determined subjectively and implemented arbitrarily in modeling runoff response to rainfall
(Heggen, 2001). Recent studies have explored the use of API for simulating runoff yields and
streamflow from storm events (Ali et al., 2010; Descroix et al., 2002; Ghosh et al, 2021). A
number of recent studies have reported improved river discharge and stage forecasting by
including API in the ANN model structure (Dawson & Abrahart, 2007). API, being a numerical
value derived from rainfall depth, can be compared to or used as a proxy for soil moisture. It is a
derived variable that can be incorporated into the modeling framework either as a conventional
‘input driver’ or as an expert ‘output hint’. According to Xia et al. (1997), API can improve the
effectiveness of nonlinear forecasting models, depending on their sophistication.

The last few years have seen an increased interest in process-based hydrological models
for streamflow simulation in large West African River Basins (Aich et al., 2015; Poméon et al.,
2018; Schuol et al., 2008). To the best of our knowledge, there are relatively few studies that has
looked specifically at climate-driven deep learning approaches for modeling hydrological
processes at watershed-scale. Thus, in this study, we proposed a novel NQT-API-LSTM
ensemble to be used alongside SWAT+ model for daily streamflow simulation in the Niger River
Basin, a large West African watershed with extremely heterogenous climatic conditions. A
comparison of the performance of NQT-API-LSTM and SWAT+ model was made at the
downstream gauging station at Lokoja. While, the efficiency of NQT-API-LSTM in simulating
the Guinean, Sahelian and Sudan Flood events has been assessed at the Sahelian (Niamey) and
Sudan (Jiderebode) sections of the basin.

2 Methodology

2.1 The Study Area

The study area is the Niger River Basin (NRB) spatially delimited to West Africa within
the boundaries of Benin, Burkina Faso, Cameroon, Chad, Côte d’Ivoire, Guinea, Mali, Niger and
Nigeria and, Algeria (North Africa) as shown in Figure 1. Geographically, it stretches between the
meridians of 11°35'16.99" West and 15°51'44.74" East, from Futa Jallon Highlands in Guinea to
Chad; and between the parallels of Latitudes 4°21'19.60” to 23°54'20.41" North of the equator,
from the Hoggar Mountains in Southern Algeria to the Gulf of Guinea. The headwaters of the
Niger River System originates in the Futa Jallon Highlands in Guinea, and flows north-eastward, and during the monsoon forms an extensive floodplain in Mali known as the Inland Delta (Inland dû Niger). On leaving the delta, the river meanders in Mali, eventually flowing southeast through Niger, Benin Republic to Nigeria, and converges with the Benue River at Lokoja and, its waters, including its sediments and other associated loads such as exotic species are discharged into the Niger Delta by extensions into the Atlantic Ocean (Lienou et al., 2010). There are 58 large dams and a total of 260 Dams and Reservoirs with a total volume of $4.2 \times 10^{10}$ m$^3$, providing various water resources schemes (irrigation, water supply and hydroelectricity) within the river basin which have significantly altered the streamflow regime (Lienou et al., 2010). The dams are irregularly distributed and, mostly concentrated in a few parts of NRB, like Burkina-Faso (where primarily small-sized dams are found) and Nigeria (where dams of all sizes, including large ones, exist). The capacity of existing dams ranges from $25 \times 10^3$ million m$^3$ at locations such as Camp de chasse in Tapoa, Niger to $1.6 \times 10^{10}$ m$^3$ (Kainji, Nigeria). NRB has a total land area of 2,240,738.61 km$^2$ and, its stream channel subsystem consists of eight (8) orders ranked from 1$^{st}$ Order to 8$^{th}$ Order with the main channel, the Niger River ranked as the 8$^{th}$ Order and its largest tributary channel, the Benue River ranked as the 7$^{th}$ Order of NRB. The Niger River, which stretches approximately 4,200 km, is Africa’s third longest river and, ranks as the second largest...
river in Africa in terms of discharge volume (Oguntunde et al., 2014; Okpara et al., 2013). NRB encompasses all major climatic regions of West Africa and, the regions are characterized based on their ecological zones and differing climatic characteristics. The five climatic regions are the Saharan, Sahelian, Sudan, Guinean, and Guineo-Congolian regions. The Saharan to mid Sahelian regions of the basin has the driest climatic regime, with average annual rainfall amounts less than 250 mm per year. While, the Guineo-Congolian region is the wettest with rainfall amounts between 2000 mm and 5000 mm. In terms of aridity, NRB encompasses all dryland climate subtypes (Hyper-arid, Arid, Semi-arid, Dry Subhumid zones) and non-dryland climate subtype (Humid zone). These climatic zones range from hyper-arid at the Saharan region in the Northern Niger Basin to humid at the Guineo-Congolian region in the Southern Niger Basin. The climate within NRB is influenced by the Intertropical Discontinuity (ITD) which by extension influences the hydrological processes of the river system (Thompson et al., 2017). NRB rainfall scheme is strongly seasonal and, determined by the Atlantic Monsoon oscillations from May to November. The magnitude of the Atlantic monsoon event varies greatly between the northern and southern NRB, but varies uniformly between the eastern and western parts of NRB (Lienou et al., 2010). The basin exhibits two distinct seasonal rainfall patterns: a unimodal wet season which occurs in northern NRB and; bimodal wet seasons in southern NRB with a short dry spell between the wet seasons. Three stream gauges were selected based on data availability and includes: Niamey gauging station located within the arid Sahelian region of the Middle NRB; Jiderebode gauging station located within the semi-arid Sudan region of the Lower NRB and; Lokoja gauging station located within the humid Guinean region of the Lower NRB.

The upstream area and major portions of the Upper Niger Basin is characterized by an ancient geologic landscape of metagneous rocks followed by metasedimentary crystalline rocks. These impermeable rocks limits groundwater occurrence, with small aquifer systems occurring in areas where these rocks are either fractured or are weathered. At the Upper NRB groundwater do not contribute to the Niger River due to extremely low groundwater recharge from the headwaters (Fontes et al., 1991). The landscapes of the western bank of Niger River at the Middle NRB are characterized by the Liptako-Gourma Massif granitic basement (Descroix et al., 2012), while the sedimentary basin of Iullemeden lies on the right bank of the Niger River, from the Northern Segou through Gondo depression of the Eastern Dogon region and the Inland Delta (Andersen et al., 2005). The Iullemeden, is a multi-layered aquifer system consisting of the Continental Terminal dated Eocene to Pliocene over lain by Quaternary and recent dune-like Holocene ergs or alluvium deposits with aquifer’s groundwater hydrologically connected to the Niger River. The Continental Terminal, is an unbroken aquifer of about 100 m thickness covering tens of thousands of square kilometers, composed mainly of silty sandstones, clays and sand, with high-quality water. It is the most significant aquifer in the basin, and borders the Niger River System at Goundam, Timbuktu, and Gourma Rharous in Mali, Hoggar in Algeria and, extending through Bourem in Gao region in Mali to Niamey, and Gaya in Niger. Its northern stretch includes the Azaouâd, Taoudenni, Azaouâk and Tilemsi sedimentary basins. The Continental Shale Band aquifer lies underneath the Eocene to Cretaceous layers of the Continental Terminal formations and borders the Niger River at the Northern axis of Benin and also within the arid regions of Mali and Niger. At the Lower NRB in Nigeria, the watercourse flows along the Continental Terminal whose eastern axis borders the basin at Jos Plateau in Nigeria and, continues along the Quaternary alluvial deposits on both the right and left banks of the river at Jebba, and extending through the Benue valley to Cameroon and Chad. The river then flows alongside artesian aquifers and Cretaceous deposits that continue to Onitsha. At Onitsha, Tertiary marine layer, then spans across the Cretaceous layer, which are
overlaid by saline Quaternary sediments from the coastal region of the Niger Delta. Outside this
sedimentary basin, crystalline basement complex rock materials dated Precambrian, a constituent
of the pan-African shield encloses NRB (Andersen et al., 2005; Persits et al., 1997).

The hydrological regime of NRB is heavily influenced by groundwater base flow, which
is affected by annual rainfall and soil permeability. During the dry season, most of the
contributions occur within the alluvial plains (Andersen et al., 2005). At Benin, the Iullemeden
discharges into the main channel and its tributaries, and continues along the watercourse
downstream. In Nigeria, the Rima and Sokoto rivers, ranked as 6th and 7th order respectively,
which are the main rivers which drains the Iullemeden (IAEA, 2017), flows into the Niger River,
just before Jiderebode gauging station. The Niger River Basin System is characterized by four
major flood events that occurs at various sections of the basin, based on the climatic type which
includes: the Benue; Guinean; Sahelian and; the Sudan Flood. The Benue Flood event is
observed at Lokoja confluence, which is mainly associated with the flood waters from the Benue
River, the largest tributary of the Niger River, whose source lies within the Adamawa Plateau in
Cameroon, as well as the regulated upstream flows from major Dams which include Jebba,
Lagdo, Kainji and Shiroro Dams. The Guinean Flood or “black flood” is the main flood from the
headwaters of the Niger River in Guinea. The Sudan Flood or “white flood” is the local flood
waters in Jiderebode sub-catchment, and the Sahelian Flood or “red flood” is the local flood
waters in Niamey sub-catchment.

2.2 SWAT+ Model

This study simulated streamflow at Lokoja sub-catchment of NRB using the updated
SWAT+ model version 2.2.0 (Bieger et al., 2017). The Soil and Water Assessment Tool (SWAT)
is a semi-distributed, hydrological process-based river basin model, and can be calibrated to run
on multiple temporal resolution (daily, monthly or yearly) depending on the time-scale of the
observation (Arnold et al., 2012). The major constituents of SWAT+ model are: weather,
hydrology, sedimentation, crop growth, pesticides, soil temperature and properties, nutrients, and
agricultural management. SWAT model considers the watershed's heterogeneity by subdividing it
into sub-basins derived from the land use/cover, drainage (river networks), soil properties and
terrain attributes (such as reservoirs and slope). These sub-basins are subsequently partitioned into
hydrologic response units (HRUs), representing distinct land areas characterized by distinctive
combinations of landscape, soil, land use/cover and slope.

SWAT+ estimates the components of the water balance by considering the influence of
climate forcing. The equation representing the water balance is expressed as:

\[ SW_t = SW_0 + \sum_{i=1}^{t} (R_i - Q_i - ET_i - Pe_i - QR_i) \]  (1)

Where \( SW_0 \) and \( SW_t \) represents the initial and final soil water content (mm); the index \( t \)
represents time (days); \( R_i, ET_i, Q_i, Pe_i \) and \( QR_i \) represents precipitation, evapotranspiration,
surface runoff, percolation and baseflow (all units in mm) (Arnold et al., 1998).

2.2.1 Input Datasets for SWAT+ Model

Hourly ERA5 reanalysis climate data for the period of 1979 to 2020 in 0.25° × 0.25°
grids of (approximately 25 km resolution), which includes temperature, precipitation, dew-point
temperature, solar radiation, u-wind and v-wind components, were obtained from the European
Centre for Medium-Range Weather Forecasts (ECMWF) (Muñoz, 2019) and also retrieved from
Microsoft Planetary Computer (MPC) data catalog using STAC (Spatio-Temporal Access Catalog) API (Application Programming interface). The geospatial datasets used in this study include: HydroSHEDS 3 arc-second resolution (approximately 90 m) hydrologically conditioned DEM (Lehner et al., 2008; Lehner, 2022), 2 km resolution Harmonized World Soil Database (HWSD) soil data obtained from the Food and Agricultural Organization (FAO, 2012), ESA WorldCover 10 m resolution land use/land cover 2020 v100 dataset, made available by the European Space Agency (ESA) (Zanaga et al., 2021) and retrieved from MPC data catalog using the STAC API. Streamflow data was obtained from the Nigerian Hydrological Services Agency (NiHSA) and the Global Runoff Data Centre (GRDC, 2024). Reservoir data was provided by HydroSHEDS HydroLAKES database version 1.0 (Lehner et al. 2016).

2.2.2 SWAT+ Model Data Preprocessing

In view of computational cost and memory efficiency, HydroSHEDS Hydrologically conditioned DEM was resampled from 90 m (3 arc-seconds) resolution to 282 m resolution. While the 10 m resolution ESA Land Use was resampled to 30 m. ERA5 hourly meteorological reanalysis data was resampled to daily time series. Relative humidity was derived from air temperature and dew-point temperature according to Sonntag90 method (Sonntag, 1990) and Wind intensity was derived from the zonal (v-wind) and meridional (u-wind) wind components before resampling to daily timeseries. A total of 2795 climate data grid points from the delineated Niger River Basin were used as station data for climate input in SWAT+ model. Data preprocessing was carried out on node clusters (virtual machine compute instances) linked together on the backend by Microsoft Azure Kubernetes Services and the frontend by Dask in Python programming environment. In addition Microsoft Planetary Computer was also used for Cloud Native data assimilation, data preprocessing and geospatial data analysis using the STAC (Spatio-Temporal Access Catalog) API (Application Programming interface).

2.2.3 SWAT+ Model Setup

SWAT+ model parametrization was performed using the QSWAT+ interface in QGIS software. The DEM was used to derive the stream network and delineate the basin and its sub-basin boundaries. The Soil map was overlaid on the delineated watershed and sub-watersheds to provide details about soil properties, including soil texture, hydraulic conductivity, and available water content. Next, the land use/cover map was overlaid on the sub-basins and three slope categories were defined (0 – 3 %; > 3 % – 6 % and; > 6 %). Dominant HRUs option was used to derive the Hydrological Response Units (HRU) and reservoirs were added. The properties of the reservoirs included in the SWAT+ model structure in this study is presented in Table 1. Finally, NRB was subdivided into 11 sub-watersheds and 182 HRUs. The potential evapotranspiration was determined using the Penman-Monteith method while, the curve number was calculated using the Muskingum method. The dominant land use/cover distribution for NRB were: barren (30.36 %), range grasses (28.10 %); agriculture (18.45 %); range-brush (14.76 %); forest (6.83 %); wetland (0.72 %); urban (0.72 %); wetlands water (0.27 %) and; wetlands forested or mangrove forest (0.00%). The hyper arid, arid and semi-arid climatic condition in the Upper Sahel and Saharan regions explains the dominance of barren areas in NRB.
Table 1: Properties of the Reservoirs within the Niger River Basin which are included in the SWAT+ model

<table>
<thead>
<tr>
<th>Name</th>
<th>River</th>
<th>Year</th>
<th>Long (°)</th>
<th>Lat (°)</th>
<th>Elevation (m)</th>
<th>Surface area (km(^2))</th>
<th>Storage volume (km(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kainji</td>
<td>Niger</td>
<td>1968</td>
<td>4.56</td>
<td>10.32</td>
<td>110</td>
<td>1034.85</td>
<td>15.00</td>
</tr>
<tr>
<td>Lagdo</td>
<td>Benue</td>
<td>1983</td>
<td>13.85</td>
<td>8.89</td>
<td>208</td>
<td>623.12</td>
<td>7.80</td>
</tr>
<tr>
<td>Shiroro</td>
<td>Kaduna</td>
<td>1984</td>
<td>6.90</td>
<td>9.98</td>
<td>335</td>
<td>271.12</td>
<td>7.00</td>
</tr>
<tr>
<td>Jebba</td>
<td>Niger</td>
<td>1984</td>
<td>4.68</td>
<td>9.36</td>
<td>89</td>
<td>274.76</td>
<td>3.60</td>
</tr>
<tr>
<td>Dadin Kowa</td>
<td>Gongola</td>
<td>1988</td>
<td>11.50</td>
<td>10.53</td>
<td>246</td>
<td>150.56</td>
<td>2.86</td>
</tr>
<tr>
<td>Selingue</td>
<td>Sankarani</td>
<td>1982</td>
<td>-8.22</td>
<td>11.46</td>
<td>336</td>
<td>335.77</td>
<td>2.17</td>
</tr>
<tr>
<td>Goronye</td>
<td>Rima</td>
<td>1983</td>
<td>5.95</td>
<td>13.54</td>
<td>286</td>
<td>107.48</td>
<td>0.98</td>
</tr>
<tr>
<td>Kiri</td>
<td>Gongola</td>
<td>1982</td>
<td>12.01</td>
<td>9.76</td>
<td>170</td>
<td>68.52</td>
<td>0.62</td>
</tr>
<tr>
<td>Markala</td>
<td>Niger</td>
<td>1947</td>
<td>-6.23</td>
<td>13.50</td>
<td>282</td>
<td>102.32</td>
<td>0.18</td>
</tr>
</tbody>
</table>

2.2.4 Sensitivity Analysis, Calibration and Validation

The hydrometeorological daily time series were split into three periods: warm-up; calibration and; validation. The period spanning from 2007 to 2009 was chosen as the warm-up phase and followed immediately by the calibration phase spanning from 2010 to 2007. While, the validation phase span from 2018 to 2020. Sobol method was used for the sensitivity analysis while, automatic calibration of the model’s sensitive parameters was done using the Latin hypercube algorithm in SWAT+ Toolbox v1.0.1. Sensitivity analysis involved identifying the parameters with the strongest influence on streamflow, by varying the model’s parameters, and estimating the model’s output changes in relation to its variations (Arnold et al., 2012). During the sensitivity analysis, 2200 iterations was carried-out to obtain the 1st order sensitivity for the basin. In conducting calibration, daily streamflow observations at Lokoja gauge station was used and, involved adjustment of the model’s parameters, in other for the daily simulations to correspond closely with observations. Automatic calibration was performed using two iterations of 1500 simulations with the sensitive parameters and, readjusting the parameters prior to the next simulation. The SWAT+ sensitive parameters for calibration and their final values considered in this study is shown in Table 2.

2.3 Antecedent Precipitation Index (API)

The antecedent precipitation index (API) is a hydrological model that accounts for amounts of previous rainfall occurrence prior to new storm events. It is a soil moisture index that is used in estimating runoff response to rainfall. API is derived from daily rainfall time series using the equation expressed as:

\[
API = \sum_{t=-1}^{-i} P_t k^{-t}
\]  

(2)

where \(P_t\) is the rainfall amount on the \(t\)th day prior to the occurrence of the rainfall event (storm),
Table 2. Parameters included in SWAT+ model calibration in Lokoja

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Sensitive Parameter</th>
<th>Rank</th>
<th>Range</th>
<th>Fitted Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>bd</td>
<td>Moist bulk density (g/cm³)</td>
<td>1</td>
<td>0.9 – 2.5</td>
<td>-6.74 %</td>
</tr>
<tr>
<td>awc</td>
<td>Available water capacity (mm H₂O/mm soil)</td>
<td>2</td>
<td>0.01 – 1</td>
<td>-7.98 %</td>
</tr>
<tr>
<td>cn2</td>
<td>SCS runoff curve number</td>
<td>3</td>
<td>35 – 95</td>
<td>4.24 %</td>
</tr>
<tr>
<td>alpha</td>
<td>Baseflow alpha factor (1/day)</td>
<td>4</td>
<td>0 – 1</td>
<td>-6.12 %</td>
</tr>
<tr>
<td>perco</td>
<td>Percolation Coefficient</td>
<td>5</td>
<td>0 – 1</td>
<td>2.31 %</td>
</tr>
<tr>
<td>revap_co</td>
<td>Groundwater “revap” coefficient</td>
<td>6</td>
<td>0.02 – 0.2</td>
<td>12.36 %</td>
</tr>
<tr>
<td>epcO</td>
<td>Plant uptake compensation factor</td>
<td>7</td>
<td>0 – 1</td>
<td>-6.44 %</td>
</tr>
<tr>
<td>esco</td>
<td>Soil evaporation compensation factor</td>
<td>8</td>
<td>0 – 1</td>
<td>2.25 %</td>
</tr>
<tr>
<td>chk</td>
<td>Hydraulic conductivity</td>
<td>9</td>
<td>-0.01 – 500</td>
<td>5.43 %</td>
</tr>
<tr>
<td>flo_min</td>
<td>Minimum aquifer storage to allow return flow (m)</td>
<td>10</td>
<td>0 – 50</td>
<td>2.58 %</td>
</tr>
</tbody>
</table>

and $k$ is a constant (Kohler & Linsley, 1951).

API for this study was calculated using the daily rainfall ($P$) data for a period of 43 years (1979 – 2021) with a constant ($k$) of 0.98 that was within the limits for $k$ (0.80 – 0.98) recommended by Viessman & Lewis (1996).

2.4 Data and Data Preprocessing Techniques

The choice of input variables has a significant influence on streamflow simulation and forecasting. According to systems theory, system variables can be categorized into three distinct categories: input; output and; state variables. State variables are representations of a measure of some intrinsic qualities of the system’s condition and, these variables usually exhibit spatial variations and changes over time. In a Drainage Basin Systems, state variables include; Discharge (streamflow), Stage (water level) and water quality parameters. Input variables are further divided into two groups: control variables and random variables. Control variables are often referred to as management or decision variables such as irrigation extraction rates, and reservoir or dam storage and release schedule. While random variables exhibit statistical randomness such as temperature and precipitation. The Output variables represent the future state(s) being predicted such as streamflow. In most machine learning applications for streamflow forecasting, state variables frequently serve as both input and output, with input and output datasets representing the state(s) lag time and lead time respectively. Existing research has focused on a combination of previous state(s), as univariate or multivariate inputs, to predict future state(s) as output (Van et al., 2020; Xu et al., 2023), but has failed to explore the significant influence of meteorological variables on the simulated flow. Thereby limiting the Deep Learning model’s ability to learn the causal relationship, behavior and pattern of the meteorological variables and their climatic drivers influencing the hydrological processes in the watershed. Thus, in this study, reanalysed meteorological variables such as rainfall and temperature and, API model outputs were utilized as input drivers in the LSTM model development.
Figure 2. Catchments, reservoirs and drainage network within the Niger River Basin extending to:
(a) Niamey gauge station; (b) Jiderebode gauge station and; (c) Lokoja gauge station

2.4.1 Feature Engineering

Hourly ERA5 reanalysis meteorological data spanning from 1979 to 2021 in 0.25° × 0.25° grids, was resampled to daily time series. The rainfall and temperature data required by the LSTM models was determined using the basin areal average. Since the gridded meteorological data was uniformly distributed, Arithmetic Areal Averaging method, which is based on equal contribution of all grid cells within the watershed was used to determine the basin areal average. In other for the model to accurately describe the spatial characteristics and pattern of the basin’s climate, the DEM was delineated into sub-basins using ArcGIS Pro software. And, HyBAS HydroBasins level 4 shapefiles (Lehner and Grill, 2013) were merged within the boundaries of the delineated basins in other to encourage reproducibility. Due to the enormously heterogeneous geomorphology and climatic conditions of the study area (NRB), a single mesoscale modeling framework was developed for each sub-watershed as shown in Figure 2. The Arithmetic Areal Averaging method was applied to the active sub-basins rainfall and temperature data, to generate the input variables (features) for the LSTM models. Features (input variables) for the LSTM models to estimate daily streamflow (target) was generated from the precipitation and temperature time series using time delay embedding such as lag observations and rolling window statistics operation. Firstly, API was calculated for the selected sub-catchments. Other input variables considered in the feature space were: daily mean temperature ($T_t$); daily rainfall ($P_t$); lag rainfall ($P_{t-n}$); lagged temperature ($T_{t-n}$), rolling total rainfall ($R_n$) and; rolling mean
temperature \(T_m\). LSTM model development is dependent on the spatial-temporal relationships between streamflow and climate dynamics. Similar to previous studies, the time delay embedding for the input variables (features) were determined using cross-correlation analysis to assess the temporal relationships between rainfall, temperature and streamflow (Amirhossien et al., 2015; Jimeno-Sáez et al., 2018).

2.4.2 Feature Selection

Feature space that comprises of large numbers of features (input variables) or highly correlated features, may lead to unacceptably high variance and reduction in prediction accuracy. Sparsity constraints can be applied on the feature space to prune uninformative covariates which do not influence the outputs. The Least Absolute Shrinkage and Selection Operator (LASSO) is a regression model introduced by Tibshirani (1996), which allows both continuous shrinkage and variable selection by utilizing an \(L1\)-norm sparsity constraint to enforce the coefficients of least important covariates to zero and retains only important features. The LASSO formulation is shown as follows:

\[
\sum_{i=1}^{n} (y_i - \sum_j x_{ij} \beta_j)^2 + \lambda \sum_{j=1}^{p} |\beta_j|
\]

where \(x_{ij}\) are the standardized features (input variables) and \(y_i\) are the response variables (targets) for \(i = 1, 2, \ldots, N\) and \(j = 1, 2, \ldots, p\). \(\beta_j\) represent the coefficient of the \(j\)-th feature. \(\lambda \sum_{j=1}^{p} |\beta_j|\) is the \(L1\) penalty, also known as the Lasso penalty, and it is controlled by the hyperparameter \(\lambda\), which adjusts the strength of the penalty term. In Lasso regression, the goal is to minimize the cost function by reducing the absolute values of the feature coefficients. As a feature’s coefficient increases, so does the cost function value.

In other to find the best tuning parameter \(\lambda\), according to procedures described by Tibshirani (1996). Features were standardized in other to be mean centered (mean = 0) with unit variance (standard deviation = 1), and split into training and test sets. Then 99 discrete \(\lambda\)-values that range from 0.1 to 9.9 with a step of 0.1 (\(\lambda_1 = 0.1, \lambda_2 = 0.2, \lambda_3 = 0.3, \ldots, \lambda_{99} = 9.9\)) and 5-fold cross-validation with a grid search was applied to the training set. Which, randomly splits all of the training set data up into 5 sets \((y_1, y_2, y_3, y_4\) and \(y_5\)), then LASSO minimization was applied 5 times, each time fitted on 4 sets \((y_1, y_2, y_3\) and \(y_4\) and tested on the hold-out set \((y_5)\) chosen randomly, to obtain the regression coefficients \(\beta_j\) for a specific \(\lambda\)-value (for example \(\lambda_1 = 0.1\)). The resulting coefficients, estimates the residuals values of the hold-out set \((y)\), and the MSE (mean square error) was computed for each hold-out set \((y_{i=1, \ldots, s})\), defined by:

\[
MSE = mean((y_i - \hat{y}_i)^2)
\]

where \(y_i\) represents the response variable and \(\hat{y}_i\) is the residual. Then, the average of the MSE for each \(y_{i=1, \ldots, s}\), was computed. The same procedure was repeated for the remaining 98 \(\lambda\)-values, generating a total number of 495 optimization iterations \((99 \times 5)\). After discovering the best performing tuning parameter, the absolute values of the LASSO coefficients for each predictor variables were obtained. Important features were selected \((\beta_i > 0)\) while, non-influential features \((\beta_i = 0)\) were dropped. Finally, the features selected for Jiderebode, Lokoja and Niamey watersheds are shown in Table 3.
Table 3: Feature (Input) Combinations for LSTM Models for Selected Sub-catchments of Niger River Basin

<table>
<thead>
<tr>
<th>Watershed</th>
<th>Input Combinations</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lokoja</td>
<td>API, P&lt;sub&gt;t&lt;/sub&gt;-44, R&lt;sub&gt;t&lt;/sub&gt;-128, T&lt;sub&gt;m&lt;/sub&gt;201</td>
<td>Q&lt;sub&gt;t&lt;/sub&gt;</td>
</tr>
<tr>
<td>Jiderebode</td>
<td>API, P&lt;sub&gt;t&lt;/sub&gt;-62, R&lt;sub&gt;t&lt;/sub&gt;-194, T&lt;sub&gt;t&lt;/sub&gt;, T&lt;sub&gt;t&lt;/sub&gt;-130, T&lt;sub&gt;m&lt;/sub&gt;230</td>
<td>Q&lt;sub&gt;t&lt;/sub&gt;</td>
</tr>
<tr>
<td>Niamey</td>
<td>API, P&lt;sub&gt;t&lt;/sub&gt;-119, R&lt;sub&gt;t&lt;/sub&gt;-210, T&lt;sub&gt;t&lt;/sub&gt;, T&lt;sub&gt;t&lt;/sub&gt;-152, T&lt;sub&gt;m&lt;/sub&gt;9</td>
<td>Q&lt;sub&gt;t&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

2.4.3 Normal Quantile Transformations of Features

Hydrological and meteorological variables such as streamflow and precipitation are often asymmetric, because these variables have positive values and range from 0 to ∞. There is also the problem of seasonal variations, serial dependence and non-stationarity of the exogenous variables of the time series. It is crucial to transform the distribution of hydrometeorological variables and force them to follow a symmetric distribution, in order to satisfy the essential assumption of normality, which represents a fundamental concept applicable to most statistical and machine learning models (Moran, 1970; Goovaerts, 1997; Murphy, 2022). The Normal Quantile Transform (NQT) has found extensive application in various hydrological and meteorological contexts to perform nonlinear transformations of the Cumulative Distribution Function (CDF) into the CDF of the Standard Normal Distribution (Moran, 1970; Bogner et al., 2012), with its probability density function expressed as:

\[
f_Y(y) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{1}{2}y^2}
\]

(5)

In this study, the quantile-to-quantile normal score transformation was applied on each feature independently to map the p-quantile of each feature data distribution to the p-quantile of the standard normal distribution according to procedures described by Deutsch & Journel (1998); Pyrcz & Deutsch (2018). Expressed as:

\[
y = F_Y^{-1}(F_Z(z)) \quad \forall z
\]

(6)

Where, \(z\) represents the feature with CDF \(F_Z(z)\), \(y\) is the normal score value with CDF \(F_Y(y)\) and \(F_Y^{-1}\) represents the Inverse CDF or quantile function of the output standard normal distribution.

The steps include: Firstly, the feature is split into training set, validation set and test set data; then the training set data is calibrated to generate the transformation parameters in order to prevent leakage of information; the CDF of each feature in the feature space is estimated and used to map the values of the observed variables to a uniform distribution; then, the associated inverse CDF or quantile function \(F_Y^{-1}\) is used to map the obtained values to the normal distribution and; extreme values or outliers of the validation set and test set data that fall below or above the fitted range of the training set data are mapped to the bounds of the output distribution. NQT is a robust data preprocessing technique that smooths out datasets with unusual distributions and is insensitive to outliers.
2.4.4 Features and Target Normalization

The streamflow (target) daily time series of the hydrometric gauge stations were checked for missing data and, the missing data were filled by linear interpolation expressed as:

\[
\hat{y} = y_1 + (x - x_i) \frac{(y_{i+1} - y_i)}{(x_{i+1} - x_i)}
\]  

where \(x_i\) and \(y_i\) represent the first coordinates, while \(x_{i+1}\) and \(y_{i+1}\) denote the second coordinates. \(x\) represents the point at which interpolation is performed, and \(\hat{y}\) corresponds to the interpolated value.

Most Deep Learning algorithms are not scale / shift invariant so it is important for the values of features and target to be within the same range. Transforming features and target to similar scale improves the performance of gradient descent, speeds up learning and leads to faster convergence of the neural networks. Scaling is performed in other to prevent features with large values from dominating over small ones. Features (input variables) and targets (streamflow) were standardized in other to be mean centered with unit standard deviation. The procedures include: Firstly, the mean (\(\bar{x}\)) and standard deviation (\(\sigma\)) of the features and target of the training set were computed, as expressed by equations 8 – 9:

\[
\bar{x} = \frac{1}{2} \sum_{i=1}^{N} x_i \quad (8)
\]

\[
\sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2} \quad (9)
\]

Then the training set, validation set and test set of both the features and target were scaled as expressed by the equation:

\[
x'_i = \frac{x_i - \bar{x}}{\sigma} \quad (10)
\]

where, \(\bar{x}\) and \(\sigma\) represents the mean and standard deviation of the variable \(x\), \(x_i\) represents the features and targets that are transformed (scaled) into \(x'_i\).

2.5 Long short-term memory (LSTM)

Since the introduction of RNNs by William and Zipser in the late 1980s, RNNs and their variants have received a lot of research attention in recent times. RNN can capture nonlinear short-term temporal dependencies, in RNN architecture input sequences are mapped to a sequence of hidden states, which maps to an output. The success of RNN is hindered by the problem of vanishing and exploding gradients (Hochreiter & Schmidhuber, 1997), which reduces the ability to capture non-stationary long-term temporal dependencies.

LSTM, displayed in Figure 3a, has the advantage over RNN to capture multiple non-stationary time dependencies and also long-term temporal dependencies due to the replacement of recurrent units in RNN with memory cells. LSTM cells consists of three gates: an input gate, a forget gate, and an output gate. These gates enable changes to be applied to a cell state vector and propagated iteratively in other to memorize and retrieve information over long time periods. The LSTM cell formulation are shown as follows:
Figure 3. (a) Architecture of a LSTM Unit; (b) Bidirectional LSTM Layer
\[ i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + b_i) \]
\[ f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + b_f) \]
\[ o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + b_o) \]
\[ g_t = \phi(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \]
\[ c_t = f_t \odot c_{t-1} + i_t \odot g_t \]
\[ h_t = o_t \odot \phi(c_t) \]

where \( i \) is the input gate, \( f \) is the forget gate and \( o \) is the output gate, \( c \) is the cell activation, \( g \) is the input modulation gate, \( h \) is the hidden vector; the term \( W \) and \( b \) represents the gate matrix and bias; while \( \phi \) represents a \( \text{tanh} \) function element-wise application and; \( \odot \) is the Hadamard product.

### 2.5.1 Bidirectional LSTM

Bidirectional LSTM networks, are cutting-edge neural network architectures, which integrate LSTM gating mechanisms with optimized cell state representations, which are propagated in both forward and reverse directions. Bidirectional LSTM, displayed in Figure 3b, takes into account dependencies in both time directions by including expected correlations in future time-steps and, as a result of reverse state propagation, anticipated future correlations can influence the current outputs of the network. Unlike RNN and unidirectional LSTM networks, bidirectional LSTMs have the capability to detect, store, extract and resolve with greater precision multidimensional temporal dependencies. This study utilized the Bidirectional LSTM capabilities in assessing the correlation between prior streamflow observations and future forecasts within the history window in resolving the current streamflow outputs.

### 2.5.2 LSTM Model Training

The Deep Learning (DL) method used for streamflow forecasting was Bidirectional LSTM. The models were trained in Python environment with TensorFlow v2 Deep Learning framework using NVIDIA Tesla K80, M60 and T4 GPUs (Graphics Processing Units). Catchment seasonality was explicitly represented in the Bidirectional-LSTM model formulation by transforming the feature matrix to tensors in the feature space, to provide a 90-day history window with 1-day horizon. The LSTM model architecture and hyperparameters considered for this study are presented in Tables 4 – 5. Input features and targets were split into three sets of data: training set; validation set and; test set. Inputs for Lokoja catchment were split into training set (2010 – 2017): validation set (2018 – 2020): test set (2021) while, Niamey catchment was split into training set (80 %): validation set (15 %): test set (5 %), and Jiderebode catchment was split into training set (80 %): validation set (10 %): test data (10 %). The LSTM models were trained with the training datasets while the validation datasets were used to generate the validation cost function (error function) for updating the weights of the neural networks during backpropagation and the test datasets was used to test model performance.
Table 4: LSTM Model Architecture

<table>
<thead>
<tr>
<th>Layer type</th>
<th>Input layer</th>
<th>Output layer</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM Bidirectional layer 1</td>
<td>90</td>
<td>300</td>
<td>186000</td>
</tr>
<tr>
<td>LSTM Bidirectional layer 2</td>
<td>300</td>
<td>100</td>
<td>140400</td>
</tr>
<tr>
<td>Dense layer 1</td>
<td>100</td>
<td>20</td>
<td>2020</td>
</tr>
<tr>
<td>Dropout</td>
<td>20 %</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Dense layer 2</td>
<td>20</td>
<td>1</td>
<td>21</td>
</tr>
</tbody>
</table>

Total Parameters: 328441

Table 5: LSTM Model Hyperparameters

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation interval</td>
<td>150</td>
</tr>
<tr>
<td>Activation function</td>
<td>Tanh</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Loss function</td>
<td>Mean Squared Error (MSE)</td>
</tr>
<tr>
<td>Epoch</td>
<td>100</td>
</tr>
<tr>
<td>Monitor</td>
<td>Validation loss</td>
</tr>
<tr>
<td>Regularization</td>
<td>Dropout, Early stopping</td>
</tr>
<tr>
<td>Patience</td>
<td>10</td>
</tr>
</tbody>
</table>

2.6 Hydrological Model Evaluation Criteria

The performance of the LSTM and SWAT models were evaluated using NSE (Nash-Sutcliffe Efficiency), KGE (Kling Gupta Efficiency), KGE’ (Adjusted Kling Gupta Efficiency), $R^2$ (Coefficient of Determination), RMSE (Root Mean Square Error) and PBIAS (percent of model bias).

KGE is expressed mathematically as:

$$KGE = 1 - \sqrt{(r - 1)^2 + \left(\frac{\sigma_s}{\sigma_o} - 1\right)^2 + \left(\frac{\mu_s}{\mu_o} - 1\right)^2}$$  \hspace{1cm} (12)

where $r$ represents the correlation coefficient between simulations and observations, $\sigma$ represents the standard deviation, $\mu$ denotes the mean, and the indices $s$ and $o$ correspond to the simulations and observation values, respectively. KGE ranges from $-\infty$ to 1 (Gupta et al., 2009).
The modified Kling Gupta Efficiency (KGE'), the second objective function for evaluation of the performance of the hydrological models is expressed mathematically as:

\[
KGE' = 1 - \sqrt{(r - 1)^2 + (\beta - 1)^2 + (\gamma - 1)^2}
\]

(13)

where \(KGE'\) represents the modified KGE-statistic, \(r\) represents the correlation coefficient between simulations and observations; \(\beta\) and \(\gamma\) are the bias ratio and variability ratio respectively; \(\mu\) represents the mean, \(CV_s\) represents the coefficient of variation, \(\sigma\) represent the standard deviation, and the indices \(s\) and \(o\) corresponds to the simulations and observations respectively. \(KGE'\) ranges from \(-\infty\) to 1 (Kling et al., 2012).

The Nash-Sutcliffe Efficiency (NSE) serves as the third objective function for assessing the performance of the hydrological models is expressed mathematically as:

\[
NSE = 1 - \left[ \frac{\sum_{i=1}^{n}(O_i - E_i)^2}{\sum_{i=1}^{n}(O_i - \bar{O})^2} \right]
\]

(14)

where \(O_i\) represents the \(i\)-th observation of the variable under evaluation, \(E_i\) corresponds to the \(i\)-th simulation of the same variable, \(\bar{O}\) denotes the mean of the observed variables, and \(n\) signifies the total number of observations. NSE ranges from \(-\infty\) to 1 (Nash & Sutcliffe, 1970).

PBIAS, the fourth objective function for assessing the performance of the hydrological models is expressed mathematically as:

\[
PBIAS = \frac{\sum_{i=1}^{n}(O_i - E_i)}{\sum_{i=1}^{n}(O_i)} \times 100
\]

(15)

where \(O_i\) and \(E_i\) represents the \(i\)-th observation and simulation data respectively, and \(n\) represents the total number of observations. PBIAS ranges from \(-\infty\) to \(\infty\) (Gupta et al., 1999).

\(R^2\) (Coefficient of Determination), the fifth objective function for evaluation of the degree of collinearity between observations and simulated estimates is expressed mathematically as:

\[
R^2 = \frac{[\sum_{i=1}^{n}(O_i - \bar{O}) \times (E_i - \bar{E})]^2}{[\sum_{i=1}^{n}(O_i - \bar{O})^2]^{0.5} \times [\sum_{i=1}^{n}(E_i - \bar{E})^2]^{0.5}}^2
\]

(16)

where \(O_i\) and \(E_i\) are the \(i\)-th observation and simulation data respectively, \(\bar{O}\) is the mean of the observation, \(\bar{E}\) represent the mean of the simulation and \(n\) represents the total number of observations. \(R^2\) ranges from 0 to 1.

RMSE (root-mean square error), the sixth objective function for evaluation of the closeness of the simulated to observed streamflow is expressed mathematically as:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(O_i - E_i)^2}{n}}
\]

(17)
where \( O_i \) and \( E_i \) are the \( i \)-th observation and simulation data respectively, and \( n \) represents the total number of observations. RMSE ranges from 0 (perfect fit) to \( \infty \) (no fit) depending on the relative range of the simulated to observed data.

Indicators of the best performing hydrological models are KGE, KGE', NSE and \( R^2 \) of 1 and, PBIAS and RMSE of 0. These coefficients are used for assessment of the goodness of fit of simulation and observed streamflow, and their performance rating is presented in Table 6.

**Table 6: Hydrological Model Metrics for Daily Time Series**

<table>
<thead>
<tr>
<th>Performance Rating</th>
<th>NSE</th>
<th>KGE</th>
<th>KGE'</th>
<th>PBIAS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very good</td>
<td>NSE ≥ 0.7</td>
<td>KGE ≥ 0.7</td>
<td>KGE ≥ 0.7</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>0.5 ≤ NSE &lt; 0.7</td>
<td>0.5 ≤ KGE &lt; 0.7</td>
<td>0.5 ≤ KGE &lt; 0.7</td>
<td>25 &lt;</td>
</tr>
<tr>
<td>Satisfactory</td>
<td>0.3 ≤ NSE &lt; 0.5</td>
<td>0.3 ≤ KGE &lt; 0.5</td>
<td>0.3 ≤ KGE &lt; 0.5</td>
<td>50 &lt;</td>
</tr>
<tr>
<td>Unsatisfactory</td>
<td>NSE &lt; 0.3</td>
<td>KGE &lt; 0.3</td>
<td>KGE &lt; 0.3</td>
<td></td>
</tr>
</tbody>
</table>

4 Results and Discussion

4.1 Results of Performances of NQT-API-LSTM and SWAT+ models

A comparison of the performances of SWAT+ and NQT-API-LSTM is shown in Table 7. SWAT+ model showed very high efficiency at Lokoja watershed, the NSE values for calibration was 0.71 and validation was 0.72, KGE values for calibration was 0.85 and validation was 0.81, KGE' values for calibration was 0.85 and validation was 0.83, PBIAS values for calibration was 4.23 and validation was 8.74. The high values of the various efficiency criteria showed that SWAT+ can be classified as a very good model and, suitable for accurately simulating daily streamflow in large regional basins such as the Niger River Basin with regulated flows due to presence of hydrological modifications such as Dams and Reservoirs.

NQT-API-LSTM models showed very high efficiency at Jiderebode, Lokoja and Niamey watersheds. At Lokoja sub-catchment the values of NSE for calibration/training was 0.94, validation was 0.93 and testing was 0.86, KGE for calibration/training was 0.96, validation was 0.85 and testing was 0.87, KGE' for calibration/training was 0.97, validation was 0.90 and testing was 0.90 and PBIAS for calibration/training was -1.75, validation was 10.01 and testing was -7.52. For Jiderebode watershed, the values of NSE for calibration/training was 0.81, validation was 0.91 and testing was 0.89, KGE for calibration/training was 0.85, validation was 0.93 and testing was 0.85, KGE' for calibration/training was 0.83, validation was 0.94 and testing was 0.90 and PBIAS for calibration/training was -11.81, validation was 2.76 and testing was 7.12. While, Niamey sub-catchment, the values of NSE for calibration/training was 0.64, validation was 0.82 and testing was 0.83, KGE for calibration/training was 0.73, validation was 0.90 and testing was 0.83, KGE' for calibration/training was 0.69, validation was 0.91 and testing was 0.87 and PBIAS for calibration/training was -23.56, validation was -2.12 and testing was 5.35.
Table 7: Streamflow Evaluation Metrics for LSTM and SWAT+ Model

<table>
<thead>
<tr>
<th>Streamflow</th>
<th>Model</th>
<th>Subbasin</th>
<th>NSE</th>
<th>KGE’</th>
<th>KGE</th>
<th>PBIAS (%)</th>
<th>R²</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration/Training</td>
<td>SWAT+</td>
<td>Lokoja</td>
<td>0.71</td>
<td>0.85</td>
<td>0.85</td>
<td>4.23</td>
<td>0.71</td>
<td>3242.91</td>
</tr>
<tr>
<td></td>
<td>Bi-LSTM</td>
<td>Lokoja</td>
<td>0.94</td>
<td>0.97</td>
<td>0.96</td>
<td>-1.75</td>
<td>0.94</td>
<td>1417.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Niamey</td>
<td>0.64</td>
<td>0.69</td>
<td>0.73</td>
<td>-23.56</td>
<td>0.64</td>
<td>374.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jiderebode</td>
<td>0.81</td>
<td>0.83</td>
<td>0.85</td>
<td>-11.81</td>
<td>0.81</td>
<td>352.32</td>
</tr>
<tr>
<td>Validation</td>
<td>SWAT+</td>
<td>Lokoja</td>
<td>0.72</td>
<td>0.83</td>
<td>0.81</td>
<td>8.74</td>
<td>0.72</td>
<td>3762.55</td>
</tr>
<tr>
<td></td>
<td>Bi-LSTM</td>
<td>Lokoja</td>
<td>0.93</td>
<td>0.90</td>
<td>0.85</td>
<td>10.01</td>
<td>0.93</td>
<td>1988.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Niamey</td>
<td>0.82</td>
<td>0.91</td>
<td>0.90</td>
<td>-2.12</td>
<td>0.82</td>
<td>261.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jiderebode</td>
<td>0.91</td>
<td>0.94</td>
<td>0.93</td>
<td>2.76</td>
<td>0.91</td>
<td>280.44</td>
</tr>
<tr>
<td>Testing</td>
<td>Bi-LSTM</td>
<td>Lokoja</td>
<td>0.86</td>
<td>0.90</td>
<td>0.87</td>
<td>-7.52</td>
<td>0.86</td>
<td>1994.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Niamey</td>
<td>0.83</td>
<td>0.87</td>
<td>0.83</td>
<td>5.35</td>
<td>0.83</td>
<td>319.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jiderebode</td>
<td>0.89</td>
<td>0.90</td>
<td>0.85</td>
<td>7.12</td>
<td>0.89</td>
<td>349.64</td>
</tr>
</tbody>
</table>

The high performance of NQT-API-LSTMs at all sub-catchments (Jiderebode, Lokoja, Niamey) also showed that NQT-API-LSTM can be classified as very good models for simulating and forecasting daily streamflow in large regional basins with heterogeneous climatic, topographic and geological conditions. Also, NQT-API-LSTM outperformed SWAT+ model and exhibited expert skills in predicting the influence of regulated upstream flows in downstream catchments of the basin, due to presence of dams and the hydrological settings of the Inland Delta.

The hydrographs of simulated and observed daily streamflow characteristics by SWAT model for the period 2010 to 2020 and NQT-API-LSTM models for the period 2010 to 2021 for Lokoja gauging station is shown in Figure 3 while, a subset of the simulated and observed daily streamflow characteristics for Jiderebode and Niamey gauging stations simulated by NQT-API-LSTM models for the period 2010 to 2019 is displayed in Figure 4. The daily simulated streamflow hydrograph at Lokoja station of NRB showed that SWAT model underestimated low flows, overestimated peak flows slightly, and observed peak flow lagged behind the simulated peak flow. NQT-API-LSTM was able to capture the underlying streamflow behaviour and pattern more accurately, and showed superior performance in estimating low flow but
Figure 4: Hydrograph of Simulated Streamflow at Lokoja gauging station for the period 2010 to 2020: (a) SWAT model; (b) NQT-API-LSTM.
underestimated peak flow slightly at Lokoja watershed. NQT-API-LSTM ensemble showed very high performance in simulating the streamflow pattern at Jiderebode sub-catchment, and showed very good skills in estimating low flow but underestimated peak flow. The NQT-API-LSTM model displayed expert skills in simulating the two flood events at Jiderebode station which include: the Guinean Flood (black flood) and; the Sudan Flood (white flood). The NQT-API-LSTM underestimated the white flood peak but showed better performance in simulating the black flood peak at Jiderebode sub-catchment. NQT-API-LSTM showed very good skills in simulating the streamflow pattern of the black flood and red flood events at Niamey sub-catchment, and also showed very good performance in estimating low flow. The NQT-API-LSTM underestimated the Sahelian peak (red flood) but showed better performance in simulating the Guinean peak (black flood) at Niamey sub-catchment.
4.2 Discussion

Generally, SWAT+ and NQT-API-LSTM models accurately reproduced the streamflow, with the SWAT+ model slightly overestimating peak flows. It has been reported that SWAT+ model’s peak-flow inefficiency may be attributed to model formulation (Jimeno-Sáez et al., 2018). However, NQT-API-LSTM ensemble estimations were more accurate and closely matched the observed streamflow, which was reflected in the lower RMSE in calibration/training, validation and test phases. The varying performance of NQT-API-LSTMs across the various gauging stations may be attributed to differences in surface and extremely heterogenous climatic conditions from the hyper-arid region of Sahara Desert at the Northern NRB to the humid region of the Guinean Niger Basin at Lokoja. The observed and simulated discharge (> 2000 m$^3$/s) during the dry season, provide additional evidence of a link between groundwater return flow and streamflow, and would suggest that “Variable Source Areas Concept” is applicable at Lokoja catchment, hence the success of NQT-API-LSTM ensemble. In addition, there was also influence of regulated flows from more than 260 Dams and Reservoirs within the upstream sections of the basin. However, due to data limitations and model complexity, management or decision variables (such as reservoir storage, release schedule, volume, principal and emergency spillway as well as irrigation extraction rates) were not included in NQT-API-LSTM model formulation.

A cursory glance at Figure 3 reveals a very good fit, and identical pattern of both simulated and observed streamflow in all phases of the hydrograph at Lokoja sub-catchment, which underscores the efficacy of NQT-API-LSTMs in learning the causal relationships of the climatic drivers influencing streamflow in the watershed. An additional reason for the better performance of NQT-API-LSTM model at Lokoja watershed may be attributed to the surface attributes and humid climatic condition. Discharge of rivers in humid regions are less sensitive to climate input due to higher runoff and lower infiltration rate. The results showed that NQT-API-LSTM can help reduce streamflow overestimation which was inherent in SWAT+ model, although it was slightly underestimated by NQT-API-LSTM. Machine learning models tends to predict values closer to the mean of the distribution better than values at the extremes (high and lows). A possible reason for this discrepancy might be that peaks with high values are scarce, when compared with values of average peaks in the training data sets, and the LSTM model assigns relatively more importance to the average values rather than the high values extremes.

These findings suggest a need for extreme caution in applying NQT-API-LSTMs for extrapolating beyond the bounds of the historically observed training data range, especially in anomaly detection and studies on extreme flood events. Results obtained by Jimeno-Sáez et al. (2018); Minns & Hall (1996) are consistent with our findings. The rolling total rainfall ($R_n$) and API, a proxy for catchment wetness, accounts for infiltration and groundwater dynamics at watershed-scale. Considering the remarkably strong regional heterogeneity in rainfall distribution, temperature dynamics, aridity and surface properties across the structure of the basin. NQT-API-LSTM ensemble outshined with its simplified ability to approximate the streamflow at the arid (Niamey), semi-arid (Jiderebode) and humid (Lokoja) environments.

Though, input data acquisition (such as meteorological variables) and, preprocessing is comparatively easier for NQT-API-LSTMs, the limitations of both NQT-API-LSTMs and SWAT+ for basin-scale modeling framework are increasingly apparent. The study basin is very large and sparsely gauged, which significantly increases the difficulty in acquiring the necessary meteorological and topography data to parameterize a physically-based model. In addition, the setup and calibration for SWAT+ model is computationally more expensive and takes
considerably more time than NQT-API-LSTM. Conversely, obtaining a consistent timeseries of in-situ meteorological and hydrological data to calibrate a data-driven model is very challenging in West Africa. Since, the study area is a large regional basin, watershed delineation, data preprocessing and spatial averaging of meteorological variables incurs additional computational cost. NQT-API-LSTM function as black-box models, and they do not provide information on the water balance and its constituent components. However, relying solely on precipitation and temperature as input variables for the models, represents a constraint in the case of NQT-API-LSTM ensemble because the interaction between rainfall and runoff is influenced by various biophysical parameters. Which confers an advantage to SWAT+ when exploring a number of scenarios concerning the basin’s response to land use and land management. The general picture emerging from the results of this study is that both SWAT+ and NQT-API-LSTM models are suitable for simulating streamflow in large basins. However, it is recommended to use NQT-API-LSTM for studies on extreme hydrologic events (such as floods), hydrological management (low-flow events) and developing scenarios for climate change impact on the hydrological processes. While, SWAT+ model is advisable for assessing the hydrological response of the watershed to land use/land cover (LULC) changes.

NQT-API-LSTM was able to capture the Guinean and Sahelian flood events at Niamey station however, the Guinean Flood was more accurately reproduced than the Sahelian Flood. These findings are less surprising if we consider the strong influence of the headwaters of the Niger River from the humid Guineo-Congolian region in Guinea, associated with higher runoff and lower infiltration rate on one hand and, the hydrological settings within the vast wetlands of the Inland Delta, leading to delay in arrival of the black flood at Niamey. This can be explained by the 90-day history window, which enabled NQT-API-LSTM to effectively understand the seasonal correlation between historical and future streamflow patterns while, considering the 3-month streamflow delay due to groundwater recharge in the aquifer system of the Inland Delta. The results confirm the findings of Aich et al. (2014), which posits that the hydrological conditions in the upstream region of the Sahelian NRB significantly influence the Guinean Flood. However, the Sahelian flooding has a shorter duration with inconsistent Peak flow that is not easily identified in some years thus, making it difficult for NQT-API-LSTM to learn its distribution and, therefore assign relatively more importance to the Guinean flood. An additional reason for lower accuracy in predicting the Sahelian flooding may be attributed to increased complexity in modeling the hydrological responses of arid and semi-arid regions, which are more sensitive to climate inputs, due to high infiltration and evapotranspiration rates and also limited and / or irregular precipitation. There are also uncertainties in the meteorological reanalysis whose deficiency could most easily reflect on the model’s performance in arid and semi-arid regions.

NQT-API-LSTM was also able to capture both the Guinean and Sudan Flood events at Jiderebode station, but reproduced the Sudan Flood (white flood) more accurately than the Guinean Flood (black flood). A possible reason for this discrepancy might be that the delayed arrival of the black flood at Jiderebode in the dry season due to hydrometeorological dynamics at the Inland Delta and the upstream Sahelian basin constituted additional difficulty for the model. It might seem counterintuitive that NQT-API-LSTM ensemble reproduced the white flood more accurately than the black flood at Jiderebode station, but considering the fact that the white flood occurs during the wet season due to surface runoff and groundwater dynamics. NQT-API-LSTM was able to capture the influence of seasonal climate, catchment seasonality and wetness on monsoon streamflow. In Seasonal climates, increased rainfall during the wet season, followed by
recharge and increased groundwater storage, results to elevated increase in the regional water table, which is seasonally dynamic and may vary in relation to rainfall variation and its climatic drivers (Davie & Quinn, 2019). An interesting side finding was that precipitation within the Saharan region was indirectly influencing the downstream flow at the Sudan region through the Continental Terminal of the Iullemeden. Since, the data preprocessing was applied to the entire upstream catchment from the Saharan to the Sudan regions of the basin. NQT-API-LSTM was able to learn the synergistic contributions of all climatic regions to streamflow. Overall, results of this study provide support for the validity of NQT-API-LSTM approach for simulating and forecasting streamflow in large watersheds due to its simplified model formulation requiring only meteorological variables and minimal computational resources, with the possibilities of exploring other hydrological processes including water quality and water levels, as reported in some studies (Chen et al., 2022; Cho et al., 2023; Pyo et al., 2023; Vizi et al., 2023).

5 Conclusions

In this study, we proposed a novel framework; a climate data-driven NQT-API-LSTM ensemble, and compared the performance with SWAT+, a quasi-physically based model, for daily streamflow forecasting. To validate their competency, they were applied in NRB, the largest transboundary river basin in West Africa, consisting of hyper-arid, arid, semi-arid, dry-subhumid and humid climatic conditions. The combination of API and LSTM for multivariate time series forecasting leverage on the synergy of API and deep learning techniques in surface water modeling. This approach exploits LSTMs sophisticated capability to capture complex temporal and seasonal dependencies while taking into consideration the inherent strengths of API in estimating catchment wetness, particularly in NRB where streamflow is strongly influenced by soil water or groundwater. The rolling total rainfall (Rn) also accounted for catchment wetness while, LASSO was used for selection of input variables which was transformed to a Gaussian distribution using NQT. The SWAT+ model was calibrated with daily streamflow observations using the Latin hypercube algorithm. The results indicated that NQT-API-LSTM ensemble showed better performance in simulating streamflow at Lokoja watershed and was able to reproduce the influence of rainfall and temperature variations and its climatic drivers adequately. While LSTM approach was superior to SWAT+ methods as shown in this study, SWAT+ can be used as an alternative hydrological model, especially to assess the basin’s response to land use/land cover changes. In light of the very good performance of NQT-API-LSTM, few conclusions can be drawn from the results of this study: Streamflow at the Middle and Lower Niger River Basin is heavily influenced by climate and regional groundwater dynamics at the upstream sections of the basin; the Saharan section of the basin is hydrologically active and its rainfall and temperature variations influences the seasonal dynamics of the regional groundwater table; the Black Flood was more accurately reproduced than the Red Flood at Niamey; the White Flood was simulated with greater precision than the Black Flood at Jiderebode; the model was able to predict regulated flows accurately in downstream catchments and; NQT-API-LSTM is suitable for studies on extreme events (such as floods), hydrological management (low flow events e.g. hydropower generation) and climate change impact on hydrological processes. The major advantages of the NQT-API-LSTMs are its ability to learn the basin’s response to climate change and variability remotely, without the need for spatially-explicit biophysical characteristics of the watershed. In this study, only precipitation and temperature inputs were considered. Therefore, the current study could be improved by including additional input...
variables that influences streamflow and, exploring the neural search space to discover more sophisticated deep learning architectures and hyperparameters.
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