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1 Introduction

Transformers were first proposed to address natural language processing problems, such as machine translation [39], language inference [33], question answering [47], etc. Recently, transformers have also been introduced to solve computer vision tasks and have shown remarkable improvements compared to conventional convolutional neural networks (CNNs) due to their global receptive fields [14]. The core technique for capturing global information of transformers is the self-attention (SA) mechanism which is able to obtain the relationship between any two tokens. However, the quadratic complexity of the vanilla self-attention mechanism becomes a major bottleneck in training some large transformer models [44] especially for vision tasks which usually have a long sequence length generated by the tokenization of an image [24].

Linear approximations based on the kernel mechanism have been proposed to reduce the complexity of softmax normalization in the vanilla self-attention
mechanism [7,18,24,27]. Some works have shown that the attention weight matrix is approximately low-rank [37,42]. Hence, low-rank matrix decomposition methods, such as the CUR decomposition [14,24,44], are introduced to decompose the softmax operation for a large matrix into several softmax operations for small matrices to achieve almost linear complexity. Furthermore, due to the low-rank property of the attention weight matrix, some sparse self-attention methods have been proposed [2,5,19,34,42,45,49].

In this paper, we propose a novel linear self-attention mechanism, named CURSA, that has high performance and low complexity. CURSA is based on the CUR decomposition. Unlike existing linear approximation methods, which take the product of the query and key matrices as a whole for decomposition, CURSA provides a framework to decompose the query and key matrices independently to further reduce the complexity. Therefore, CURSA has lower complexity compared to existing methods using the CUR decomposition. When the sequence length is long, the complexity of CURSA is linear. We evaluated the proposed CURSA on CIFAR10/100 and ImageNet-1K. Experiment results show that CURSA outperforms the vanilla self-attention mechanism and state-of-the-art self-attention approximation methods and is faster than most state-of-the-art self-attention approximation methods. The contributions of this paper can be summarized as follows.

(1) A novel CUR decomposition framework is proposed to design the linear self-attention mechanism.
(2) An upper bound of the segment-mean sampling is given for the CUR decomposition.
(3) A fast and accurate non-iterative method is proposed for the inverse approximation.
(4) Three high-performance ViT architectures are proposed based on the proposed linear self-attention mechanism with good data efficiency and fast speed.

2 Related Work

2.1 Efficient Self-attention

The vanilla self-attention mechanism is based on the softmax operation to achieve normalized nonnegative and nonlinear attention weights, which leads to quadratic complexity with respect to sequence length. To reduce the complexity, numerous works have been proposed and they can be broadly classified into two classes: (1) Softmax based self-attention; (2) Kernel based self-attention.

Softmax Based Self-attention Softmax based efficient self-attention methods focus on reducing the complexity of softmax normalization by performing softmax normalization on small matrices. Since the attention weight matrix is approximately low-rank [37,42], the low-rank matrix decomposition is introduced to decompose the softmax operation for the product of the query and
key matrices into several softmax operations for small matrices to reduce complexity [14, 31, 44]. [44] introduces the Nyström approximation (a special case of CUR decomposition) to decompose the softmax operation for the product of the query and key matrices into three softmax operations for small matrices, which consists of selecting column landmarks from the query and key matrices. [14] simplifies the inverse computation of [44] by using the permuted diagonal matrix to approximate the intersection matrix to further reduce the complexity. However, the permuted diagonal matrix loses most of the information of the original intersection matrix, introducing more errors and causing performance degradation. In addition, [31] performs softmax normalization independently for the query and key matrices to maintain the nonnegativity and nonlinearity of the vanilla self-attention mechanism.

In addition to the decomposition methods, sparse attention is another way to reduce the complexity. [42] introduces two linear projections to reduce the dimensions of the key and value matrices to achieve linear complexity. [49] only performs softmax normalization on the top-k contributive elements in each row of the product of the query and key matrices to reduce complexity and achieve more focused attention. [2] introduces a sliding window to achieve local focused attention for each token and adopts a task-specific global attention mechanism for some tasks that require global attention. [5] introduces a two-dimensional factorized attention mechanism, which performs local focused attention for each token, and at the same time, performs fixed step attention to obtain a larger receptive field. [34] partitions a long sequence into a set of blocks and adopts a sorting network to learn to rematch the blocks of the key matrix and the blocks of the query matrix to achieve quasi-global local attention in blockwise. [45] randomly selects several tokens from all tokens to enlarge the receptive field and uses a sliding window to select several spatially close neighbors to obtain local focused attention for each token. In addition, [45] introduces several global tokens which have effects on all tokens to maintain global information. [19] uses locality-sensitive-hashing (LSH) to obtain the most similar neighbors for each token and only performs local focused attention on the neighbor set of each token.

**Kernel Based Self-attention** Another way to reduce the complexity of the vanilla self-attention mechanism is based on the kernel mechanism to remove the softmax operation. [7] introduces a linear approximation of the softmax operation using positive orthogonal random features. [26] introduces random feature mapping to obtain a linear approximation of the softmax function. [43] uses ReLU dividing by the sequence length to replace softmax normalization to achieve comparable performance compared to the vanilla self-attention mechanism. [18] considers the softmax operation as a pairwise similarity between the query matrix and the key matrix and uses a decomposable kernel to replace the softmax operation to achieve linear complexity. [3] introduces a hydra trick to investigate the combination of different decomposable kernels for obtaining the pairwise similarity between the query matrix and key matrix. [24] introduces a
Gaussian kernel similarity function to replace the softmax operation of \cite{44}. \cite{27} performs ReLU activation on the query and key matrices to maintain the non-negative property before the computation of attention weights and introduces a linear operation with a decomposable \( \cos \)-based nonlinear reweighting mechanism to replace the softmax operation. \cite{4} uses ReLU linear attention to replace softmax-based attention. However, ReLU linear attention cannot generate a significant focused similarity map as softmax-based attention due to the lack of nonlinearity \cite{4}. Hence, \cite{7} introduces convolution to obtain a hybrid multi-scale linear attention module to enhance performance. In addition, \cite{13} performs a focused function based on ReLU on the query and key matrices independently to preserve nonlinearity after linearization of self-attention.

Normally, most of the above-mentioned simplified approximation methods for the vanilla self-attention mechanism will sacrifice performance to some extent for reducing complexity. Therefore, a simplified approximation method is necessary, which can achieve both high performance and low complexity at the same time.

\subsection{2.2 Vision Transformer}

Vision transformers (ViTs) take an image as a set of overlapping/non-overlapping patches (tokens), use a linear projection layer to obtain the patch embeddings, and then combine the patch embeddings with the positional embeddings and pass them to a transformer encoder to learn the representations for each patch/token \cite{9,17}. The self-attention mechanism allows ViTs to capture long-range dependencies (global relations). Hence, ViTs have a larger receptive field than CNNs and have achieved remarkable success in large scale vision tasks \cite{15}. However, the vanilla ViT lacks local inductive biases, which results in poor performance when it is trained from scratch on small and medium scale vision datasets. It shows poor data efficiency of the vanilla ViT \cite{15,21,48}. Furthermore, global attention also leads to high complexity \cite{22}. Numerous works have been proposed to improve data efficiency and reduce complexity of ViTs \cite{22,35,48}. \cite{35} introduces a CNN as a teacher network to perform knowledge distillation to train a data efficient ViT. \cite{22} introduces non-overlapping sliding windows to divide patches into smaller blocks and performs local attention within these blocks. To capture long-range dependencies, \cite{22} shifts the windows to capture cross-block information and performs block aggregation to reduce token numbers and aggregate information. \cite{48} further simplifies \cite{22} by using simple spatial operations to perform block aggregation. Unlike \cite{22}, \cite{15} performs self-attention for each token on its surrounding neighbors and uses overlapping convolutions for the communication of cross-block information. \cite{16} introduces a global query to obtain a global receptive field to improve the performance of \cite{22} on large datasets.
3 Methods

3.1 Definition of Self-attention

For an input sequence $H \in \mathbb{R}^{m \times n}$ with $m$ tokens of embedding dimensions of $n$, the attention weight matrix $A \in \mathbb{R}^{m \times m}$ of which element is the similarity between any two tokens can be calculated as follows [39],

$$A = \text{softmax}\left(QK^T\right),$$

(1)

where $Q \in \mathbb{R}^{m \times k}$ and $K \in \mathbb{R}^{m \times k}$ are two same sized matrices obtained by multiplying $H$ with two projection matrices $W_Q \in \mathbb{R}^{n \times k}$ and $W_K \in \mathbb{R}^{n \times k}$, respectively.

The attention weight matrix $A$ will be used to obtain the aggregation information matrix $H'$ as follows,

$$H' = AV,$$

(2)

where $V \in \mathbb{R}^{m \times k}$ is also obtained by multiplying $H$ with a projection matrix $W_V \in \mathbb{R}^{n \times k}$ like $Q$ and $K$.

3.2 The CUR Decomposition: Definition and Error Estimation

The CUR decomposition is often used in place of the low-rank approximation of the singular value decomposition (SVD) in principal component analysis. In particular, for given positive integers $r < m$ and $c < n$, the CUR decomposition of a matrix $X \in \mathbb{R}^{m \times n}$ is three matrices $C \in \mathbb{R}^{m \times c}$, $U \in \mathbb{R}^{c \times r}$, and $R \in \mathbb{R}^{r \times n}$, where $C$ consists of $c$ columns of $X$, $R$ consists of $r$ rows of $X$, and $U$ is the Moore-Penrose inverse of $W \in \mathbb{R}^{r \times c}$ which is the intersection part of $C$ and $R$. If $\|X - CUR\|_\xi$ is the minimum, then the product $CUR$ closely approximates $X$. In general, $\xi = 2$ denotes the spectral norm and $\xi = F$ denotes the Frobenius norm. Note that the CUR decomposition of $X$ takes up $O(m \times c + n \times r)$ space.

Finding the matrices $C$ and $R$ is known as the column subset selection problem. The work in [12] provides the first systematic error estimation of the CUR decomposition. A sub-optimal sampling technique is considered to ensure that $U$ has the maximal volume. One way to build a skeleton is to iteratively select good rows and columns based on the residual matrix. This is known as the cross approximation. As processing the entire residual matrix is not practical, the adaptive cross approximation (see [1]) and the incomplete cross approximation (see [36]) are two faster algorithms that operate on only a small part of the residual matrix. Another way to build a skeleton is to divide the matrix into several small segments uniformly according to the number of rows or columns to be selected and use the segment-mean to represent the skeleton [24,44]. In this paper, we use the segment-mean to represent the skeleton because of its linear complexity. Although segment-mean is widely used in CUR based linear self-attention mechanisms [24,44], its systematic error estimation is the first time introduced in this paper to the best of our knowledge.
In detail, we assume that \( \tilde{r} = p \times r \) and \( \tilde{c} = l \times c \) with \( \tilde{r} \leq m \) and \( \tilde{c} \leq n \), where \( p \) and \( l \) are two given positive integers. Let \( C = [X(:,j_1), \ldots, X(:,j_c)] \) and \( \tilde{R} = [X(i_1,:), \ldots, X(i_{\tilde{r}},:)] \), where \( 1 \leq i_1 < \cdots < i_{\tilde{r}} \leq m \) and \( 1 \leq j_1 < \cdots < j_{\tilde{c}} \leq n \). Hence, the \( i \)th row of \( R \) and the \( j \)th column of \( C \) are given by

\[
R(i,:) = \frac{1}{p} \sum_{s=1}^{p} \tilde{R}(i-1)p+s, :)
\]

\[
C(:,j) = \frac{1}{l} \sum_{t=1}^{l} \tilde{C}(:,(j-1)l+t) = \frac{1}{l} \sum_{t=1}^{l} X(:,(j-1)l+t),
\]

with \( i = 1, 2, \ldots, r \) and \( j = 1, 2, \ldots, c \).

Define \( S_1 \in \mathbb{R}^{n \times \tilde{r}} \) such that its \( j \)th column is the \( j \)th column of the identity matrix in \( \mathbb{R}^{n \times n} \) with \( j' = 1, 2, \ldots, \tilde{r} \) and \( S_2 \in \mathbb{R}^{\tilde{r} \times m} \) such that its \( i \)th row is the \( i \)th row of the identity matrix in \( \mathbb{R}^{n \times m} \) with \( i' = 1, 2, \ldots, \tilde{r} \). It is easy to see that \( S_1 \) has full column rank and \( S_2 \) has full row rank. Hence, we have \( \tilde{C} = XS_1 \) and \( \tilde{R} = S_2 X \). Define \( T_1 \in \mathbb{R}^{\tilde{r} \times \tilde{c}} \) such that for each \( j = 1, 2, \ldots, c \) and \( i = 1 + (j-1)l, 2 + (j-1)l, \ldots, jl \), \( T_1(i,j) = 1/l \), and otherwise, \( T_1(i,j) = 0 \). We also define \( T_2 \in \mathbb{R}^{r \times \tilde{c}} \) such that for each \( i = 1, 2, \ldots, r \) and \( j = 1 + (i-1)p, 2 + (i-1)p, \ldots, ip \), \( T_2(i,j) = 1/p \), and otherwise, \( T_2(i,j) = 0 \). Hence, we have

\[
C = \tilde{C}T_1 = XS_1 T_1,
\]

\[
R = T_2 \tilde{R} = T_2 S_2 X.
\]

By this way, the core matrix \( U \) is obtained by \( U = C^t X R \) or \( U = (T_2 S_2 XS_1 T_1)^t \).

We now consider the upper bound for \( \|X - CUR\|_\xi \) under the case of \( U = C^t X R \). By tedious multiplications, we have

\[
\|X - CC^t XR^t R\|_\xi = \|X - \tilde{C}C^t XR^t \tilde{R} + \tilde{C}C^t XR^t \tilde{R} - CC^t XR^t R\|_\xi
\]

\[
\leq \|X - \tilde{C}C^t XR^t R\|_\xi + \|\tilde{C}C^t XR^t \tilde{R} - CC^t XR^t R\|_\xi
\]

\[
\leq \|X - \tilde{C}C^t XR^t R\|_\xi + \|\tilde{C}C^t\|_2 \|X(\tilde{R}^t \tilde{R} - R^t R)\|_\xi + \|CC^t - CC^t\|_2 \|X(\tilde{R}^t \tilde{R} - R^t R)\|_\xi + \|\tilde{C}C^t - CC^t\|_2,
\]

where the first and the second inequalities hold based on the triangular inequality of matrix norms and the last inequality holds because of \( \|\tilde{C}C^t\|_2 = 1 \) and \( \|R^t R\|_2 = 1 \). We now consider the upper bound for \( \|\tilde{C}C^t - CC^t\|_2 \). By using \( C = \tilde{C}T_1 \) and \( \tilde{C} = XS_1 \), we have

\[
\|\tilde{C}C^t - CC^t\|_2 = \|\tilde{C}C^t - \tilde{C}T_1 T_1^t C^t\|_2 \leq \|\tilde{C}\|_2 \|\tilde{C}^t\|_2 \|I - T_1 T_1^t\|_2,
\]

\[
\leq \|X\|_2 \|X^t\|_2 \|S_1\|_2 \|S_1^t\|_2 = \|X\|_2 \|X^t\|_2,
\]

(6)
where the last equality holds for the fact that $\|S_1\|_2 = \|S_1'\|_2 = 1$. Similarly, we have
\[ \| \tilde{R}' \tilde{R} - R' R \|_2 \leq \| X \|_2 \| X' \|_2. \] (7)
By substituting Eq. (6) and Eq. (7) into Eq. (5), we have
\[ \| X - \tilde{C} C' X R' \|_{\xi} \leq \| X - C C' X R' \|_{\xi} + 2 \cdot \text{cond}(X) \| X \|_{\xi}, \] (8)
where $\text{cond}(X) = \| X \|_2 \| X' \|_2 \geq 1$ is the condition number of $X$.

Note that the term $\| X - C C' X R' \|_{\xi}$ depends on the way of choosing two indices $\{i_1, i_2, \ldots, i_{\tilde{r}}\}$ and $\{j_1, j_2, \ldots, j_{\tilde{c}}\}$. The interested readers can refer to [6, 10, 29, 32] and their references for more details about the term $\| X - C C' X R' \|_{\xi}$.

To simplify the sampling process and reduce the computation, we choose $\tilde{r} = m$ and $\tilde{c} = n$, then the upper bound of error (Eq. (8)) becomes
\[ \| X - C C' X R' \|_{\xi} \leq 2 \cdot \text{cond}(X) \| X \|_{\xi}. \] (9)
More complex and adaptive strategies can be used to generate $T_1$ and $T_2$ to further reduce the coefficient of the above upper bound (see Eq. (6)), but they will increase computational complexity. Fig. 1 shows an example of segment-mean sampling.

![Fig. 1: A toy example of segment-mean sampling.](image)

### 3.3 The CUR Decomposition of Self-attention

In this paper, we introduce the CUR decomposition to design a linear approximation of self-attention named CURSA as follows,
\[ H' \approx \text{softmax} \left( C Q \right) U_{\text{softmax}(W_Q)} \text{softmax} \left( R_Q K^T \right) V. \] (10)
According to [33], for two matrices $E$ and $F$, the softmax operation of their product can be approximated as follows,
\[ \text{softmax} \left( EF \right) \approx \text{softmax} \left( E \right) \text{softmax} \left( F \right). \] (11)
Hence, Eq. (10) can be obtained as follows,

\[ H' = \text{softmax} \left( QK^\top \right) V \]
\[ \approx \text{softmax} \left( Q \right) \text{softmax} \left( K^\top \right) V \]
\[ \approx \text{softmax} \left( C_Q \right) U_{\text{softmax}(W_Q)} \text{softmax}(R_Q) \text{softmax} \left( K^\top \right) V \]
\[ \approx \text{softmax} \left( C_Q \right) U_{\text{softmax}(W_Q)} \text{softmax} \left( R_Q K^\top \right) V. \]  

(12)

With an increasing number of rows and columns sampled, \( \text{softmax} \left( C_Q \right) U_{\text{softmax}(W_Q)} \) will finally equal to an identity matrix and \( \text{softmax} \left( R_Q K^\top \right) \) will equal to \( \text{softmax} \left( QK^\top \right) \) exactly. Then Eq. (12) justly equals to Eq. (2) which promises the approximation. \( H' \approx \text{softmax} \left( Q \right) \text{softmax} \left( K^\top \right) V \) is the design of efficient attention (EFFATT) \(^{[31]}\). It has a problem of concentration reduction of attention maps introduced by performing softmax normalization on the query matrix and key matrix independently. Our design reduces this phenomenon by preserving higher nonlinearity. Most of existing CUR decomposition based methods are based on the following formula \(^{[14, 24, 44]}\),

\[ H' \approx \text{sim} \left( Q \right) \text{sim} \left( R_K \right)^\top U_{\text{sim}(R_Q \left( R_K \right)^\top)} \text{sim} \left( R_Q K^\top \right) V, \]  

(13)

where \( \text{sim}(\cdot) \) can be \( \text{softmax}(\cdot) \) or other element-wise functions. Compared to the proposed CURSA in Eq. (10), Eq. (13) has higher complexity because it takes \( \text{sim} \left( QK^\top \right) \) as a whole for decomposition.

3.4 Approximation of Moore-Penrose Inverse of the Intersection Matrix

The Moore-Penrose inverse matrix \( U \) of the intersection matrix \( W \) can be obtained by performing the SVD on \( W \). However, the cubic complexity of the SVD is not suitable for CURSA, which is required to compute a large number of Moore-Penrose inverse matrices. We introduce a fast iterative Moore-Penrose inverse approximation method \(^{[28, 44]}\) to obtain \( U \) as follows,

\[ U_{i+1} = \frac{13}{4} U_i - \frac{15}{4} U_i WU_i + \frac{7}{4} U_i WU_i WU_i WU_i - \frac{1}{4} U_i WU_i WU_i WU_i \]
\[ = \frac{13}{4} U_i - \left( \frac{15}{4} U_i - \left( \frac{7}{4} U_i - \frac{1}{4} U_i WU_i \right) WU_i \right) WU_i \]
\[ = \frac{1}{4} U_i \left( 13 I - (15 I - (7 I - WU_i) WU_i) WU_i \right), \text{ if } c \geq r, \]
\[ U_{i+1} = \frac{1}{4} \left( 13 I - U_i W (15 I - U_i W (7 I - U_i W)) \right) U_i, \text{ if } c < r. \]

(14)
If $U_0$ is initialized according to $\|WW^T - WU_0\| < 1$, then Eq. (14) converges to $W^\dagger$ in the third-order. As suggested by [44], Eq. (14) usually requires at least 6 iterations to converge.

An alternative iterative inverse approximation method [28] exists which has a faster convergence rate, as shown below,

$$
\Phi = -11I + WW_i (25I + WW_i (-30I + WW_i (20I + WW_i (-7I + WW_i))))
$$

$$
U_{i+1} = \frac{1}{4} U_i \Phi (4I + WW_i), \text{ if } c \geq r,
$$

$$
\Phi = -11I + U_i W (25I + U_i W (-30I + U_i W (20I + U_i W (-7I + U_i W))))
$$

$$
U_{i+1} = \frac{1}{4} \Phi (4I + U_i W \Phi) U_i, \text{ if } c < r.
$$

Eq. (15) can converge to $W^\dagger$ in the tenth-order. To obtain the Moore-Penrose inverse rapidly, we combine Eq. (14) with Eq. (15) together to propose a non-iterative method. In detail, we first execute Eq. (15) for 1 iteration to converge quickly and then execute Eq. (14) for 1 more iteration to obtain the accurate inverse. We will show that the non-iterative inverse approximation method based on Eq. (14) and Eq. (15) together has non-inferior performance compared to Eq. (14) using 6 iterations in Sec. 4.2.

3.5 Complexity Analysis

The computational complexity of $QK^\top$ in Eq. (1) is $O(m^2 \times k)$ and the computational complexity of the softmax operation in vanilla self-attention is $O(m^2)$. Hence, the computational complexity of vanilla self-attention (Eq. (2)) is $O(m^2 \times k)$. The computational complexity of softmax $(R_Q K^\top) V$ in Eq. (10) is $O(m \times k \times r_Q)$. Assuming that $c_Q \geq r_Q$, for Eq. (14), its complexity is $O(2 \times r_Q^2 \times c_Q + 2 \times r_Q^3)$ for one iteration. As suggested by [44], Eq. (14) requires $y = 6 \ll m$ or $k$ iterations to converge, taking $O(2 \times y \times (r_Q^2 \times c_Q + r_Q^3))$. Furthermore, for the non-iterative inverse approximation method based on the combination of Eq. (14) and Eq. (15), its complexity is $O(4 \times r_Q^3 \times c_Q + 8 \times r_Q^2)$ which is much smaller than the iterative method based on Eq. (14) only. Then the total computational complexity of Eq. (10) is $O(m \times k \times r_Q)$. For the case where $c_Q < r_Q$, the complexity of Eq. (14) is $O(2 \times c_Q^2 \times r_Q + 2 \times c_Q^3)$ for one iteration. Hence, the complexity of Eq. (14) using $y$ iterations is $O(2 \times y \times (c_Q^2 \times r_Q + c_Q^3))$ and the complexity of the non-iterative inverse approximation method based on the combination of Eq. (14) and Eq. (15) is $O(4 \times c_Q^2 \times r_Q + 8 \times c_Q^3)$. Both $O(2 \times y \times (c_Q^2 \times r_Q + c_Q^3))$ and $O(4 \times c_Q^2 \times r_Q + 8 \times c_Q^3)$ are smaller than $O(m \times k \times r_Q)$. Hence, the total computational complexity of CURSA is still $O(m \times k \times r_Q)$. In general, $m$ or $k$ is much larger than $r_Q$. Hence, the total computational complexity of Eq. (10) is $O(m \times k)$. If $k \ll m$, the above computational complexity will be reduced to linear complexity $O(m)$.
4 Experiments and Results

4.1 Experiment Settings

CIFAR10 \cite{20} and CIFAR100 \cite{20} were selected to evaluate the data efficiency of the proposed method. ImageNet-1K \cite{30} was selected to evaluate the performance of the proposed method on the large scale dataset. We adopted CSWin \cite{8,13}, FLatten \cite{13}, and NesT \cite{48} as the backbone network architectures. The optimizer for CURSA is AdamW \cite{23} with an initial learning rate of $\frac{B}{128} \times 1.25 \times 10^{-4}$ and weight decay of 0.05, where $B$ is the batch size. The learning rate schedule of CURSA is the cosine decay scheduler that uses 5 epochs (CIFAR10/100) and 20 epochs (ImageNet-1K) for warm-up. The stochastic depth drop rate for CIFAR10/100 was set to 0.1 and for ImageNet-1K to 0.2 (CSWin and FLatten backbones) and 0.3 (NesT backbone). We compared our method with state-of-the-art ViTs: EfficientViT \cite{4}, CSWin \cite{8}, ViT \cite{9}, GC-ViT \cite{16}, Swin \cite{22}, FastViT \cite{38}, and NesT \cite{48}. We adopted the commonly used data augmentation methods \cite{11,35} without random repeated augmentation to preprocess CIFAR10/100 and ImageNet-1K for all methods. We re-trained these methods from the scratch with using the same data augmentation methods to maintain the fairness. Furthermore, to investigate the effectiveness of the proposed method, we compared it with the vanilla self-attention mechanism (ViT \cite{9}), decomposition based self-attention mechanism (EFFATT \cite{31} and Nyströmformer \cite{44}), kernel based self-attention mechanism (FLatten \cite{13}, SOFT \cite{24}, cosFormer \cite{27}, and SOFT-Norm \cite{46}), and sparse attention mechanism (CSWin \cite{8,13} and NesT \cite{48}). The experiments of ImageNet-1K were carried out on 3 NVIDIA Tesla A100 (40GB) GPUs and the experiments of CIFAR10/100 were carried out on 1 NVIDIA Tesla A100 (40GB) GPU. The latency and inference throughput comparison experiments were carried out on 1 NVIDIA GeForce RTX 3080 Laptop (16GB) GPU.

4.2 Experiment Results

Comparison of Image Classification Performance on Small Datasets

Tab. 1 shows the comparison of the proposed method and state-of-the-art ViTs on CIFAR10/100. CURSA outperforms three backbones and other ViTs significantly. Some advanced ViTs such as EfficientViT, GC-ViT, and FastViT perform much worse than CURSA on these small datasets, further showing the good data efficiency of CURSA. Nyströmformer improves the performance of NesT but is still worse than CURSA. The performance of EFFATT is slightly inferior to that of NesT, which shows that the reduction in concentration of attention maps introduced by performing softmax normalization on the query matrix and the key matrix independently will cause performance degradation. CURSA preserves softmax normalization for some parts of the product of query and key matrices to reduce this phenomenon. cosFormer performs much worse than NesT on CIFAR10 and its cos-based re-weighting mechanism shows high sensitive to the normalization threshold to avoid gradient explosion in training.
Fig. 2: Visualization of class activation map (CAM) based attention results of different attention mechanisms. All CAM based attention results were generated based on Score-CAM [41]. Note: CSWin1 denotes CSWin-T12211 and CSWin2 denotes CSWin-T24181.
SOFT performs much worse than NesT on CIFAR10/100, which shows that $Q = K$ pays great attention to each token itself and reduces the effect of other tokens. Some papers have shown that most of the attention map patterns are usually not diagonal. $Q = K$ reduces the effect of these non-diagonal patterns that can result in performance degradation. CSWin does not have an architecture for small resolution images, hence we referred to Swin to design CSWin-T2262, which uses a depth of 2-2-6-2 and a stripe width of 1-2-4-4. In addition, we further designed an improved version called CSWin-T1281, which uses a depth of 1-2-8-1 and a stripe width of 1-2-4-4. CURSA improves NesT, CSWin, and FLatten by 0.5%, 0.6%, and 0.1% on CIFAR10 and 1.0%, 1.5%, and 1.2% on CIFAR100, respectively. Furthermore, as Tab. 1 shows, CURSA does not affect the number of parameters of the backbones.

**Table 1:** Comparison of top-1 test accuracy and parameter numbers (≠) of all methods on CIFAR10/100. Note: The best values are in bold and the second best values are underlined.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Res.</th>
<th>CIFAR10 Acc. (%)</th>
<th>CIFAR100 Acc. (%)</th>
<th>≠</th>
</tr>
</thead>
<tbody>
<tr>
<td>NesT-T-CURSA ($rQ = \frac{1}{4}m$)</td>
<td>32</td>
<td>96.3</td>
<td>80.5</td>
<td>6M</td>
</tr>
<tr>
<td>NesT-T-FLatten</td>
<td>32</td>
<td>95.8</td>
<td>79.5</td>
<td>6M</td>
</tr>
<tr>
<td>NesT-T-Nyströmlformer ($rQ = m$)</td>
<td>32</td>
<td>95.9</td>
<td>79.8</td>
<td>6M</td>
</tr>
<tr>
<td>NesT-T-Nyströmlformer ($rQ = \frac{1}{2}m$)</td>
<td>32</td>
<td>96.0</td>
<td>79.5</td>
<td>6M</td>
</tr>
<tr>
<td>NesT-T-Nyströmlformer ($rQ = \frac{1}{4}m$)</td>
<td>32</td>
<td>95.7</td>
<td>79.6</td>
<td>6M</td>
</tr>
<tr>
<td>NesT-T-Nyströmlformer ($rQ = \frac{1}{8}m$)</td>
<td>32</td>
<td>95.7</td>
<td>79.2</td>
<td>6M</td>
</tr>
<tr>
<td>NesT-T-EFFATT</td>
<td>32</td>
<td>95.8</td>
<td>79.2</td>
<td>6M</td>
</tr>
<tr>
<td>NesT-T-cosFormer</td>
<td>32</td>
<td>91.2</td>
<td>79.4</td>
<td>6M</td>
</tr>
<tr>
<td>CSWin-T1281-CURSA ($rQ = \frac{1}{4}m, rQ = \frac{1}{8}k$)</td>
<td>32</td>
<td>96.4</td>
<td>81.4</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T1281-FLatten-CURSA ($rQ = \frac{1}{2}m$)</td>
<td>32</td>
<td>96.4</td>
<td>81.7</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T1281-FLatten</td>
<td>32</td>
<td>96.3</td>
<td>80.5</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T2262</td>
<td>32</td>
<td>95.7</td>
<td>78.7</td>
<td>13M</td>
</tr>
<tr>
<td>CSWin-T1281</td>
<td>32</td>
<td>95.8</td>
<td>79.9</td>
<td>11M</td>
</tr>
<tr>
<td>SOFT-Tiny</td>
<td>32</td>
<td>89.1</td>
<td>64.0</td>
<td>12M</td>
</tr>
<tr>
<td>Swin-T</td>
<td>32</td>
<td>95.2</td>
<td>77.1</td>
<td>27M</td>
</tr>
<tr>
<td>GC-ViT-XXT</td>
<td>32</td>
<td>89.7</td>
<td>67.7</td>
<td>11M</td>
</tr>
<tr>
<td>FastViT-SA12</td>
<td>32</td>
<td>84.3</td>
<td>59.0</td>
<td>10M</td>
</tr>
<tr>
<td>EfficientViT-B0</td>
<td>32</td>
<td>78.6</td>
<td>46.6</td>
<td>2M</td>
</tr>
</tbody>
</table>

**Comparison of Image Classification Performance of Different Attention Mechanisms** Tab. 2 shows the comparison of top-1 test accuracy, latency of self-attention (SA), and inference throughput (IT) of different attention mechanisms on ImageNet-1K. FLatten uses a modified CSWin-T architecture named CSWin-T24181, which uses a depth of 2-4-18-1, as the backbone. To maintain fairness, we also implemented our CURSA using CSWin-T24181 as the backbone. We also provided the results obtained by the official CSWin-T architecture named CSWin-T12211, which uses a depth of 1-2-21-1. CURSA achieves the highest accuracy and significantly improves the speed of the backbones. It should
Table 2: Comparison of top-1 test accuracy, multiply-accumulate operations (MACs), parameter numbers (#), latency of self-attention (SA), and inference throughput (IT) of different attention mechanisms on ImageNet-1K. Note: SA and IT of all methods except CSWin2-FLatten were obtained in mixed precision because CSWin-T24181-FLatten is incompatible with FP16. CSWin1 denotes CSWin-T12211 and CSWin2 denotes CSWin-T24181. × denotes the rate of improvement. The best values are in bold and the second best values are underlined.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Res. Acc. (%)</th>
<th>SA (ms/img)</th>
<th>IT (imgs/s)</th>
<th>×</th>
<th># MACs</th>
</tr>
</thead>
<tbody>
<tr>
<td>NesT4-S-CURSA (r_Q = ( \frac{1}{4}m ))</td>
<td>224</td>
<td>83.4</td>
<td>4.77e-2</td>
<td>3.6</td>
<td>438</td>
</tr>
<tr>
<td>NesT4-S-Nyströmformer (r_Q = ( \frac{1}{4}m ))</td>
<td>224</td>
<td>81.9</td>
<td>5.46e-2</td>
<td>3.1</td>
<td>389</td>
</tr>
<tr>
<td>NesT4-S-EFFATT</td>
<td>224</td>
<td>81.4</td>
<td>3.66e-2</td>
<td>4.7</td>
<td>525</td>
</tr>
<tr>
<td>NesT4-S-cosFormer</td>
<td>224</td>
<td>81.0</td>
<td>4.09e-2</td>
<td>4.2</td>
<td>470</td>
</tr>
<tr>
<td>NesT4-S</td>
<td>224</td>
<td>83.3</td>
<td>5.56e-2</td>
<td>3.1</td>
<td>381</td>
</tr>
<tr>
<td>CSWin2-CURSA (r_Q = ( \frac{1}{4}m ))</td>
<td>224</td>
<td>82.9</td>
<td>3.35e-2</td>
<td>5.1</td>
<td>663</td>
</tr>
<tr>
<td>CSWin2-FLatten-CURSA (r_Q = ( \frac{1}{4}m ))</td>
<td>224</td>
<td>83.1</td>
<td>4.27e-2</td>
<td>4.0</td>
<td>565</td>
</tr>
<tr>
<td>CSWin2-FLatten</td>
<td>224</td>
<td>83.1</td>
<td>7.01e-2</td>
<td>2.4</td>
<td>316</td>
</tr>
<tr>
<td>CSWin2</td>
<td>224</td>
<td>82.4</td>
<td>7.39e-2</td>
<td>2.3</td>
<td>363</td>
</tr>
<tr>
<td>SOFT-Norm-Small</td>
<td>224</td>
<td>82.7</td>
<td>2.03e-2</td>
<td>5.6</td>
<td>671</td>
</tr>
<tr>
<td>SOFT-Small</td>
<td>224</td>
<td>82.4</td>
<td>1.76e-2</td>
<td>1.0</td>
<td>301</td>
</tr>
<tr>
<td>ViT-B/16</td>
<td>224</td>
<td>82.2</td>
<td>1.32e-2</td>
<td>1.3</td>
<td>347</td>
</tr>
</tbody>
</table>

be noted that CURSA offers 2.2 times speed-up of SA and 1.8 times speed-up of IT over CSWin-T24181. Furthermore, CURSA offers 2.3 times speed-up of SA and 1.4 times speed-up of IT over ViT-B/16. Although cosFormer is slightly faster than CURSA when using the NesT backbone, CURSA significantly outperforms cosFormer in terms of accuracy. Another CUR decomposition based method, Nyströmformer, only improves the speed of the backbone slightly, and its performance is much inferior to ours and that of the backbone. The improved version of Nyströmformer, SOFT, is still inferior to CURSA and is significantly slower than CURSA. EFFATT improves the speed of the backbone (NesT) much more than other self-attention mechanisms. However, its performance is significantly inferior to ours and that of NesT. CURSA offers 2.1 times speed-up of SA and 2.2 times speed-up of IT over FLatten when using CSWin-T24181 as the backbone. Although FLatten introduces a large number of normalization operations to avoid gradient explosion, it still meets the gradient explosion problem in mixed precision. FLatten using FP32 precision has even faster SA speed than CSWin-T24181 using mixed precision. However, the slow FP32 operations make its overall speed (IT) slower than that of CSWin-T24181. To make FLatten compatible with FP16, we replaced focused linear attention with CURSA, and the proposed FLatten-CURSA offers 1.7 times speed-up of SA and 1.9 times speed-up of IT over FLatten. Also, as Tab. 2 shows, CURSA does not affect the number of multiply-accumulate operations (MACs) and parameters of the backbones. Furthermore, as Tab. 1 shows, CURSA also outperforms other attention mechanisms on small datasets. Fig. 2 shows the visualization comparison of the class activation map (CAM) based attention results of different attention mecha-
CURSA helps the backbones generate a more focused attention map and reduce misclassification.

**Table 3:** Comparison of top-1 test accuracy and parameter numbers (#) of CURSA using different $r_Q$ and $c_Q$ on CIFAR10/100. Note: The best values are in bold face.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Res.</th>
<th>CIFAR10 Acc. (%)</th>
<th>CIFAR100 Acc. (%)</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>NesT, T-CURSA ($r_Q = m$)</td>
<td>32</td>
<td>96.3</td>
<td>80.0</td>
<td>6M</td>
</tr>
<tr>
<td>NesT, T-CURSA ($r_Q = \frac{1}{2}m$)</td>
<td>32</td>
<td>96.3</td>
<td>80.1</td>
<td>6M</td>
</tr>
<tr>
<td>NesT, T-CURSA ($r_Q = \frac{1}{4}m$)</td>
<td>32</td>
<td>96.3</td>
<td>80.0</td>
<td>6M</td>
</tr>
<tr>
<td>NesT, T-CURSA ($r_Q = \frac{1}{8}m$)</td>
<td>32</td>
<td>96.3</td>
<td>80.4</td>
<td>6M</td>
</tr>
<tr>
<td>NesT, T-CURSA ($r_Q = \frac{1}{16}m$)</td>
<td>32</td>
<td>96.2</td>
<td>80.1</td>
<td>6M</td>
</tr>
<tr>
<td>CSWin-T1281-CURSA ($r_Q = \frac{1}{2}m$)</td>
<td>32</td>
<td>96.4</td>
<td>81.1</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T1281-CURSA ($r_Q = \frac{1}{4}m, c_Q = \frac{1}{2}k$)</td>
<td>32</td>
<td>96.4</td>
<td>81.4</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T1281-CURSA ($r_Q = \frac{1}{8}m$)</td>
<td>32</td>
<td>96.4</td>
<td>81.0</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T1281-CURSA ($r_Q = \frac{1}{16}m, c_Q = \frac{1}{4}k$)</td>
<td>32</td>
<td>96.4</td>
<td>80.9</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T1281-CURSA ($r_Q = \frac{1}{32}m, c_Q = \frac{1}{8}k$)</td>
<td>32</td>
<td>96.2</td>
<td>80.9</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T1281-CURSA ($r_Q = \frac{1}{64}m, c_Q = \frac{1}{16}k$)</td>
<td>32</td>
<td>96.3</td>
<td>81.0</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T1281-CURSA ($r_Q = \frac{1}{128}m, c_Q = \frac{1}{32}k$)</td>
<td>32</td>
<td>96.3</td>
<td>81.3</td>
<td>11M</td>
</tr>
</tbody>
</table>

**Table 4:** Comparison of top-1 test accuracy and parameter numbers (#) of CURSA using different $r_Q$ and $c_Q$ on ImageNet-1K. Note: The best values are in bold face.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Res.</th>
<th>ImageNet-1K Acc. (%)</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSWin-T24181-CURSA ($r_Q = \frac{1}{2}m$)</td>
<td>224</td>
<td>82.9</td>
<td>20M</td>
</tr>
<tr>
<td>CSWin-T24181-CURSA ($r_Q = \frac{1}{4}m$)</td>
<td>224</td>
<td>82.6</td>
<td>20M</td>
</tr>
<tr>
<td>CSWin-T24181-CURSA ($r_Q = \frac{1}{8}m, c_Q = \frac{1}{2}k$)</td>
<td>224</td>
<td>82.4</td>
<td>20M</td>
</tr>
</tbody>
</table>

**Effect of $r_Q$ and $c_Q$** Tab. 3 and Tab. 4 show the comparison of CURSA using different $r_Q$ and $c_Q$ on CIFAR10/100 and ImageNet-1K. With a decreasing number of $r_Q$, the performance of CURSA using NesT as the backbone decreases slightly on CIFAR10, while its performance on CIFAR100 improves first and then decreases. Compared to the backbone (NesT) and all other simplified versions of NesT in Tab. 3, all NesT, T-CURSA variants in Tab. 3 significantly outperform them, which shows the good data efficiency of CURSA. Furthermore, as Tab. 3 shows, with a decreasing number of $r_Q$ or $c_Q$, the performance of CURSA using CSWin as the backbone on CIFAR10/100 is in a downward trend except
Inference throughput (img/s) $r_Q = m, c_Q = k$ $r_Q = m, c_Q = \frac{1}{6}k$ $r_Q = \frac{1}{6}m, c_Q = k$

Fig. 3: Comparison of inference throughput of CSWin-T1281-CURSA using different $r_Q$ and $c_Q$ on CIFAR10/100.

when $r_Q = \frac{1}{4}m$, $c_Q = \frac{1}{2}k$ and $r_Q = \frac{1}{11}m$, $c_Q = \frac{1}{8}k$. Furthermore, its performance decreases slightly on ImageNet-1K with a decreasing number of $r_Q$ or $c_Q$ as Tab. 4 shows. The performance of FLatten-CURSA also decreases slightly on CIFAR10/100 with a decreasing number of $r_Q$. The general trend of performance of CURSA is decreasing with a decreasing number of $r_Q$ or $c_Q$. Fig. 3 shows the comparison of inference throughput of CSWin-T1281-CURSA using different $r_Q$ and $c_Q$ on CIFAR10/100. With a decreasing number of $r_Q$, the inference throughput increases significantly. When $c_Q$ is reduced, the improvement of inference throughput is not significant. According to the analysis in Sec. 3.5, the total computational complexity of CURSA depends on $r_Q$. Hence, $r_Q$ has a larger effect on complexity than $c_Q$. Hence, $r_Q$ and $c_Q$ can be determined according to the requirements of performance and efficiency.

Effect of Different Inverse Approximation Methods Tab. 5 shows the comparison of the top-1 test accuracy of CURSA using different inverse approximation methods. We compared the original Eq. (14) using 6 iterations as suggested by [44] with two non-iterative inverse approximation methods that we propose in this paper, which are based on the combination of Eq. (14) and Eq. (15), each using a single iteration. The difference between two non-iterative inverse approximation methods lies in the execution order of Eq. (14) and Eq. (15). Both non-iterative inverse approximation methods demonstrate comparable or superior performance to Eq. (14) with 6 iterations. There is no significant difference between the performance of two non-iterative inverse approximation methods. Two non-iterative inverse approximation methods have faster speed than Eq. (14) using 6 iterations.

5 Conclusion
In this paper, we proposed a novel linear self-attention mechanism, named CURSA, for ViTs. The proposed self-attention mechanism can significantly reduce the
Table 5: Comparison of top-1 test accuracy, parameter numbers (#), and inference throughput (IT) of CURSA using different inverse approximation methods. Note: The best values are in bold face.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Res. CIFAR10 Acc. (%)</th>
<th>CIFAR100 Acc. (%)</th>
<th># IT (imgs/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NesT-T-CURSA ($r_Q = \frac{1}{4} m$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eq. (14) 6 iterations</td>
<td>96.3</td>
<td>80.5</td>
<td>6M</td>
</tr>
<tr>
<td>Eq. (14) &amp; Eq. (14)</td>
<td>96.3</td>
<td>80.5</td>
<td>6M</td>
</tr>
<tr>
<td>Eq. (14) &amp; Eq. (15)</td>
<td>96.3</td>
<td>80.2</td>
<td>6M</td>
</tr>
<tr>
<td>CSWin-T1281-CURSA ($r_Q = \frac{1}{4} m$, $c_Q = \frac{1}{4} k$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eq. (14) 6 iterations</td>
<td>96.4</td>
<td>81.4</td>
<td>11M</td>
</tr>
<tr>
<td>Eq. (14) &amp; Eq. (14)</td>
<td>96.4</td>
<td>81.7</td>
<td>11M</td>
</tr>
<tr>
<td>Eq. (14) &amp; Eq. (15)</td>
<td>96.3</td>
<td>81.8</td>
<td>11M</td>
</tr>
<tr>
<td>CSWin-T1281-Flatten-CURSA ($r_Q = \frac{1}{4} m$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eq. (14) 6 iterations</td>
<td>96.4</td>
<td>81.7</td>
<td>11M</td>
</tr>
<tr>
<td>Eq. (14) &amp; Eq. (14)</td>
<td>96.6</td>
<td>81.7</td>
<td>11M</td>
</tr>
<tr>
<td>Eq. (14) &amp; Eq. (15)</td>
<td>96.6</td>
<td>81.9</td>
<td>11M</td>
</tr>
</tbody>
</table>

The complexity of self-attention in ViTs. It achieves significantly better performance compared to state-of-the-art attention mechanisms. In the future, we will investigate the combination of CURSA with more ViT architectures for more vision tasks.
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