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Abstract

We introduce a novel, cost-effective photogrammetry-based method designed for measuring rapidly evolving three-dimensional surface topography in particle-fluid flow experiments. This method offers high-resolution results over a considerable surface area, enabling the capture of dynamic flow events with temporal granularity limited only by removable memory card capacity. Multiple WiFi-enabled security cameras, meticulously calibrated with precision-measured reference points on calibration boards, are employed in this methodology. External synchronization, facilitated by strategically-positioned flash lamps, allows calibration among cameras without additional precise tools. Validating our method through an alluvial fan experiment showcases its efficacy in tracking the growth and evolution of experimental debris flows, particularly in capturing the dynamic evolution of debris flow deposits on a growing alluvial fan. This example illustrates the method’s ability to link local flow, evolution, and deposition to multiple channel avulsion events, highlighting its success in capturing distinct slope and height dependencies associated with these phenomena. Overall, our method transcends conventional measurement approaches, providing a significant advancement in capturing the intricacies of rapidly evolving three-dimensional surface topography in particle-fluid flow experiments. Its cost-effectiveness and robustness make it a valuable tool for diverse, dynamic scenarios, presenting a promising solution for experimental laboratory-scale landscape studies.
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Abstract
We introduce a novel, cost-effective photogrammetry-based method designed for measuring rapidly evolving three-dimensional surface topography in particle-fluid flow experiments. This method offers high-resolution results over a considerable surface area, enabling the capture of dynamic flow events with temporal granularity limited only by removable memory card capacity. Multiple WiFi-enabled security cameras, meticulously calibrated with precision-measured reference points on calibration boards, are employed in this methodology. External synchronization, facilitated by strategically-positioned flash lamps, allows calibration among cameras without additional precise tools. Validating our method through an alluvial fan experiment showcases its efficacy in tracking the growth and evolution of experimental debris flows, particularly in capturing the dynamic evolution of debris flow deposits on a growing alluvial fan. This example illustrates the method’s ability to link local flow, evolution, and deposition to multiple channel avulsion events, highlighting its success in capturing distinct slope and height dependencies associated with these phenomena. Overall, our method transcends conventional measurement approaches, providing a significant advancement in capturing the intricacies of rapidly evolving three-dimensional surface topography in particle-fluid flow experiments. Its cost-effectiveness and robustness make it a valuable tool for diverse, dynamic scenarios, presenting a promising solution for experimental laboratory-scale landscape studies.

Plain Language Summary
We’ve developed a new and affordable way to measure the changing shape of surfaces in experiments where particles interact with fluids. Our method uses multiple WiFi-enabled security cameras that are carefully set up and synchronized using flash lamps. This allows us to capture high-resolution images of dynamic events in the flow, with the only limitation being the memory card capacity. We tested our method in an experiment simulating debris flows on a growing fan of sediment. The results showed that our approach is effective in tracking the growth and changes in the flow, especially in capturing how debris settles on the fan. This method goes beyond traditional measurement techniques, offering a significant improvement in understanding the complex shapes that emerge in particle-fluid flow experiments. Its affordability and reliability make it a valuable tool for studying various dynamic scenarios in experimental landscape studies.

1 Introduction to the Applications: Large Scale Multi-phase Flows and Their Deposits
Geological particle-fluid flows – including lahars, snow avalanches, debris flows, and fluvially-transported sediment – typically form large-scale geomorphological structures upon deposit such as river deltas and alluvial fans (e.g., in Figure 1). Understanding the evolving flow/deposit interactions would help inform a better understanding of ancient sedimentary deposits as well as modern surficial hazards; depositional structures carry signatures of the complex flows under which they were formed. Material details such as grain / liquid concentrations, presence of clay as well as width of grain size distribution influence the flow dynamics and, in turn, channelization, channel avulsion rate, and other details. However, the co-evolution of flow content, flow dynamics, and deposit morphology is difficult to predict or even measure in part because of the dynamically-evolving flow details, such as local rheology and frictional and pressure forces along their boundary. Additionally, even though the flows carry solid materials (particles) that are similar if not identical to those in the beds over which they traverse, the dynamics that control variation between relatively simple erosional and depositional periods of interactions with the bed are only minimally understood. The combined effects often give rise to complex channelization patterns on the surface over which the flows travel (Figure 1a-b).
Figure 1. Debris flow fans with channels. (a) Yu-Shui Fan, Laonong River, Southern Taiwan. (b) Straight Fan, Owens Valley, California, USA. (c) Experimental debris flow deposit (Hsu, 2018). (d) Experimental fan deposit (Chen et al., 2022).

Historically, our understanding of these natural systems has been shaped by field research incorporated into numerical models (Dietrich & Krautblatter, 2019; Dietrich, 2020), along with the use of massive hillslope experiments (Iverson et al., 2010) and large laboratory experiments (Hsu, 2018). Field data is limited by the hazards associated with the large-scale flows, and detailed data acquisition in the field and in the experimental flows is limited in terms of interactions along the base of the flow that, indeed, dictate the flow/channel interactions. Large-scale experiments are also expensive and limited (Iverson et al., 2010). To supplement the data available at larger scales, much progress has been made in using laboratory experiments much more modest in their size. Because of the possible broad scope under which geomorphologically-significant dynamics can be explored in these smaller experiments, this work is focused on new developments related to increasing the details that can be extracted.

While at first glance these exhibit what one might call “unreasonable effectiveness” at mimicking geomorphic phenomenology at field scale (Paola et al., 2009), they have provided immeasurable insight into previously less-understood natural problems. A few examples include studies of dam and dike breaches (Rifai et al., 2016, 2020); avulsion behaviors of rivers on floodplains and fans (Bryant et al., 1995), including cohesive effects (Martin et al., 2009) on fans; and debris flows (Kaitna et al., 2016) and the fans onto which they deposit (de Haas et al., 2016a, 2018; Chen et al., 2022).

To achieve a full accounting of interactions between flows and surfaces onto which they deposit, many efforts have been devoted to imaging surficial details and their evolution under repeated flow events. Some examples include airborne Lidar in field (Mallet & Bretar, 2009; Webb et al., 2018) and laser profilometry in laboratory (Huang et al., 2010; Hung & Capart, 2013; Rifai et al., 2017, 2020), which both provide extremely high-resolution and precise measurements though are mostly appropriate for relatively stationary surfaces. Another option is photogrammetry, which extracts three-dimensional
information from multiple overlapping two-dimensional images and is typically a more affordable method to construct topographic details both in field (Lane, 2000; Yanites et al., 2006; Westoby et al., 2012; Yang et al., 2018; Eltner et al., 2018; Filhol et al., 2019) and in the laboratory (Morgan et al., 2017; Balaguer-Puig et al., 2017; Piton et al., 2018; Polvi, 2021; Leenman & Eaton, 2021). Lidar, the most expensive of these options, uses a coherent laser beam to capture surface details and thus can more effectively image ground through leaves and other vegetation, whereas photogrammetry uses a wide range of frequencies in the visible light spectrum, which makes it more difficult to reject details associated with trees/plants. In experiments in which plants are not used, this is not a restriction.

In recent years, some studies have used photogrammetry to capture slowly evolving surfaces in the laboratory. For example, Guo et al. (2016); Jiang et al. (2020); Balaguer-Puig et al. (2017) studied soil erosion and rill development at flume scales using the topographic data from photogrammetry. In this case, the dynamics were sufficiently slow that temporal resolutions greater than 1-minute time-steps were sufficient. Leenman and Eaton (2021) studied fluvial deposits on alluvial fans with 1-minute temporal resolution, also sufficient for the dynamics they studied. They employed nine digital single-lens reflex cameras for high spatial resolutions. Alternatively, Piton et al. (2018) investigated open channel flows and utilized photogrammetry to record experimental fluvial topography, employing flow stoppage and drainage before each photogrammetry time step. However, this method is limited to situations where the topography remains unaffected by the drainage process, and the dynamic of the channel evolution is not influenced by the flow stoppage.

In many laboratory experiments, surfaces evolve more quickly, and such repeated drainage steps are not possible. At first glance, it appears the use of photogrammetry is not possible in discerning frequently changing details. Further, because of the requirement of multiple overlapping photos for each DEM data, for high-speed results, one would need multiple cameras for high-resolution topography on a relatively large deposit (~1 m × 1 m) (de Haas et al., 2016b; Chen et al., 2022), not widely affordable. Possibly for these reasons, dynamic topographic measurement methods are not well-established for rapidly evolving surfaces, like fans built from debris flows. Indeed the specific photogrammetry technique adaptable for the laboratory – structure-from-motion (Ullman, 1979) – appears less well-known in the community for experimental adaptation (Morgan et al., 2017).

In this context, we introduce a relatively inexpensive system for measuring topography at high-frequency acquisition rates for system sizes limited only by the number of relatively inexpensive cameras used. Towards this, we introduce structure-from-motion techniques using data acquired by relatively inexpensive "security" cameras in conjunction with distortion-resolving software. To illustrate the effectiveness of this method, we present preliminary analyses of avulsion events on a 1 m² alluvial fan as it builds and develops over 15 minutes. We discuss strengths of this technique as well as limitations in its current form. We conclude by presenting opportunities for expanding the analysis beyond its current usefulness.

2 Low-cost High-speed Structure from Motion (SfM) Photogrammetry for Large Laboratory Experiments

The foundation of our new low-cost real-time topography acquisition and analysis system consists of two primary components: (1) the physical image acquisition system comprised primarily of multiple low-cost security cameras and calibrated reference points, and (2) the Structure from Motion (SfM) image analysis technique that converts overlapping 2-D images to a 3-D deposit surface. In addition to these primary components, we instituted several additional components to enhance the semi-automated struc-
tural analysis of experimental surfaces as they evolve over time. In the following sub-
sections, we present the details of these primary and supporting components.

### 2.1 Experimental Image Acquisition System and Supporting Elements

#### 2.1.1 Photogrammetry Acquisition System

To quantitatively record the evolution of the morphology of our deposit, our pho-
togrammetry measurement system consists of (1) an image acquisition frame and (2) spa-
tially distributed reference points (Figure 2).

For the photogrammetry technique to work, we need to have a number of points
in space that can be distinguished from one another by the SfM software and whose lo-
cation is known to be the same or better precision required of the DEM data. Further,
the points must be distributed spatially in all three dimensions in such a way as to en-
compass the expected range of surface data locations. Finally, the reference points must
be arranged in such a way that, during the camera calibration period, each camera can
capture at least three distinct reference points.

For the spatial calibration reference system, we built four calibration boards (Fig-
ure 2). Each calibration board contained 25 12-bit circular reference point patterns (Franzini

**Figure 2.** Photogrammetry and supporting systems. (a) Photograph in the laboratory, (b) sketch from downstream view.
et al., 2016) that can be automatically distinguished by the imaging software. The locations of the reference points vary vertically and horizontally across the range of the deposit. Before each experiment, we place the calibration boards in the deposition region in such a way as to encompass the expected distribution of the surface of our deposit (Figure 2). We then use a laser profilometry (laser scan) system at the St. Anthony Falls Laboratory to obtain the three-dimensional coordinates of all reference points (100 reference points). After laser scanning the reference points, we install the cameras for that experiment.

The image acquisition system requirements for the Structure from Motion (SfM) technique include sufficient numbers of cameras (of sufficient resolution) so that all locations on the surface of interest are captured by at least 5, and preferably, up to 10 cameras (Fonstad et al., 2013). For our deposits which typically grow to 1.5×1.5 m² in plan view, we use approximately 70 cameras we mounted to a homemade frame (made of PVC tubes) above the evolving deposit. We use Wyze Cam V3 cameras (security cameras roughly priced at USD 30 per camera), which provide a fair image resolution (1080 x 1920 pixels), a wide field of view (130° diagonal, albeit with the fish-eye effect we discuss shortly), and a frame rate of 20 fps. We mounted the cameras on the PVC tube frame in a staggered array at a distance of approximately 50 cm from the base (Figure 2). This provides an 89% overlap in the neighboring camera image area in the lateral direction and a 59-76% overlap in the basin slope direction, resulting in more than 8-camera overlap for most of the viewing region.

In addition to the details we address during the set-up of the basic image acquisition system, several special issues arise because of the temporal coordination we require and also specific conditions associated with particle-fluid deposits in the geomorphological applications of interest to us. We present our methods for overcoming these issues in the following section.

### 2.1.2 Additional Experimental Components for SfM of Experimental Particle-Fluid Deposits

The use of relatively low-priced security cameras limits the ability to temporally calibrate the picture acquisition from all of the cameras. The security cameras we used do, in fact, have a built-in time synchronization function, but it does not satisfy our needs given the (sub-second) speed at which our experimental deposit surfaces evolve. Therefore, to calibrate our cameras, we used reference events at the beginning and end of our experiments. In particular, we used a Nikon SB900 flashlamp we set with a duration similar to the frame rate of the cameras. More specifically, the brightest part of each flash lasts for 1/20s and the brightness rises and falls over a slightly longer time (though less than 1/4 s). We flashed the lamp multiple (five) times shortly before the beginning of the flow initiation of our experiment and we repeated this after the flow was complete to verify the stability of the calibration. After the experiment was complete, we input the recordings of these flashes into a homemade code to assign an initial timestep common for all cameras. Essentially, we use the rising limb of the brightness of each flash recorded in the movie to synchronize the cameras as we describe in section 2.2 (along with our other computational image analysis techniques).

Another difficulty in the application of SfM techniques for our systems involves resolving relatively flat mono-colored regions (e.g., Ullman, 1979). If a region of the surface of interest is particularly flat and mono-colored, images acquired from different cameras may not be sufficiently distinct for SfM algorithms to resolve the topography of that region. To provide distinct patterns on the fan surface that the photogrammetry software can use to guide the surface-building algorithms, throughout the duration of the experiment we add different streams of food coloring to incoming flows to the apex of our deposit. Towards this, we constructed a food coloring frame on which to mount four
food coloring feeding bags over the camera frame (Figure 2). We turned on the outflow
of the feeding bags and adjusted the outflow location throughout the experiments to en-
sure the coverage of the food coloring over the fan surface.

Another issue that can negatively affect the image quality during the image acqui-
sition stage is the reflectivity of that surface. For example, this occurs in our experiments
when and where our surface is highly reflective due to excessive moisture and the local
fluid flow. In these cases, the camera images differ partly because of the difference in re-
fection from their different vantage points, differences unrelated to the surface texture.
To diminish this we eliminate point sources of bright lights during the experiment and
use multiple diffuse light sources.

2.1.3 Experimental Acquisition System Set-up and Procedures

Once we prepare these different systems for image acquisition, we perform the fol-
lowing steps to measure our reference points, then capture images of the reference point
towards calibrating our cameras, and finally record the evolving surface over the dura-
tion of the experiment. We place our four calibration boards on the surface of the soon-
to-grow deposit. We measure the calibration points with the laser scanner as described
above. Then, we move the frame with mounted cameras over the reference point cali-
bration boards and initiate the cameras. That is, we connect all security cameras to a
monitoring device (cell phone) through WiFi. After initiation, each security camera con-
tinuously records videos to a micro SD card installed within the camera. With the help
of the monitoring device, we adjust the positions and orientations of each camera to en-
sure that each camera views at least 10 reference points (Fonstad et al., 2013). Once the
cameras are oriented in a satisfactory way, we allow them to record images of the cal-
bration boards for a few minutes, then remove the calibration boards without chang-
ing camera positions, and the cameras are ready to record.

2.2 Image Analysis

Once we have completed the experiment, we upload all videos to a computer with
Structure from Motion software and other image processing techniques we detail shortly.

2.2.1 Structure from Motion (SfM) Image Analysis Technique

Structure from Motion (SfM) is a relatively well-known image analysis technique
that creates 3-D models of object surfaces from 2-D images. We use the commercial Ag-
isoft software package to process our images in this way. Originally, it was a technique
developed literally to use multiple images taken of a surface from a moving camera (the
“motion” part of the nomenclature) to reconstruct the 3-D details (structure) of the sur-
face (Ullman, 1979). In fact, it is not the motion of the camera that matters, rather, im-
ages must be taken from multiple vantage points. Since the images must be acquired at
an effectively minimal time difference (in the time scale of an evolving surface), it is more
effective in a fast-changing surface to use multiple cameras as we do in our approach. Then
we can use the SfM technique to convert multiple 2-D images taken at the same time
to create 3-D models of our surface for as many timesteps as we have data. The prob-
lem of reconstructing a 3-D surface from multiple 2-D images has been the focus of a large
body of research in the field of “computer vision”, starting from the seminal paper by

Computational algorithms extract 3-D surface features from multiple 2-D images
following several steps. They first extract features (such as corners or edges) from im-
ages and match them across multiple images. Once these features are matched, the rel-
ative camera position and orientation for each image can be computed. These can then
be used to reconstruct the 3-D structure of the scene. One of the advantages of SfM is
that it can be done using a relatively inexpensive setup, such as a consumer-grade cam-
era (or cameras). We note, however, that the accuracy and quality of the 3-D models
produced depend on factors such as the number and quality of the input images, the cam-
era calibration, and the feature-matching algorithms’ accuracy.

While the above describes the minimal considerations for such an SfM system, there
are some common issues in the experiments we designed this technique for that need to
be considered in the overall design for the technique to be effective. We describe some
of the details we encountered along with their solutions presently.

### 2.2.2 Additional Components for Image Processing

Several image processing steps are necessary to ensure high-quality photogramme-
try results. We describe the steps here and provide the Matlab code we use in the Open
Research section.

To start the processing, we first have to calibrate the timeline of the videos from
each camera with one another. This is not as straightforward as it seems; while the se-
curity cameras all take pictures at a rate of 1/20 Hz over the 0.05 s duration, some are
capturing images while others are between images and effectively have their shutters closed.
In other words, each flash is recorded with various levels in the different cameras. First,
our code calculates the brightness of each image from the beginning of the movie recorded
by each camera. Then our code calculates the change of brightness from each image to
the next in a subset of the images recorded near the same time as the brightest image.
It uses a threshold to find the biggest positive gradients in this time period. Because of
the nature of the flashlamp and the cameras, it finds five rising pairs. The fifth rising
pair indicates the time step of each camera capturing the flashlight performed at the be-
ginning of the experiment $t = 0$.

For all images we want to be processed, i.e., used to create DEM data, we note that
all camera lenses create optical distortion, and the security cameras with wide fields of
view have an especially strong fish-eye effect (Figure 3a). However, using images with-
out distortion to build three-dimensional topographies is ideal. To correct the perspec-
tive in the images, we took a set of images of a checkerboard and used the algorithms
provided by Scaramuzza et al. (2006) to correct the optical distortions for the image data
recorded by each camera (Figure 3b). We then trim each corrected image down to 559
x 1359 pixels with a reduced field of view (110$^\circ$ diagonal, 105.8$^\circ$ horizontal, and 57.1$^\circ$
vertical) to keep the full rectangular image without blanks (Figure 3c). We then use these
corrected images for all the steps that follow.

After following these steps, we are ready to process the images in the commercial
SfM software, Agisoft Metashape and to build digital elevation models (DEM) and or-
thogonal photos (orthophoto). To do so, we first import the images of the reference points
(described above in section 2.1) and the coordinates of the reference points to the soft-
ware. The software detects each image’s 12-bit circular reference points and calibrates
the camera coordinates (positions and rotation angles). We then use a Python script to
trigger Agisoft Metashape to build the DEMs and orthophotos for multiple time steps
by batch processing. By using an i5-9500 Intel processor, it takes around 3 minutes to
complete the process for each time step.

To determine the times at which we want high temporal resolution data for our ex-
periments (described in the next section) we find it useful to first go through this pro-
cess (correct image distortion, and build and export the data) at a frequency of 1/s for
the whole duration of the experiment. Based on the results, we can choose a specific part
of the experiment to repeat this process at a higher frequency for a shorter time inter-
val, up to a maximum frequency of 20 per second (DEM’s of $\sim 1$ mm$^2$ spatial reso-
lution and orthophotos of $\sim 1$ mm per pixel resolution).
Figure 3. Image fish-eye distortion correction. (a) Image from the security camera with a fish-eye effect, (b) undistorted image with blanks, and (c) trimmed full rectangular image without blanks.

3 Experimental Fan Set-up

As a testbed for these measurements, we used an experimental setup comprised primarily of a flume-basin system (Figure 4a) nearly the same as that described by Chen et al. (2022). Specifically, a narrow inclined rectangular channel (2m-long × 0.2m-wide, slope = 0.3) conveys sediment-liquid mixtures to a wide basin (3m-wide × 5m-long, slope = 0.118). For these experiments, we installed a permeable bed layer (1.8m × 1.8m) on the basin surface made of rubber drainage tiles and covered by a #200 mesh screen sheet.

The use of photogrammetry in the way we describe herein does not limit the material choice except for certain details described in the previous section. We designed our sediment-fluid mixture for this paper based on a subset of experiments described in Chen et al. (2022) for which conditions were ideal for relatively simple channelization and channel evolution. These mixtures consisted of 50 w% angular sand (specific gravity of 2.65), 4 w% clay (Kaolinite with specific gravity of 2.65), 45.996 w% water, and 0.004 w% Polydiallyldimethylammonium chloride (PDADMAC), a flocculent.

To ensure a constant mixture throughout the experiment, we premix the liquid mixture (clay/water/flocculent) in a drum and pump it up into a head tank which discharges (at a constant rate) into a funnel mixer operating slightly above the upstream end of the channel. Simultaneously, we use a sediment feeder to input the sand at a constant rate into the same funnel mixer. The entire mixture leaves the funnel well-mixed into the upstream end of the flume and flows to the channel/basin transition (See Chen et al. (2022) for details). The boundary conditions at the channel-to-basin transition loosely resemble those of a transition from canyon-lands to a wide-open depositional area for debris flows. At the transition, there is a sudden decrease in slope and effective width, slowing the progression of the mixture further downslope. The bed permeability allows the liquid to leave the flow from its base and intensifies the reduction of speed at which the remaining mixture travels downslope where it subsequently deposits. As the sand settles in the deposit, it captures some of the clay and the rest drains through the permeable bed. This leaves a soft, moist clay-sand deposit.

As described by Chen et al. (2022), during the first few minutes of these experiments, the experimental debris flows build what becomes the base of the deposit whose surficial features we aim to study. After ten minutes, after sufficient fan growth, the channelization behavior becomes apparently statistically consistent; the details appear closer to a representative of the field cases we aim to understand, and the channelizations and
avulsions appear to regularize. Since it is this latter behavior that we designed the SfM set-up to measure, we report on deposition details during this 10 to 15-minute period of the experiment. The final deposit is approximately cone-shaped and has a plan area of $\approx 1 \text{ m}^2$ (Figure 4b).

![Figure 4](image_url)

**Figure 4.** Debris flow fan experiment. (a) Experiment set-up, (b) photograph of the experimental fan resulting from continuous 15-minute releases with (sand: clay: water) = (50: 4: 46) by weight.

4 Results: Simultaneous Flow and Topography Measurements

4.1 Snapshots of Channels and Topography

To illustrate some of the basic details captured by the imaging system, we present data from six time steps of the debris fan experiment in Figure 5. The first and third columns contain the orthophotos (derived from Agisoft-calculated height data) for the times noted at the bottom of each. To the right of each orthophoto, the second and fourth columns contain slope maps with height contours associated with the same times.

The orthophotos contextualize the more quantitative data in the topography data. The coloration in these images originates from the natural sediment colors and the dyes. There is no relationship between color and topography in these images; rather they help us follow the evolution of the flow paths, particularly when they are combined sequentially to create a movie (see supplementary video).

The topography plots in columns two and four of Figure 5 have three sets of information distinguished by color scheme: (1) slope data (indicated in the turbo rainbow colorbar); (2) elevation data (indicated with thin black contour lines, provided in 5mm height increments), and (3) black pixels that indicate missing data as we discuss shortly. For the elevation data in these images, we first use Agisoft to calculate the height data to a resolution of 2 mm $\times$ 2 mm. Then we smooth these data using a 10 mm diameter moving average filter to remove roughness associated with individual sand particles. We then calculate the slope data from the smoothed height data.

While strictly speaking, the black pixels contain no height data, we find we can use them in conjunction with the orthophotos to help us discern the active channel(s) from
the rest of the surface. While there could be many reasons for missing data points from
SfM processing, in our case we identify two primary regions of concentrated points of
missing DEM data. The solid black rectangle at the top of each image corresponds to
a region within the base of the channel for which we cannot obtain local DEM data be-
cause of local shading issues. Most of the rest of the black pixels correspond to localized
surface fluid. For relatively isolated missing pixel data, we conjecture reflection from sur-
face fluid inhibits height calculations. Regions containing high densities of black pixels
in the height data correspond to the channelized flow, verifiable in the movie of joined
orthophotos (see supplemental video).

Considering all of this, we revisit the snapshots in Figure 5 for insight into some
channel dynamics from the corresponding time interval during our experiment. Figures
5a-b indicate that, at $\approx 622$ seconds into the experiment, two active channels coexisted
on the surface, as indicated with arrows in Figure 5b. Additional analysis described be-
low indicates that one was an established longer-lasting channel (arrow 1) and the other
was a smaller narrow more short-lived channel (arrow 2). From Figures 5c-f we can see
that during the next $\approx 10$ s, the primary channel gradually migrated toward the cen-
ter of the fan while the secondary channel disappeared. At $t \approx 634$ s (Figures 5i-j), the
primary channel avulsed, relatively suddenly, to the left of the center of the fan. From
the topography maps of the previous time steps, we can see this avulsion was spatially
associated with a narrow region – a “gully” – with higher slopes (green color) than the
neighboring areas. That is, after the quick avulsion, the new location of the channel cor-
responded to the location of this gully. With additional analysis, we present in Section
4.2, we found that the primary flow followed the channel in the gully a bit longer un-
til it avulsed again.

These snapshots provide valuable information about the location and evolution of
channels and associated slope maps. In these snapshots, we see evidence of both slow
and fast channel avulsion and associated channel changes. Nevertheless, the snapshots
in and of themselves are limited in how they give us insights on the timescales of the avul-
sions. Even more valuable information comes from our ability to combine the relative
high-speed DEM data from this technique into a form that represents a more continu-
ous view of the evolution of the morphology. In the next section, we provide an exam-
ple of the type of data that can be discerned from a more continuous presentation of the
time evolution.

4.2 Spatio-Temporal Plots of Surface Features

We can combine high temporal resolution data into spatio-temporal plots to elu-
cidate the time dependence(s) of the co-evolution of surface topography and channel avul-
sions. In Figure 6 we illustrate the additional insight such plots can provide in our demon-
stration fan case.

We illustrate how this might be used with a focused analysis of evolution in the
central region of the fan (Figure 6) rather than the fan apex or toe region, where chang-
ing boundary conditions influence flow details. Towards this, we use DEM data (such
as those in Figure 5) that is restricted to the region of the surface that is both more than
300mm from the fan apex and whose height above the permeable base is more than 30mm.
We illustrate the region of interest in the top row of Figure 6. We then average slope data
in this region of each figure in the radial direction. We use the polar coordinate system
for which the origin $r = O$ is located at the fixed apex of the fan; $r$ increases outward
from the apex in the plan view of the orthophoto, and $\phi = 0$ set along the center line
of the fan and increases counterclockwise.

We can plot these together in a spatio-temporal plot. We plot the radially-averaged
fan slope from this central region as a function of both $\phi$ and $t$ in Figures 6d-e. The data
are plotted in Figure 6d based on resolutions of $\Delta \phi = 0.05$ rad and 1/20s for the same
Figure 5. Two series of fan data from photos taken 3 sec apart at approximately 10.5 minutes from the start of the discharge as noted in the first and third columns. Columns 1 and 3: orthophotos constructed from the data at times (in sec) indicated in bottom left corners. Colors are from dye injections during the experiments, not indicative of any particular features. Columns 2 and 4: Topography maps for the same six time steps. Coloration indicates local slopes via a color bar at the bottom right. Regularly-spaced black curved line: elevation contours with 5mm elevation spacing. The black bar near the center top is indicative of the bottom of the channel. Other black regions on the interior of the fan indicate regions for which no DEM data was obtained at that time step, likely due to surface moisture and reflectance. White arrows indicate outlets of two channels.

For ease in interpretation of these images, we draw the reader’s attention to a few details. At approximately 620 s (the time of the first panels in both Figure 5 and 6) two channels are apparent in the spatio-temporal plot, highlighted with white arrows in Figure 5 and black in the spatio-temporal plots in Figures 6d-e. Channel 2 (at approximately
Figure 6. Avulsion analysis. (a)-(c) Illustration of the regions of analysis. Colored region: regions of slope analysis that are not adjacent to the fan apex and toe. Orange line: the ellipse that defines the region adjacent to the fan apex. Pink region: captured channels that are not adjacent to the fan apex. Red line: regression line for the pink region. (d)-(e) Spatio-temporal plot of the measures of slope and channel location. Thick dashed lines in (d): $t = 622$ and $637$ seconds. Thin dash line in (d): the angular coordinates of the end of the regression line. Thick dash in (e): $t = 622$, 637, and 687 seconds.

5/36 \pi ) is a minor channel and, from the spatio-temporal plot, appears to be a remnant from an earlier flow and disappears shortly after $t = 622$ s. Channel 1 is a more significant channel and appears to be migrating at a roughly steady pace toward the fan center. At approximately 635 s, we see evidence of a much faster avulsion, just crossing the center line of the fan in Figure 6b. When we consider the slope map information along with the channel information in this case, we see that the new location is one associated with a higher slope prior to this avulsion (white ellipse in Figures 6a and d). When the channel avulses away from this location at approximately 645 s, we can see that the channel left behind a region of lower slope (blue rather than green at $\phi \approx 0$). These details provide evidence of the mechanics behind channel avulsion.
We now turn our attention to the longer-time plot in Figure 6e. In this plot, we can see many similar sequences, particularly between angles of $\phi = -\pi/4$ to $+\pi/4$ indicating this is a predominant sequencing: a higher slope appears to motivate channel avulsion to the region, and, subsequently, the channel deposits downstream leading to a lower slope. In addition to the occurrence at $\phi \approx 0$ between $\approx 635$ s to 645 s mentioned above, we see evidence of a similar event at $\phi \approx \pi/4$ between $t \approx 730$ s and 760 s. There is a wealth of information that can be mined in these plots for further modeling of these systems. For example, there are also times channel avulsion events increase the local slope (e.g., at $\approx \phi = -3\pi/8$ when $t \approx 670$ s.) We can use these maps to get data for the rate at which channels traverse azimuthally for the slow avulsions. For example, we may calculate an effective slope of the avulsion path on the spatio-temporal plots to get the rate of azimuthal movement vs time.

These provide a context for interpreting avulsion events. They can be somewhat limited by the choices of spatial averaging that was performed. However, with further analysis of different resolutions we can derive many additional types of information to build a more robust set of models for avulsions on fans.

5 Discussion

5.1 Data Resolution and Comparison to Data from Laser Profilometry for Particular Time Steps

In this section, we aim to compare the quality of the DEMs generated by our SfM method with those generated by laser profilometry, while also discussing the crucial role of the number of cameras used in constructing the DEM. Figure 7a displays the topography map of the final deposit produced by the SfM method, revealing some noise on the permeable bed due to reflections, where patterns are challenging to identify. The red-scale slope illustrates the fan surface morphology distinctly. Figure 7b presents the topography map obtained by laser scanning after a period for drainage after the experiment, covering part of the fan due to conflicts in the basin and laser scan system configurations. The laser scan, with a 0.5 mm per pixel resolution, effectively captures the permeable bed without noise and depicts a rugged fan surface with higher local slopes attributed to sediment particles.

Figure 7. Results for the final fan deposit. (a) topography map generated from the photogrammetry method. Red scale presents the surface slope. Black line: elevation contours with 5mm elevation spacing. (b) Topography map generated from the laser scan method. Symbolic as panel a.

Qualitatively, the SfM method results mirror the characteristics and shape of laser profilometry. In quantity comparison, we subtract the DEM captured by SfM from the
laser scan-based DEM, showcasing differences in Figure 8c, with the red line representing the outer boundary of the fan. SfM result provides elevation data for 93.8 % of the region with laser scan elevation data and 99.7 % within the fan boundary. Notably, both methods yield closely aligned results in most regions on the fan surface, with larger vertical differences occurring mainly on the permeable bed outside the fan boundary and along the fan toe with steep slopes. Figure 8d presents the distribution of vertical differences, showing mean absolute values of 1.37 mm for the entire basin and 1.34 mm for the fan region.

These results demonstrate that within our experimental setup, our method constructs topography with comparable high accuracy to laser profilometry, and it achieves this in less than one second per image acquisition, offering continuous measurement opportunities with the same precision.

The determination of the camera count emerges as a pivotal factor influencing DEM precision. To understand this impact, we systematically manipulated the number of cameras, examining resulting variations in spatial coverage and computing height disparities when contrasted with laser scan data. This comparative analysis spans the entire basin, focusing on the fan region.

To compute camera coverage, we leveraged calibrated camera coordinates and orientations in the SfM software, projecting the reduced field of view of each camera onto the inclined planar surface aligned with the permeable bed. Figure 8b illustrates non-uniform camera view times in the domain, with most regions where fan material was deposited viewed by at least 8 cameras and some by up to 28 cameras. The average camera view times in the fan region were 18.9.

Reducing the camera count to 52 cameras lowered the average views in the fan region to 13.9 (ranging from 6 to 22). Under these conditions, the photogrammetry method showed increased disparities from laser scan data, particularly near the fan toe and on the permeable bed, with more regions lacking photogrammetry data (11.1 % in areas with laser scan elevation data and 0.52 % within the fan boundary with laser scan data). The distribution of vertical differences, presented in Figure 8h, showed mean absolute values of 1.46 mm for the entire basin and 1.41 mm for the fan region.

Further reducing the camera count to 38 (as shown in Figure 8i) resulted in an average of 9.4 camera views in the fan region (ranging from 3 to 15). This condition accentuated disparities between photogrammetry and laser scan data, with more regions lacking photogrammetry data (18.7 % in areas with laser scan elevation data and 4.8 % within the fan boundary with laser scan data). The distribution of vertical differences in Figure 8l showed mean absolute values of 2.11 mm for the entire basin and 2.48 mm for the fan region distribution.

As shown in Figure 8, our findings indicate a substantial decrease in accuracy and an increase in missing data as the number of cameras is reduced. The straightforward recommendation for improved measurements is to employ more cameras, assuming that the camera quality adequately resolves details on the target. It is crucial to note that this suggestion is contingent upon the assumption that the camera resolution is sufficiently high to capture intricate details on the target. In instances where the camera resolution is inadequate for this purpose, increasing the camera count will not enhance the precision of the DEMs.

5.2 Discussion of Channel Identification

This study demonstrates the potential application of high-resolution DEMs in investigating the avulsion process on debris fans. However, identifying the channel presents challenges, introducing uncertainties in understanding this complex process. As the con-
construction of DEMs on water surfaces is unfeasible, an alternative approach involves utilizing information from nearby pixels to identify the channel location. This is accomplished by implementing a modified smoothing algorithm with two key parameters: a radius denoted as $r$ and a threshold ratio denoted as $p$ applied to the topography. For each pixel, the algorithm considers the number of distorted pixels within a circular region of radius $r$. If more than the ratio $p$ of nearby pixels are distorted, the central pixel is flagged as exhibiting surface flows (depicted in pink in Figures 6a-c). The chosen parameter values ($r = 20$ mm and $p = 0.75$) in this study specifically target the avulsion of medium and large channels. The results of the algorithm are illustrated by varying $r$ between 15, 20, and 25 mm and $p$ between 0.5, 0.75, and 0.95 in Figure 9, accompanied by a thorough discussion of the effects of these two parameters.

Examining the impact of increasing the ratio $p$ in Figure 9, channels identified by the algorithm exhibit a narrowing trend from the left to the right column. Notably, the offset between the identified channels (depicted in pink) and the distorted pixel regions’ boundaries (depicted in black) becomes more pronounced.

Further analysis focuses on the effects of increasing the radius $r$ in Figure 9. Moving from the top to the bottom row, the influence of the surroundings intensifies. Small channels are notably diminished (illustrated by the scattered channels in panels a, d, and g). Medium channels exhibit reduced width (observed in the primary channels in panels b, c, e, f, h, and i). Conversely, large channels demonstrate less susceptibility to these changes (illustrated in the primary channels in panels a, d, and g). In summary, adjusting $r$ and $p$ can enhance the capture of small channels, while larger values of $r$ and $p$ are more effective in focusing on larger channels.

5.3 Addressing Limitations and other Future Directions

In the course of this investigation, we have presented an innovative and cost-effective methodology for the construction of high-resolution Digital Elevation Models (DEMs) across both temporal and spatial dimensions. This methodology has provided a robust foundation for a comprehensive exploration of the intricate dynamics involved in the channel avulsion process. However, it is incumbent upon us to acknowledge and address certain inherent limitations in our approach.
Primarily, the current reliance on a flash lamp for camera synchronization introduces a temporal precision constraint, tethered to the frame rate of the camera and the duration of the flash. This constraint poses a limitation on the applicability of our method to subjects characterized by a movement whose critical details are faster than the frame rate of the camera. The part of the post-processing that links a particular frame from each camera to all cameras has the limitation of likely being slightly out of synch over the time step of $1 / \text{(frame rate)}$. Furthermore, such cameras have frame rates approximately as specified, so when the initial post-flash images are linked from all cameras at the beginning of the run, they progressively become out of step, which may become serious for longer run requirements. At present, this can be addressed by periodic manual resynchronization at specific times during data processing, but for a longer run this can become tedious. To surmount this constraint and enhance temporal precision, we advocate for the exploration and implementation of new synchronization methods. A judicious selection of synchronization techniques can potentially broaden the scope of our methodology, making it adaptable to a wider array of dynamic phenomena.

Furthermore, as alluded to earlier in this discourse, the presence of water reflection poses additional problems for analysis, potentially compromising measurement accuracy. This issue is particularly pronounced in experiments with higher water content, where the introduction of noise to the DEM becomes a pertinent concern. Mitigating this challenge, particularly for experiments with pervasively high water content, will require strategic intervention. We suggest the application of polarizers attached to all camera lenses, which may provide a practical solution to minimize reflections from the water surface. We plan to incorporate this optical tool to enhance the precision and reliability of our measurements, ensuring the fidelity of the DEM even in conditions with heightened water content.

Leveraging the methodology we have devised, we find its versatility in measuring diverse experimental scenarios marked by swift alterations in topography. The significance of this capability becomes pronounced in processes demanding continuous measurement, where any interruptions in experimentation can yield substantial discrepancies. Notable instances encompass the assessment of dam breach processes (Rifai et al., 2016, 2020), the investigation of river avulsion phenomena on floodplains (Bryant et al., 1995), and the scrutiny of the evolving fan deposition in debris flows occurring at the confluence of trunk rivers and tributaries (Hsu, 2018). In these contexts, the continuous and uninterrupted application of our methodology proves invaluable, enabling a comprehensive understanding of the intricate and dynamic topographical transformations. By extending our methodological application to these diverse scenarios, we pave the way for nuanced insights into the temporal and spatial dynamics of these natural processes.

In the future, we plan to expand the versatility of our methodology beyond topography evolution by incorporating Particle Tracking Velocimetry (PTV) into the image analysis. By concurrently capturing topographical changes and particle locations from various camera angles, our approach enables the effective tracking of surface particles. This integration facilitates the construction of a detailed and nuanced depth-averaged 3-D velocity field, offering insights into the dynamic behaviors of particles within the studied environment. In essence, our methodology provides a multifaceted toolkit for nuanced experimentation and analysis, transcending the boundaries of traditional measurement techniques. As we continue to refine and expand our approach, we anticipate its broader application across a spectrum of dynamic processes, contributing to the advancement of scientific understanding and exploration.

**6 Summary**

This paper introduces an innovative, cost-effective, and high-speed photogrammetry method tailored for capturing a diverse array of geomorphological processes, encom-
passing sediment transport, deposition, and topographic evolution, specifically emphasizing rapidly unfolding phenomena. The method’s core components include many affordable cameras, spatial calibration reference points, and flashlight signals for precise temporal calibration. Utilizing data from these devices with commercial photogrammetry software, such as Agisoft Metashape, facilitates the creation of high-resolution spatial and temporal datasets. The study is centered on the application of this method in laboratory debris flow fans, showcasing its capacity to comprehensively capture the morphodynamic development, including orthogonal images and DEMs at 1/20-second intervals for ∼1 m² debris flow fans constructed over 15 minutes. Remarkably, the method adeptly records channels and their avulsion processes, capturing both sudden and gradual avulsions. The dynamic topography data obtained enables an in-depth investigation into the mechanisms governing these processes, offering valuable insights into the co-evolution of fan morphology and channels. While the experimental results illustrate the potential to explore correlations between avulsion processes and topographic changes, it is essential to acknowledge the paper’s focus on a single experiment. Moreover, the paper underscores the method’s inspirational potential, particularly its accessibility due to its low cost, making it a viable tool for a broader audience engaged in physics-based understanding and hazard modeling through readily available datasets.

7 Open Research

The Matlab codes for camera synchronization, raw videos of all cameras for the experiment, coordinates of the reference points, and example topography data of the experiment (DEM in 1 fps for 600-900 seconds) are available at Chen et al. (2024), https://doi.org/10.5281/zenodo.10421490.

The Python script for triggering the batch processing in Agisoft Metashape used in this paper is built according to Metashape Python Reference (Agisoft LLC, 2019).
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Abstract

We introduce a novel, cost-effective photogrammetry-based method designed for measuring rapidly evolving three-dimensional surface topography in particle-fluid flow experiments. This method offers high-resolution results over a considerable surface area, enabling the capture of dynamic flow events with temporal granularity limited only by removable memory card capacity. Multiple WiFi-enabled security cameras, meticulously calibrated with precision-measured reference points on calibration boards, are employed in this methodology. External synchronization, facilitated by strategically-positioned flash lamps, allows calibration among cameras without additional precise tools. Validating our method through an alluvial fan experiment showcases its efficacy in tracking the growth and evolution of experimental debris flows, particularly in capturing the dynamic evolution of debris flow deposits on a growing alluvial fan. This example illustrates the method’s ability to link local flow, evolution, and deposition to multiple channel avulsion events, highlighting its success in capturing distinct slope and height dependencies associated with these phenomena. Overall, our method transcends conventional measurement approaches, providing a significant advancement in capturing the intricacies of rapidly evolving three-dimensional surface topography in particle-fluid flow experiments. Its cost-effectiveness and robustness make it a valuable tool for diverse, dynamic scenarios, presenting a promising solution for experimental laboratory-scale landscape studies.

Plain Language Summary

We’ve developed a new and affordable way to measure the changing shape of surfaces in experiments where particles interact with fluids. Our method uses multiple WiFi-enabled security cameras that are carefully set up and synchronized using flash lamps. This allows us to capture high-resolution images of dynamic events in the flow, with the only limitation being the memory card capacity. We tested our method in an experiment simulating debris flows on a growing fan of sediment. The results showed that our approach is effective in tracking the growth and changes in the flow, especially in capturing how debris settles on the fan. This method goes beyond traditional measurement techniques, offering a significant improvement in understanding the complex shapes that emerge in particle-fluid flow experiments. Its affordability and reliability make it a valuable tool for studying various dynamic scenarios in experimental landscape studies.

1 Introduction to the Applications: Large Scale Multi-phase Flows and Their Deposits

Geological particle-fluid flows – including lahars, snow avalanches, debris flows, and fluvially-transported sediment – typically form large-scale geomorphological structures upon deposit such as river deltas and alluvial fans (e.g., in Figure 1). Understanding the evolving flow/deposit interactions would help inform a better understanding of ancient sedimentary deposits as well as modern surficial hazards: depositional structures carry signatures of the complex flows under which they were formed. Material details such as grain / liquid concentrations, presence of clay as well as width of grain size distribution influence the flow dynamics and, in turn, channelization, channel avulsion rate, and other details. However, the co-evolution of flow content, flow dynamics, and deposit morphology is difficult to predict or even measure in part because of the dynamically-evolving flow details, such as local rheology and frictional and pressure forces along their boundary. Additionally, even though the flows carry solid materials (particles) that are similar if not identical to those in the beds over which they traverse, the dynamics that control variation between relatively simple erosional and depositional periods of interactions with the bed are only minimally understood. The combined effects often give rise to complex channelization patterns on the surface over which the flows travel (Figure 1a-b).
Historically, our understanding of these natural systems has been shaped by field research incorporated into numerical models (Dietrich & Krautblatter, 2019; Dietrich, 2020), along with the use of massive hillslope experiments (Iverson et al., 2010) and large laboratory experiments (Hsu, 2018). Field data is limited by the hazards associated with the large-scale flows, and detailed data acquisition in the field and in the experimental flows is limited in terms of interactions along the base of the flow that, indeed, dictate the flow/channel interactions. Large-scale experiments are also expensive and limited (Iverson et al., 2010). To supplement the data available at larger scales, much progress has been made in using laboratory experiments much more modest in their size. Because of the possible broad scope under which geomorphologically-significant dynamics can be explored in these smaller experiments, this work is focused on new developments related to increasing the details that can be extracted.

While at first glance these exhibit what one might call “unreasonable effectiveness” at mimicking geomorphic phenomenology at field scale (Paola et al., 2009), they have provided immeasurable insight into previously less-understood natural problems. A few examples include studies of dam and dike breaches (Rifai et al., 2016, 2020); avulsion behaviors of rivers on floodplains and fans (Bryant et al., 1995), including cohesive effects (Martin et al., 2009) on fans; and debris flows (Kaitna et al., 2016) and the fans onto which they deposit (de Haas et al., 2016a, 2018; Chen et al., 2022).

To achieve a full accounting of interactions between flows and surfaces onto which they deposit, many efforts have been devoted to imaging surficial details and their evolution under repeated flow events. Some examples include airborne Lidar in field (Mallet & Bretar, 2009; Webb et al., 2018) and laser profilometry in laboratory (Huang et al., 2010; Hung & Capart, 2013; Rifai et al., 2017, 2020), which both provide extremely high-resolution and precise measurements though are mostly appropriate for relatively stationary surfaces. Another option is photogrammetry, which extracts three-dimensional
information from multiple overlapping two-dimensional images and is typically a more affordable method to construct topographic details both in field (Lane, 2000; Yanites et al., 2006; Westoby et al., 2012; Yang et al., 2018; Eltner et al., 2018; Filhol et al., 2019) and in the laboratory (Morgan et al., 2017; Balaguer-Puig et al., 2017; Piton et al., 2018; Polvi, 2021; Leenman & Eaton, 2021). Lidar, the most expensive of these options, uses a coherent laser beam to capture surface details and thus can more effectively image ground through leaves and other vegetation, whereas photogrammetry uses a wide range of frequencies in the visible light spectrum, which makes it more difficult to reject details associated with trees/plants. In experiments in which plants are not used, this is not a restriction.

In recent years, some studies have used photogrammetry to capture slowly evolving surfaces in the laboratory. For example, Guo et al. (2016); Jiang et al. (2020); Balaguer-Puig et al. (2017) studied soil erosion and rill development at flume scales using the topographic data from photogrammetry. In this case, the dynamics were sufficiently slow that temporal resolutions greater than 1-minute time-steps were sufficient. Leenman and Eaton (2021) studied fluvial deposits on alluvial fans with 1-minute temporal resolution, also sufficient for the dynamics they studied. They employed nine digital single-lens reflex cameras for high spatial resolutions. Alternatively, Piton et al. (2018) investigated open channel flows and utilized photogrammetry to record experimental fluvial topography, employing flow stoppage and drainage before each photogrammetry time step. However, this method is limited to situations where the topography remains unaffected by the drainage process, and the dynamic of the channel evolution is not influenced by the flow stoppage.

In many laboratory experiments, surfaces evolve more quickly, and such repeated drainage steps are not possible. At first glance, it appears the use of photogrammetry is not possible in discerning frequently changing details. Further, because of the requirement of multiple overlapping photos for each DEM data, for high-speed results, one would need multiple cameras for high-resolution topography on a relatively large deposit (~1 m × 1 m) (de Haas et al., 2016b; Chen et al., 2022), not widely affordable. Possibly for these reasons, dynamic topographic measurement methods are not well-established for rapidly evolving surfaces, like fans built from debris flows. Indeed the specific photogrammetry technique adaptable for the laboratory – structure-from-motion (Ullman, 1979) – appears less well-known in the community for experimental adaptation (Morgan et al., 2017).

In this context, we introduce a relatively inexpensive system for measuring topography at high-frequency acquisition rates for system sizes limited only by the number of relatively inexpensive cameras used. Towards this, we introduce structure-from-motion techniques using data acquired by relatively inexpensive “security” cameras in conjunction with distortion-resolving software. To illustrate the effectiveness of this method, we present preliminary analyses of avulsion events on a 1 m² alluvial fan as it builds and develops over 15 minutes. We discuss strengths of this technique as well as limitations in its current form. We conclude by presenting opportunities for expanding the analysis beyond its current usefulness.

2 Low-cost High-speed Structure from Motion (SfM) Photogrammetry for Large Laboratory Experiments

The foundation of our new low-cost real-time topography acquisition and analysis system consists of two primary components: (1) the physical image acquisition system comprised primarily of multiple low-cost security cameras and calibrated reference points, and (2) the Structure from Motion (SfM) image analysis technique that converts overlapping 2-D images to a 3-D deposit surface. In addition to these primary components, we instituted several additional components to enhance the semi-automated stru-
tural analysis of experimental surfaces as they evolve over time. In the following subsections, we present the details of these primary and supporting components.

2.1 Experimental Image Acquisition System and Supporting Elements

![Photogrammetry and supporting systems. (a) Photograph in the laboratory, (b) sketch from downstream view.](image)

**Figure 2.** Photogrammetry and supporting systems. (a) Photograph in the laboratory, (b) sketch from downstream view.

2.1.1 Photogrammetry Acquisition System

To quantitatively record the evolution of the morphology of our deposit, our photogrammetry measurement system consists of (1) an image acquisition frame and (2) spatially distributed reference points (Figure 2).

For the photogrammetry technique to work, we need to have a number of points in space that can be distinguished from one another by the SfM software and whose location is known to be the same or better precision required of the DEM data. Further, the points must be distributed spatially in all three dimensions in such a way as to encompass the expected range of surface data locations. Finally, the reference points must be arranged in such a way that, during the camera calibration period, each camera can capture at least three distinct reference points.

For the spatial calibration reference system, we built four calibration boards (Figure 2). Each calibration board contained 25 12-bit circular reference point patterns (Franzini
et al., 2016) that can be automatically distinguished by the imaging software. The locations of the reference points vary vertically and horizontally across the range of the deposit. Before each experiment, we place the calibration boards in the deposition region in such a way as to encompass the expected distribution of the surface of our deposit (Figure 2). We then use a laser profilometry (laser scan) system at the St. Anthony Falls Laboratory to obtain the three-dimensional coordinates of all reference points (100 reference points). After laser scanning the reference points, we install the cameras for that experiment.

The image acquisition system requirements for the Structure from Motion (SfM) technique include sufficient numbers of cameras (of sufficient resolution) so that all locations on the surface of interest are captured by at least 5, and preferably, up to 10 cameras (Fonstad et al., 2013). For our deposits which typically grow to 1.5×1.5 m² in plan view, we use approximately 70 cameras we mounted to a homemade frame (made of PVC tubes) above the evolving deposit. We use Wyze Cam V3 cameras (security cameras roughly priced at USD 30 per camera), which provide a fair image resolution (1080 x 1920 pixels), a wide field of view (130° diagonal, albeit with the fish-eye effect we discuss shortly), and a frame rate of 20 fps. We mounted the cameras on the PVC tube frame in a staggered array at a distance of approximately 50 cm from the base (Figure 2). This provides an 89% overlap in the neighboring camera image area in the lateral direction and a 59-76% overlap in the basin slope direction, resulting in more than 8-camera overlap for most of the viewing region.

In addition to the details we address during the set-up of the basic image acquisition system, several special issues arise because of the temporal coordination we require and also specific conditions associated with particle-fluid deposits in the geomorphological applications of interest to us. We present our methods for overcoming these issues in the following section.

### 2.1.2 Additional Experimental Components for SfM of Experimental Particle-Fluid Deposits

The use of relatively low-priced security cameras limits the ability to temporally calibrate the picture acquisition from all of the cameras. The security cameras we used do, in fact, have a built-in time synchronization function, but it does not satisfy our needs given the (sub-second) speed at which our experimental deposit surfaces evolve. Therefore, to calibrate our cameras, we used reference events at the beginning and end of our experiments. In particular, we used a Nikon SB900 flashlamp we set with a duration similar to the frame rate of the cameras. More specifically, the brightest part of each flash lasts for 1/20 s and the brightness rises and falls over a slightly longer time (though less than 1/4 s). We flashed the lamp multiple (five) times shortly before the beginning of the flow initiation of our experiment and we repeated this after the flow was complete to verify the stability of the calibration. After the experiment was complete, we input the recordings of these flashes into a homemade code to assign an initial timestep common for all cameras. Essentially, we use the rising limb of the brightness of each flash recorded in the movie to synchronize the cameras as we describe in section 2.2 (along with our other computational image analysis techniques).

Another difficulty in the application of SfM techniques for our systems involves resolving relatively flat mono-colored regions (e.g., Ullman, 1979). If a region of the surface of interest is particularly flat and mono-colored, images acquired from different cameras may not be sufficiently distinct for SfM algorithms to resolve the topography of that region. To provide distinct patterns on the fan surface that the photogrammetry software can use to guide the surface-building algorithms, throughout the duration of the experiment we add different streams of food coloring to incoming flows to the apex of our deposit. Towards this, we constructed a food coloring frame on which to mount four
food coloring feeding bags over the camera frame (Figure 2). We turned on the outflow
of the feeding bags and adjusted the outflow location throughout the experiments to en-
sure the coverage of the food coloring over the fan surface.

Another issue that can negatively affect the image quality during the image acqui-
sition stage is the reflectivity of that surface. For example, this occurs in our experiments
when and where our surface is highly reflective due to excessive moisture and the local
fluid flow. In these cases, the camera images differ partly because of the difference in re-
fection from their different vantage points, differences unrelated to the surface texture.
To diminish this we eliminate point sources of bright lights during the experiment and
use multiple diffuse light sources.

2.1.3 Experimental Acquisition System Set-up and Procedures

Once we prepare these different systems for image acquisition, we perform the fol-
lowing steps to measure our reference points, then capture images of the reference point
towards calibrating our cameras, and finally record the evolving surface over the dura-
tion of the experiment. We place our four calibration boards on the surface of the soon-
to-grow deposit. We measure the calibration points with the laser scanner as described
above. Then, we move the frame with mounted cameras over the reference point cali-
bration boards and initiate the cameras. That is, we connect all security cameras to a
monitoring device (cell phone) through WiFi. After initiation, each security camera con-
tinuously records videos to a micro SD card installed within the camera. With the help
of the monitoring device, we adjust the positions and orientations of each camera to en-
sure that each camera views at least 10 reference points (Fonstad et al., 2013). Once the
cameras are oriented in a satisfactory way, we allow them to record images of the cal-
bration boards for a few minutes, we then remove the calibration boards without chang-
ing camera positions, and the cameras are ready to record.

2.2 Image Analysis

Once we have completed the experiment, we upload all videos to a computer with
Structure from Motion software and other image processing techniques we detail shortly.

2.2.1 Structure from Motion (SfM) Image Analysis Technique

Structure from Motion (SfM) is a relatively well-known image analysis technique
that creates 3-D models of object surfaces from 2-D images. We use the commercial Ag-
isoft software package to process our images in this way. Originally, it was a technique
developed literally to use multiple images taken of a surface from a moving camera (the
“motion” part of the nomenclature) to reconstruct the 3-D details (structure) of the sur-
face (Ullman, 1979). In fact, it is not the motion of the camera that matters, rather, im-
ages must be taken from multiple vantage points. Since the images must be acquired at
an effectively minimal time difference (in the time scale of an evolving surface), it is more
effective in a fast-changing surface to use multiple cameras as we do in our approach. Then
we can use the SfM technique to convert multiple 2-D images taken at the same time
to create 3-D models of our surface for as many timesteps as we have data. The prob-
lem of reconstructing a 3-D surface from multiple 2-D images has been the focus of a large
body of research in the field of “computer vision”, starting from the seminal paper by

Computational algorithms extract 3-D surface features from multiple 2-D images
following several steps. They first extract features (such as corners or edges) from im-
ages and match them across multiple images. Once these features are matched, the rel-
ative camera position and orientation for each image can be computed. These can then
be used to reconstruct the 3-D structure of the scene. One of the advantages of SfM is
that it can be done using a relatively inexpensive setup, such as a consumer-grade camera (or cameras). We note, however, that the accuracy and quality of the 3-D models produced depend on factors such as the number and quality of the input images, the camera calibration, and the feature-matching algorithms’ accuracy.

While the above describes the minimal considerations for such an SfM system, there are some common issues in the experiments we designed this technique for that need to be considered in the overall design for the technique to be effective. We describe some of the details we encountered along with their solutions presently.

### 2.2.2 Additional Components for Image Processing

Several image processing steps are necessary to ensure high-quality photogrammetry results. We describe the steps here and provide the Matlab code we use in the Open Research section.

To start the processing, we first have to calibrate the timeline of the videos from each camera with one another. This is not as straightforward as it seems; while the security cameras all take pictures at a rate of 1/20 Hz over the 0.05 s duration, some are capturing images while others are between images and effectively have their shutters closed. In other words, each flash is recorded with various levels in the different cameras. First, our code calculates the brightness of each image from the beginning of the movie recorded by each camera. Then our code calculates the change of brightness from each image to the next in a subset of the images recorded near the same time as the brightest image. It uses a threshold to find the biggest positive gradients in this time period. Because of the nature of the flashlamp and the cameras, it finds five rising pairs. The fifth rising pair indicates the time step of each camera capturing the flashlight performed at the beginning of the experiment $t = 0$.

For all images we want to be processed, i.e., used to create DEM data, we note that all camera lenses create optical distortion, and the security cameras with wide fields of view have an especially strong fish-eye effect (Figure 3a). However, using images without distortion to build three-dimensional topographies is ideal. To correct the perspective in the images, we took a set of images of a checkerboard and used the algorithms provided by Scaramuzza et al. (2006) to correct the optical distortions for the image data recorded by each camera (Figure 3b). We then trim each corrected image down to 559 x 1359 pixels with a reduced field of view (110° diagonal, 105.8° horizontal, and 57.1° vertical) to keep the full rectangular image without blanks (Figure 3c). We then use these corrected images for all the steps that follow.

After following these steps, we are ready to process the images in the commercial SfM software, Agisoft Metashape and to build digital elevation models (DEM) and orthophotos (orthophoto). To do so, we first import the images of the reference points (described above in section 2.1) and the coordinates of the reference points to the software. The software detects each image’s 12-bit circular reference points and calibrates the camera coordinates (positions and rotation angles). We then use a Python script to trigger Agisoft Metashape to build the DEMs and orthophotos for multiple time steps by batch processing. By using an i5-9500 Intel processor, it takes around 3 minutes to complete the process for each time step.

To determine the times at which we want high temporal resolution data for our experiments (described in the next section) we find it useful to first go through this process (correct image distortion, and build and export the data) at a frequency of 1/s for the whole duration of the experiment. Based on the results, we can choose a specific part of the experiment to repeat this process at a higher frequency for a shorter time interval, up to a maximum frequency of 20 per second (DEM’s of $\sim 1$ mm$^2$ spatial resolution and orthophotos of $\sim 1$ mm per pixel resolution).
Figure 3. Image fish-eye distortion correction. (a) Image from the security camera with a fish-eye effect, (b) undistorted image with blanks, and (c) trimmed full rectangular image without blanks.

3 Experimental Fan Set-up

As a testbed for these measurements, we used an experimental setup comprised primarily of a flume-basin system (Figure 4a) nearly the same as that described by Chen et al. (2022). Specifically, a narrow inclined rectangular channel (2m-long × 0.2m-wide, slope = 0.3) conveys sediment-liquid mixtures to a wide basin (3m-wide × 5m-long, slope = 0.118). For these experiments, we installed a permeable bed layer (1.8m × 1.8m) on the basin surface made of rubber drainage tiles and covered by a #200 mesh screen sheet.

The use of photogrammetry in the way we describe herein does not limit the material choice except for certain details described in the previous section. We designed our sediment-fluid mixture for this paper based on a subset of experiments described in Chen et al. (2022) for which conditions were ideal for relatively simple channelization and channel evolution. These mixtures consisted of 50 w% angular sand (specific gravity of 2.65), 4 w% clay (Kaolinite with specific gravity of 2.65), 45.996 w% water, and 0.004 w% Polydiallyldimethylammonium chloride (PDADMAC), a flocculent.

To ensure a constant mixture throughout the experiment, we premix the liquid mixture (clay/water/floculent) in a drum and pump it up into a head tank which discharges (at a constant rate) into a funnel mixer operating slightly above the upstream end of the channel. Simultaneously, we use a sediment feeder to input the sand at a constant rate into the same funnel mixer. The entire mixture leaves the funnel well-mixed into the upstream end of the flume and flows to the channel/basin transition (See Chen et al. (2022) for details). The boundary conditions at the channel-to-basin transition loosely resemble those of a transition from canyon-lands to a wide-open depositional area for debris flows. At the transition, there is a sudden decrease in slope and effective width, slowing the progression of the mixture further downslope. The bed permeability allows the liquid to leave the flow from its base and intensifies the reduction of speed at which the remaining mixture travels downslope where it subsequently deposits. As the sand settles in the deposit, it captures some of the clay and the rest drains through the permeable bed. This leaves a soft, moist clay-sand deposit.

As described by Chen et al. (2022), during the first few minutes of these experiments, the experimental debris flows build what becomes the base of the deposit whose surficial features we aim to study. After ten minutes, after sufficient fan growth, the channelization behavior becomes apparently statistically consistent; the details appear closer to a representative of the field cases we aim to understand, and the channelizations and
avulsions appear to regularize. Since it is this latter behavior that we designed the SfM set-up to measure, we report on deposition details during this 10 to 15-minute period of the experiment. The final deposit is approximately cone-shaped and has a plan area of $\approx 1 \text{ m}^2$ (Figure 4b).

![Figure 4. Debris flow fan experiment. (a) Experiment set-up, (b) photograph of the experimental fan resulting from continuous 15-minute releases with (sand: clay: water) = (50: 4: 46) by weight.](image)

4 Results: Simultaneous Flow and Topography Measurements

4.1 Snapshots of Channels and Topography

To illustrate some of the basic details captured by the imaging system, we present data from six time steps of the debris fan experiment in Figure 5. The first and third columns contain the orthophotos (derived from Agisoft-calculated height data) for the times noted at the bottom of each. To the right of each orthophoto, the second and fourth columns contain slope maps with height contours associated with the same times.

The orthophotos contextualize the more quantitative data in the topography data. The coloration in these images originates from the natural sediment colors and the dies. There is no relationship between color and topography in these images; rather they help us follow the evolution of the flow paths, particularly when they are combined sequentially to create a movie (see supplementary video).

The topography plots in columns two and four of Figure 5 have three sets of information distinguished by color scheme: (1) slope data (indicated in the turbo rainbow colorbar); (2) elevation data (indicated with thin black contour lines, provided in 5mm height increments), and (3) black pixels that indicate missing data as we discuss shortly. For the elevation data in these images, we first use Agisoft to calculate the height data to a resolution of 2 mm $\times$ 2 mm. Then we smooth these data using a 10 mm diameter moving average filter to remove roughness associated with individual sand particles. We then calculate the slope data from the smoothed height data.

While strictly speaking, the black pixels contain no height data, we find we can use them in conjunction with the orthophotos to help us discern the active channel(s) from
the rest of the surface. While there could be many reasons for missing data points from SfM processing, in our case we identify two primary regions of concentrated points of missing DEM data. The solid black rectangle at the top of each image corresponds to a region within the base of the channel for which we cannot obtain local DEM data because of local shading issues. Most of the rest of the black pixels correspond to localized surface fluid. For relatively isolated missing pixel data, we conjecture reflection from surface fluid inhibits height calculations. Regions containing high densities of black pixels in the height data correspond to the channelized flow, verifiable in the movie of joined orthophotos (see supplemental video).

Considering all of this, we revisit the snapshots in Figure 5 for insight into some channel dynamics from the corresponding time interval during our experiment. Figures 5a-b indicate that, at \( \approx 622 \) seconds into the experiment, two active channels coexisted on the surface, as indicated with arrows in Figure 5b. Additional analysis described below indicates that one was an established longer-lasting channel (arrow 1) and the other was a smaller narrow more short-lived channel (arrow 2). From Figures 5c-f we can see that during the next \( \approx 10 \) s, the primary channel gradually migrated toward the center of the fan while the secondary channel disappeared. At \( t \approx 634 \) s (Figures 5i-j), the primary channel avulsed, relatively suddenly, to the left of the center of the fan. From the topography maps of the previous time steps, we can see this avulsion was spatially associated with a narrow region – a “gully” – with higher slopes (green color) than the neighboring areas. That is, after the quick avulsion, the new location of the channel corresponded to the location of this gully. With additional analysis, we present in Section 4.2, we found that the primary flow followed the channel in the gully a bit longer until it avulsed again.

These snapshots provide valuable information about the location and evolution of channels and associated slope maps. In these snapshots, we see evidence of both slow and fast channel avulsion and associated channel changes. Nevertheless, the snapshots in and of themselves are limited in how they give us insights on the timescales of the avulsions. Even more valuable information comes from our ability to combine the relative high-speed DEM data from this technique into a form that represents a more continuous view of the evolution of the morphology. In the next section, we provide an example of the type of data that can be discerned from a more continuous presentation of the time evolution.

### 4.2 Spatio-Temporal Plots of Surface Features

We can combine high temporal resolution data into spatio-temporal plots to elucidate the time dependence(s) of the co-evolution of surface topography and channel avulsions. In Figure 6 we illustrate the additional insight such plots can provide in our demonstration fan case.

We illustrate how this might be used with a focused analysis of evolution in the central region of the fan (Figure 6) rather than the fan apex or toe region, where changing boundary conditions influence flow details. Towards this, we use DEM data (such as those in Figure 5) that is restricted to the region of the surface that is both more than 300mm from the fan apex and whose height above the permeable base is more than 30mm. We illustrate the region of interest in the top row of Figure 6. We then average slope data in this region of each figure in the radial direction. We use the polar coordinate system for which the origin \( r = O \) is located at the fixed apex of the fan; \( r \) increases outward from the apex in the plan view of the orthophoto, and \( \phi = 0 \) set along the center line of the fan and increases counterclockwise.

We can plot these together in a spatio-temporal plot. We plot the radially-averaged fan slope from this central region as a function of both \( \phi \) and \( t \) in Figures 6d-e. The data are plotted in Figure 6d based on resolutions of \( \Delta \phi = 0.05 \) rad and 1/20s for the same
Figure 5. Two series of fan data from photos taken 3 sec apart at approximately 10.5 minutes from the start of the discharge as noted in the first and third columns. Columns 1 and 3: orthophotos constructed from the data at times (in sec) indicated in bottom left corners. Colors are from dye injections during the experiments, not indicative of any particular features. Columns 2 and 4: Topography maps for the same six time steps. Coloration indicates local slopes via a color bar at the bottom right. Regularly-spaced black curved line: elevation contours with 5mm elevation spacing. The black bar near the center top is indicative of the bottom of the channel. Other black regions on the interior of the fan indicate regions for which no DEM data was obtained at that time step, likely due to surface moisture and reflectance. White arrows indicate outlets of two channels.

Figure 6e, we plot these for one frame per second for the time frame between 600 and 900 seconds. Superposed on the slope map, we plot the location of the flowing regions in greyscale. Since we cannot precisely identify the flows by the DEM data, we use the information from the distorted pixel regions (black in Figure 5) to approximate these data. We do so by a modified smoothing algorithm. For each pixel, we consider the number of distorted pixels within a circular region of radius 20 mm (approximately 316 pixels). If more than 75% of those nearby pixels are distorted in the DEM we plot that central pixel as one with surface flows (pink in Figures 6a-c). For each time step, we count the number of pixels in each solid angle and plot it based on the greyscale defined at the right of Figure 6e. Many other choices for this spatially-averaged spatio-temporal plot; for this example, we consider this framework and then we discuss effects of alternative settings briefly in Section 5.2.

For ease in interpretation of these images, we draw the reader’s attention to a few details. At approximately 620 s (the time of the first panels in both Figure 5 and 6) two channels are apparent in the spatio-temporal plot, highlighted with white arrows in Figure 5 and black in the spatio-temporal plots in Figures 6d-e. Channel 2 (at approximately
Figure 6. Avulsion analysis. (a)-(c) Illustration of the regions of analysis. Colored region: regions of slope analysis that are not adjacent to the fan apex and toe. Orange line: the ellipse that defines the region adjacent to the fan apex. Pink region: captured channels that are not adjacent to the fan apex. Red line: regression line for the pink region. (d)-(e) Spatio-temporal plot of the measures of slope and channel location. Thick dashed lines in (d): $t = 622$ and 637 seconds. Thin dash line in (d): the angular coordinates of the end of the regression line. Thick dash in (e): $t = 622, 637,$ and 687 seconds.

$5/36 \pi$) is a minor channel and, from the spatio-temporal plot, appears to be a remnant from an earlier flow and disappears shortly after $t = 622$ s. Channel 1 is a more significant channel and appears to be migrating at a roughly steady pace toward the fan center. At approximately 635 s, we see evidence of a much faster avulsion, just crossing the center line of the fan in Figure 6b. When we consider the slope map information along with the channel information in this case, we see that the new location is one associated with a higher slope prior to this avulsion (white ellipse in Figures 6a and d). When the channel avulses away from this location at approximately 645 s, we can see that the channel left behind a region of lower slope (blue rather than green at $\phi \approx 0$). These details provide evidence of the mechanics behind channel avulsion.
We now turn our attention to the longer-time plot in Figure 6e. In this plot, we can see many similar sequences, particularly between angles of $\phi = -\pi/4$ to $+\pi/4$ indicating this is a predominant sequencing: a higher slope appears to motivate channel avulsion to the region, and, subsequently, the channel deposits downstream leading to a lower slope. In addition to the occurrence at $\phi \approx 0$ between $\approx 635$ s to 645 s mentioned above, we see evidence of a similar event at $\phi \approx \pi/4$ between $t \approx 730$ s and 760s. There is a wealth of information that can be mined in these plots for further modeling of these systems. For example, there are also times channel avulsion events increase the local slope (e.g., at $\approx \phi = -3\pi/8$ when $t \approx 670$ s.) We can use these maps to get data for the rate at which channels traverse azimuthally for the slow avulsions. For example, we may calculate an effective slope of the avulsion path on the spatio-temporal plots to get the rate of azimuthal movement vs time.

These provide a context for interpreting avulsion events. They can be somewhat limited by the choices of spatial averaging that was performed. However, with further analysis of different resolutions we can derive many additional types of information to build a more robust set of models for avulsions on fans.

5 Discussion

5.1 Data Resolution and Comparison to Data from Laser Profilometry for Particular Time Steps

In this section, we aim to compare the quality of the DEMs generated by our SfM method with those generated by laser profilometry, while also discussing the crucial role of the number of cameras used in constructing the DEM. Figure 7a displays the topography map of the final deposit produced by the SfM method, revealing some noise on the permeable bed due to reflections, where patterns are challenging to identify. The red-scale slope illustrates the fan surface morphology distinctly. Figure 7b presents the topography map obtained by laser scanning after a period for drainage after the experiment, covering part of the fan due to conflicts in the basin and laser scan system configurations. The laser scan, with a 0.5 mm per pixel resolution, effectively captures the permeable bed without noise and depicts a rugged fan surface with higher local slopes attributed to sediment particles.

Figure 7. Results for the final fan deposit. (a) Topography map generated from the photogrammetry method. Red scale presents the surface slope. Black line: elevation contours with 5mm elevation spacing. (b) Topography map generated from the laser scan method. Symbolic as panel a.

Qualitatively, the SfM method results mirror the characteristics and shape of laser profilometry. In quantity comparison, we subtract the DEM captured by SfM from the
laser scan-based DEM, showcasing differences in Figure 8c, with the red line representing the outer boundary of the fan. SfM result provides elevation data for 93.8% of the region with laser scan elevation data and 99.7% within the fan boundary. Notably, both methods yield closely aligned results in most regions on the fan surface, with larger vertical differences occurring mainly on the permeable bed outside the fan boundary and along the fan toe with steep slopes. Figure 8d presents the distribution of vertical differences, showing mean absolute values of 1.37 mm for the entire basin and 1.34 mm for the fan region.

These results demonstrate that within our experimental setup, our method constructs topography with comparable high accuracy to laser profilometry, and it achieves this in less than one second per image acquisition, offering continuous measurement opportunities with the same precision.

The determination of the camera count emerges as a pivotal factor influencing DEM precision. To understand this impact, we systematically manipulated the number of cameras, examining resulting variations in spatial coverage and computing height disparities when contrasted with laser scan data. This comparative analysis spans the entire basin, focusing on the fan region.

To compute camera coverage, we leveraged calibrated camera coordinates and orientations in the SfM software, projecting the reduced field of view of each camera onto the inclined planar surface aligned with the permeable bed. Figure 8b illustrates non-uniform camera view times in the domain, with most regions where fan material was deposited viewed by at least 8 cameras and some by up to 28 cameras. The average camera view times in the fan region were 18.9.

Reducing the camera count to 52 cameras lowered the average views in the fan region to 13.9 (ranging from 6 to 22). Under these conditions, the photogrammetry method showed increased disparities from laser scan data, particularly near the fan toe and on the permeable bed, with more regions lacking photogrammetry data (11.1% in areas with laser scan elevation data and 0.52% within the fan boundary with laser scan data). The distribution of vertical differences, presented in Figure 8h, showed mean absolute values of 1.46 mm for the entire basin and 1.41 mm for the fan region.

Further reducing the camera count to 38 (as shown in Figure 8i) resulted in an average of 9.4 camera views in the fan region (ranging from 3 to 15). This condition accentuated disparities between photogrammetry and laser scan data, with more regions lacking photogrammetry data (18.7% in areas with laser scan elevation data and 4.8% within the fan boundary with laser scan data). The distribution of vertical differences in Figure 8l showed mean absolute values of 2.11 mm for the entire basin and 2.48 mm for the fan region distribution.

As shown in Figure 8, our findings indicate a substantial decrease in accuracy and an increase in missing data as the number of cameras is reduced. The straightforward recommendation for improved measurements is to employ more cameras, assuming that the camera quality adequately resolves details on the target. It is crucial to note that this suggestion is contingent upon the assumption that the camera resolution is sufficiently high to capture intricate details on the target. In instances where the camera resolution is inadequate for this purpose, increasing the camera count will not enhance the precision of the DEMs.

5.2 Discussion of Channel Identification

This study demonstrates the potential application of high-resolution DEMs in investigating the avulsion process on debris fans. However, identifying the channel presents challenges, introducing uncertainties in understanding this complex process. As the con-

Construction of DEMs on water surfaces is unfeasible, an alternative approach involves utilizing information from nearby pixels to identify the channel location. This is accomplished by implementing a modified smoothing algorithm with two key parameters: a radius denoted as \( r \) and a threshold ratio denoted as \( p \) applied to the topography. For each pixel, the algorithm considers the number of distorted pixels within a circular region of radius \( r \). If more than the ratio \( p \) of nearby pixels are distorted, the central pixel is flagged as exhibiting surface flows (depicted in pink in Figures 6a-c). The chosen parameter values (\( r = 20 \text{ mm} \) and \( p = 0.75 \)) in this study specifically target the avulsion of medium and large channels. The results of the algorithm are illustrated by varying \( r \) between 15, 20, and 25 mm and \( p \) between 0.5, 0.75, and 0.95 in Figure 9, accompanied by a thorough discussion of the effects of these two parameters.

Examining the impact of increasing the ratio \( p \) in Figure 9, channels identified by the algorithm exhibit a narrowing trend from the left to the right column. Notably, the offset between the identified channels (depicted in pink) and the distorted pixel regions’ boundaries (depicted in black) becomes more pronounced.
Further analysis focuses on the effects of increasing the radius \( r \) in Figure 9. Moving from the top to the bottom row, the influence of the surroundings intensifies. Small channels are notably diminished (illustrated by the scattered channels in panels a, d, and g). Medium channels exhibit reduced width (observed in the primary channels in panels b, c, e, f, h, and i). Conversely, large channels demonstrate less susceptibility to these changes (illustrated in the primary channels in panels a, d, and g). In summary, adjusting \( r \) and \( p \) can enhance the capture of small channels, while larger values of \( r \) and \( p \) are more effective in focusing on larger channels.

5.3 Addressing Limitations and other Future Directions

In the course of this investigation, we have presented an innovative and cost-effective methodology for the construction of high-resolution Digital Elevation Models (DEMs) across both temporal and spatial dimensions. This methodology has provided a robust foundation for a comprehensive exploration of the intricate dynamics involved in the channel avulsion process. However, it is incumbent upon us to acknowledge and address certain inherent limitations in our approach.
Primarily, the current reliance on a flash lamp for camera synchronization introduces a temporal precision constraint, tethered to the frame rate of the camera and the duration of the flash. This constraint poses a limitation on the applicability of our method to subjects characterized by a movement whose critical details are faster than the frame rate of the camera. The part of the post-processing that links a particular frame from each camera to all cameras has the limitation of likely being slightly out of sync over the time step of $1 \text{ / (frame rate)}$. Furthermore, such cameras have frame rates approximately as specified, so when the initial post-flash images are linked from all cameras at the beginning of the run, they progressively become out of step, which may become serious for longer run requirements. At present, this can be addressed by periodic manual resynchronization at specific times during data processing, but for a longer run this can become tedious. To surmount this constraint and enhance temporal precision, we advocate for the exploration and implementation of new synchronization methods. A judicious selection of synchronization techniques can potentially broaden the scope of our methodology, making it adaptable to a wider array of dynamic phenomena.

Furthermore, as alluded to earlier in this discourse, the presence of water reflection poses additional problems for analysis, potentially compromising measurement accuracy. This issue is particularly pronounced in experiments with higher water content, where the introduction of noise to the DEM becomes a pertinent concern. Mitigating this challenge, particularly for experiments with pervasively high water content, will require strategic intervention. We suggest the application of polarizers attached to all camera lenses, which may provide a practical solution to minimize reflections from the water surface. We plan to incorporate this optical tool to enhance the precision and reliability of our measurements, ensuring the fidelity of the DEM even in conditions with heightened water content.

Leveraging the methodology we have devised, we find its versatility in measuring diverse experimental scenarios marked by swift alterations in topography. The significance of this capability becomes pronounced in processes demanding continuous measurement, where any interruptions in experimentation can yield substantial discrepancies. Notable instances encompass the assessment of dam breach processes (Rifai et al., 2016, 2020), the investigation of river avulsion phenomena on floodplains (Bryant et al., 1995), and the scrutiny of the evolving fan deposition in debris flows occurring at the confluence of trunk rivers and tributaries (Hsu, 2018). In these contexts, the continuous and uninterrupted application of our methodology proves invaluable, enabling a comprehensive understanding of the intricate and dynamic topographical transformations. By extending our methodological application to these diverse scenarios, we pave the way for nuanced insights into the temporal and spatial dynamics of these natural processes.

In the future, we plan to expand the versatility of our methodology beyond topography evolution by incorporating Particle Tracking Velocimetry (PTV) into the image analysis. By concurrently capturing topographical changes and particle locations from various camera angles, our approach enables the effective tracking of surface particles. This integration facilitates the construction of a detailed and nuanced depth-averaged 3-D velocity field, offering insights into the dynamic behaviors of particles within the studied environment. In essence, our methodology provides a multifaceted toolkit for nuanced experimentation and analysis, transcending the boundaries of traditional measurement techniques. As we continue to refine and expand our approach, we anticipate its broader application across a spectrum of dynamic processes, contributing to the advancement of scientific understanding and exploration.

### 6 Summary

This paper introduces an innovative, cost-effective, and high-speed photogrammetry method tailored for capturing a diverse array of geomorphological processes, encompassing...
passing sediment transport, deposition, and topographic evolution, specifically emphasizing rapidly unfolding phenomena. The method’s core components include many affordable cameras, spatial calibration reference points, and flashlight signals for precise temporal calibration. Utilizing data from these devices with commercial photogrammetry software, such as Agisoft Metashape, facilitates the creation of high-resolution spatial and temporal datasets. The study is centered on the application of this method in laboratory debris flow fans, showcasing its capacity to comprehensively capture the morphodynamic development, including orthogonal images and DEMs at 1/20-second intervals for ∼1 m² debris flow fans constructed over 15 minutes. Remarkably, the method adeptly records channels and their avulsion processes, capturing both sudden and gradual avulsions. The dynamic topography data obtained enables an in-depth investigation into the mechanisms governing these processes, offering valuable insights into the co-evolution of fan morphology and channels. While the experimental results illustrate the potential to explore correlations between avulsion processes and topographic changes, it is essential to acknowledge the paper’s focus on a single experiment. Moreover, the paper underscores the method’s inspirational potential, particularly its accessibility due to its low cost, making it a viable tool for a broader audience engaged in physics-based understanding and hazard modeling through readily available datasets.

7 Open Research

The Matlab codes for camera synchronization, raw videos of all cameras for the experiment, coordinates of the reference points, and example topography data of the experiment (DEM in 1 fps for 600-900 seconds) are available at Chen et al. (2024), https://doi.org/10.5281/zenodo.10421490.

The Python script for triggering the batch processing in Agisoft Metashape used in this paper is built according to Metashape Python Reference (Agisoft LLC, 2019).
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