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Abstract

In the future Space Information Network (SIN), remote sensing satellites (RSSs) can access communication constellations (CC) and ground stations (GSs) through inter-layer links (ILLs) and satellite-ground links (SGLs) to realize the timely transmission of large amounts of observation data. In this paper, we study the link topology of both ILLs and SGLs with different time slot durations from the perspective of each RSS based on the time-expanded graph. We propose a multi-objective mission flow optimization model to jointly achieve transmission benefits maximization, end-of-period energy maximization, and transmission wait time minimization. This model considers missions’ importance differences under limited storage, energy, and link bandwidth resources. To reduce the solving complexity, we propose a Phased Multi-Objective (PMO) algorithm composed of two Integer Linear Programming (ILP) problems and one Linear Programming (LP) problem to separate the integer programming part from the continuous part. A Multi-Objective Mixed Integer Linear Programming (MO-MILP) model is also formulated for comparison. We simulate the proposed methods in different scale SIN with practical parameters referred to the SAR satellites. The results indicate that observation data can be transmitted in near real-time with adequate bandwidth of ILLs. PMO can achieve multiple objectives and is applicable in large-scale constellation systems.
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I. INTRODUCTION

Earth observation of remote sensing satellites (RSSs) plays an important role in environmental monitoring, disaster emergency rescue, and smart city construction [1], [2]. With the development of RSSs, high-resolution and wide-range imaging results in a rapid increase of observation data amount. However, the traditional RSS system can only transmit data in the visible range of ground stations (GSs) by satellite-ground links (SGLs). Due to political factors, GSs can only be placed in a small area (i.e. within the national territory), so RSSs have to transmit data at long intervals. As a result, it increases the onboard storage pressure of RSS and is unable to meet the needs of some real-time services.

Fortunately, communication constellation (CC) provides the possibility to realize the timely transmission of large amounts of observation data. In recent years, mega CC such as OneWeb [3], Starlink [4], Telesat [5] etc., have attracted much attention. They can transmit data back to earth at any time with the support of inter-satellite laser communications [6]. Hundreds of RSSs can access CC concurrently by inter-layer links (ILLs) to transmit observation data. These satellites and GSs form a Space Information Network (SIN) with a larger degree of connectivity [7]–[10]. Meanwhile, RSSs are also facing many changes in the design of satellite systems, such as a laser communication device mounted on the top or side of the satellite, a storage and energy system considering data transmission of ILLs, etc. For effectively transmitting data of RSSs in the SIN, it is crucial to study the SGLs and ILLs planning problem considering the highly dynamic characteristics of space topology, and the data flow optimization problem considering the onboard storage and energy resources. On this issue, research efforts have been undertaken in two aspects.

One aspect focuses on the dynamic time-varying space topology and link allocation strategy of the SIN. In this aspect, snapshot graph (or virtual topology) method is widely applied to divide the time domain evenly into several segments and name each segment as a time slot [11], [12]. The topology of each time slot is considered static, which means the visible relationships among all nodes are constant during a time slot. Hou et al. [13] proposed an SGLs planning algorithm to realize the minimum number of handover times and route updates. Li et al. [14] developed a time-relevant graph with time-domain and spatial-domain in a triple-layered satellite network, and proposed a topology control method. Huang et al. [15] studied the ILLs allocation strategy in a double-layered satellite network, with the consideration of satellites’ visible duration, transmitting power, and distributions of user load.

However, the above-mentioned researches [13]–[15] only focus on the topology but do not reflect the optimization of data flow. Besides, the link allocation strategies do not consider the requirements of missions. Since flow planning is necessary for RSSs’ data transmission, our research focuses on the other aspect as below.
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The other aspect focuses on link topology and further considers flow optimization. In this aspect, time-expanded graph is commonly used to model the network topology. Compared to typical snapshot graphs, the time-expanded graphs further consider data storage as a caching link to connect adjacent snapshots [16], [17]. Liu et al. [18] proposed a maximum flow routing strategy in SIN with a dynamic time slot duration determination model. Zhou et al. [19] considered mission difference and proposed a network benefits maximization method in terms of sum weighted transmitted data volume. Yan et al. [20] optimized the ILLs’ topology in global navigation satellite systems to achieve the maximum throughput, and further in [21] optimized both ILLs and SGLs to minimize the average delay of data delivery from satellites to GSs.

However, these researches [18]–[21] still have some unsolved problems as follows:

1) SGLs and ILLs are not jointly planned with the consideration of their different connectable conditions from the perspective of RSSs. The challenge lies in the fact that ILLs require a long time slot duration to implement the linear modeling of laser link handover constraints [22], while SGLs require a short time slot duration to achieve the maximum linking duration in the short visible time window.

2) Single-objective optimization of data flow loses the achievement for other related objectives. Transmission benefits maximization, throughput maximization, delay minimization, harvest energy maximization, etc., are all vital objectives. How to realize the optimization of multiple objectives?

3) When jointly planning SGLs and ILLs, the traditional Mixed Integer Linear Programming (MILP) models could not realize the optimization of each mission flow due to the computational complexity, and only the optimal total flow of all missions can be achieved. The challenge lies in reducing complexity to optimize each data flow with dynamic links and enable the method to be applicable in large-scale SIN.

In this paper, we study the linking strategy and mission flow optimization method from the perspective of each RSS in the scenario of RSSs accessing CC and GSs. The link topology of RSS in SIN is based on the time-expanded graph. The observation missions’ importance difference is comprehensively considered in links planning and flow management to realize multiple objectives. The onboard storage, energy, and linking loads resources are limited for each RSS, so resource management is also involved. With the proposed model, each mission flows through SGLs and ILLs can be planned optimally. We verify the effectiveness of the proposed method in SIN with five GSs and three constellations of 36, 136, and 500 satellites. The simulation parameters of RSSs refer to the real data of a SAR satellite.

Compared to the state of the art, the main contributions of this paper can be summarized as follows:

- A joint topology optimization model of SGLs and ILLs from the perspective of RSSs in a time-expanded graph containing CC and GSs, in which each type of link has its own appropriate time slot duration.
- A multi-objective mission flow optimization model achieving the transmission benefits maximization, the end-of-period energy maximization and the mission-weighted transmission wait time minimization, with a linear weighting method to realize the primary goal of benefits maximization.
- A Phased Multi-Objective (PMO) algorithm composed of two Integer Linear Programming (ILP) problems and one Linear Programming (LP) problem to reduce complexity by separating the integer programming part from the continuous programming part, which can significantly reduce the solution time and obtain an optimal solution close to the global optimum of the Multi-Objective MILP (MO-MILP) algorithm.

The rest of this paper is organized as follows. Section II presents the system architecture of SIN and its time-expanded graph. The topology optimization models of SGLs and ILLs are formulated in Section III. Based on the obtained link topology, we propose a multi-objective model in Section IV to realize flow optimization of each mission and resource management. In Section V, a weight selection strategy is proposed for the multi-objective problem, a PMO algorithm is proposed to solve the link planning and flow optimization problem, and an integrated MO-MILP model is formulated for comparison. Section VI verifies the effectiveness of the proposed models and algorithms with the simulation in an SIN composed of varying number of satellites and five GSs. At last, Section VII concludes this paper and discusses the future work.

II. System Architecture

In this section, we introduce the architecture of the SIN first. Then, a time-expanded graph is defined for the link topology in SIN.

A. Space Information Network

Fig. 1 shows the architecture of SIN with two layers of Low Earth Orbit (LEO) satellites. These two layers are composed of two types of satellites. One type is mainly used for communications, and these satellites can form a CC. The other type is RSS which can generate lots of observation data. Each RSS can access CC or GSs with ILLs or SGLs for observation data transmission.

In this paper, we optimize data transmission from the perspective of each RSS. There are two kinds of data transmission paths as shown in Fig. 1:

- RSS numbered ① transmits data back to GSs with the help of intra-layer links in CC. This transmission path executes only when the RSS is out of the visible range of all GSs.
- RSS numbered ② directly transmits data to GSs through SGLs within the visible range of any GSs.

Although the routing strategy within CC affects the global transmission performance and efficiency, it is difficult for RSSs to consider the routing of CC due to the limited CC information available to RSSs and the extra costs for calculation,
communication, and storage. Considering the fact that RSSs and CC are not completely interoperable, we let RSSs only optimize their data transmission to CC or GSs and do not consider the routing strategy within CC in this paper. That is, we focus on ILLs and SGLs planning for RSSs, aiming to choose proper CC satellites or GSs to establish links and arrange mission flows optimally with limited resources.

B. Time-Expanded Graph

The link topology from RSSs to CC and GSs is denoted as a time-expanded graph, as shown in Fig. 2. Data storage links of graph nodes are shown as vertical purple lines in the figure. These storage links do not exist in practical systems, and the concept is introduced to represent the variation of data volume between adjacent time slots. In this paper, since we optimize the inter-layer data transmission from the perspective of RSSs, we only consider the RSSs’ data storage links and limited memory.

In the time-expanded graph, we use vertices to represent satellites, observation targets, and GSs. We use edges to represent the visible and linking relationships between RSS vertices and other vertices. We consider the duration of time slots can be different for ILLs’ topology and SGLs’ topology, which are $\Delta \tau_c$ and $\Delta \tau_g$, respectively. Generally, $\Delta \tau_c$ is larger than $\Delta \tau_g$, as shown in Fig. 2. Because the relative positions of a satellite and GSs are relatively fixed in each orbital period, they can connect as soon as they are in the visible range. Since we generally expect the satellite to be connected to GSs for the maximum potential duration in the short visible window, a short duration for SGLs’ topology is appropriate. However, a relatively large time slot is needed for ILLs to reduce the complexity of the inter-layer irregular dynamic topology. Besides, a long time slot duration equal to the link handover interval can realize the linear modeling of laser link handover constraints [22].

As shown in Fig. 2, we should first evaluate the visible relationships of node pairs to obtain the potential links between each RSS and CC satellites or GSs. Then, we can decide on SGLs and ILLs for each RSS according to some optimal linking rules. Note that if there are potential SGLs and ILLs in the same time slot, SGLs are selected with no doubt. But if the planned SGLs cannot fulfill the whole time slot of $\Delta \tau_i$, ILLs will also be established in this time slot for seamless communication coverage, which is shown in $(\Delta \tau_i, 2\Delta \tau_i)$ horizon of links planning in Fig. 2. With the established links, the data flow of different missions can be arranged optimally with limited memory, storage, and energy resources under a unified time slot set. Each data flow starts from its observation target node, then goes to RSS through a data acquisition link, then it has three following choices: 1) passes to CC though ILLs; 2) passes to GSs through SGLs; 3) temporarily stored in the RSS and passes to subsequent time slot with the data storage links.

TABLE I lists the definition of notations in the time-expanded graph, their descriptions are as follows:

The graph $\mathcal{G} = \{\mathcal{V}, \mathcal{E}\}$, where $\mathcal{V}$ and $\mathcal{E}$ are the set of vertices and edges, respectively. Time slots set $\mathcal{T}^c = \{1, 2, \cdots, T_c\}$ and $\mathcal{T}^g = \{1, 2, \cdots, T_g\}$ for ILLs and SGLs, respectively. Define $t$ as the index of each time slot.

Vertices set $\mathcal{V} = \{\mathcal{V}_i^g \cup \mathcal{V}_i^r \cup \mathcal{V}_i^g \cup \mathcal{V}_i^r | t \in \mathcal{T}^c \cup \mathcal{T}^g\}$, where the four components represent the observation targets nodes $\mathcal{V}_i^g$, the RSSs nodes $\mathcal{V}_i^r = \{i | i \in [1, N_r]\}$, the CC satellites nodes $\mathcal{V}_i^g = \{j | j \in [1, N_g]\}$, and the GSs nodes $\mathcal{V}_i^g = \{k | k \in [1, N_g]\}$, respectively.

Edges set $\mathcal{E} = \{\mathcal{E}_i^{or} \cup \mathcal{E}_i^{rc} \cup \mathcal{E}_i^{tg} \cup \mathcal{E}_i^{rg} | t \in \mathcal{T}^c \cup \mathcal{T}^g\}$, where $\mathcal{E}_i^{or}$ represents data acquisition links, $\mathcal{E}_i^{rc} = \{(i, j) | i \in \mathcal{V}_i^r, j \in \mathcal{V}_i^r, t \in \mathcal{T}^c\}$ represents ILLs, $\mathcal{E}_i^{tg} = \{(i, k) | i \in \mathcal{V}_i^r, k \in \mathcal{V}_i^g, t \in \mathcal{T}^g\}$ represents SGLs, and $\mathcal{E}_i^{rg} = \{(i', i) | i' \in \mathcal{V}_i^r_{t-1}, i \in \mathcal{V}_i^r_t\}$ represents RSSs’ data storage links.

Observation mission set $\mathcal{F}_i = \{f | f \in [1, F]\}$ for RSS i. Each mission f has characteristics $\mathcal{F}_i = \{\mathcal{F}_i^s(f), \mathcal{F}_i^t(f), \mathcal{F}_i^h(f), \mathcal{F}_i^\omega(f)\}$, where $\mathcal{F}_i^s(f), \mathcal{F}_i^t(f)$, and $\mathcal{F}_i^h(f)$ are the start time, end time and duration of data acquisition, $\mathcal{F}_i^\omega(f)$ is the importance factor. In this paper, we set the importance factor in the interval $[1, 10]$ and consider the observation missions are already arranged with specific execution time.
Fig. 2. Time-expanded graph of three stages: visible relationships, links planning, and flow optimization. The time slot duration of SGLs and ILLs is different. Here take $\Delta \tau_c = 2\Delta \tau_g$ as an example.

III. TOPOLOGY OPTIMIZATION MODEL

In this section, we formulate the links planning optimization problems of SGLs and ILLs to obtain the links planning graph.

A. Satellite-Ground Links Planning

1) Visible Constraints: As shown in Fig. 3, when a satellite and a GS are visible to each other, the GS should be in the coverage area of the satellite. When the GS is at the edge of the coverage area, the elevation angle is the minimum, defined as $\varepsilon_{\text{min}}$. At this point, the geocentric angle between the satellite and the GS achieves the maximum $\xi_{\text{max}}$ as:

$$\xi_{\text{max}} = \arccos\left(\frac{R_e}{R_e + a_i \cos \varepsilon_{\text{min}}}\right) - \varepsilon_{\text{min}}$$

where $R_e$ is the Earth radius, $a_i$ is the RSS’s orbital altitude.

When the geocentric angle between RSS $i$ and GS $k$ is less than the maximum value $\xi_{\text{max}}$, they are visible to each other. Define $\xi_i(k, t)$ be the geocentric angle between RSS $i$ and GS $k$ at time slot $t$. Let matrix $S_i^g = \{S_i^g(k, t)|k \in V_g^t, t \in T^g\} \in \mathbb{R}^{N_g \times T_g}$ represents the visible relationships of RSS $i$ to all GSs at all time slots, which element $S_i^g(k, t)$ is ‘1’ when RSS $i$ and GS $k$ are visible at time slot $t$, and ‘0’ the opposite. Then, the visible constraint can be described as:

$$\delta_i^g(k, t) \leq S_i^g$$

2) Link Number Constraints: We assume each RSS can only connect to one GS at each time slot, which means there is at most one SGL for an RSS at a time slot. The constraint can be described as:

$$\sum_{k \in V_g^t} \delta_i^g(k, t) \leq 1 \quad \forall t \in T^g$$

3) SGLs Objective Formulation: As for each RSS, we want the mission-weighted SGL benefits can be the maximum. It can help the satellite transmit data to GSs when executing important missions. Define $\omega_i(t)$ be the linking benefit at $t$ time slot, it can be calculated by the mission importance factor $\omega_i(f)$ as follows:

$$\omega_i(t) = \begin{cases} \omega_i(f), & t \in \{t_i^2(f), t_i^3(f)\} \forall f \in F_i \\ 1, & \text{Others} \end{cases}$$

It means that when RSS $i$ is executing observing missions, the linking benefit at this time slot is equal to the mission importance factor; while RSS $i$ is not executing any missions, the linking benefit at this time slot is set to 1 (equals to the minimum mission importance factor).
Then, the objective can be formulated as:

$$y^g_1 = \frac{\sum_{t \in T^g} \left( \omega_i(t) \sum_{k \in V^g_i} \delta^g_i(k,t) \right)}{\sum_{t \in T^g} \left( \omega_i(t) \cdot \min \left\{ 1, \sum_{k \in V^g_i} S^g_i(k,t) \right\} \right)}$$  \hspace{1cm} (7)

where the numerator obtains the determined mission-weighted SGL benefits, and the denominator obtains the maximum benefits of potential SGLs. In the equation, \( \min \left\{ 1, \sum_{k \in V^g_i} S^g_i(k,t) \right\} \) can mark the time slot when the satellite is visible to at least one GS. The denominator means that when all visible time slots can establish SGLs, the linking benefits can achieve the maximum value. The denominator is used for normalization.

However, a satellite can be visible to several GSs in the same time slot, but (7) only considers SGLs in the time domain. Therefore, the SGL solution may be non-unique, since connecting with different GSs at a certain time slot does not affect the value of \( y^g_1 \). So we add an item to obtain the unique solution by making the distance of SGLs as small as possible:

$$y^g_2 = \frac{\sum_{t \in T^g} \sum_{k \in V^g_i} \left[ \delta^g_i(k,t \cdot (d^g_{\text{max}} - d^g_i(k,t)) \right]}{\sum_{t \in T^g} \max \{ d^g_{\text{max}} - d^g_i(k,t) \} S^g_i(k,t) | k \in V^g_i \}$$  \hspace{1cm} (8)

where \( d^g_i = \{ d^g_i(k,t) | k \in V^g_i, t \in T^g \} \in \mathbb{R}^{N_g \times T_g} \) is the distance matrix between \( i \) and all GSs at all time slots, \( d^g_{\text{max}} \) is the maximum distance of visible SGLs, and can be calculated by:

$$d^g_{\text{max}} = \max \{ d^g_i(k,t) | k \in V^g_i, t \in T^g \}$$  \hspace{1cm} (9)

In equation (8), \( d^g_{\text{max}} \) is used to convert the minimum distance objective into a maximization form. In the denominator, \( \max \{ d^g_{\text{max}} - d^g_i(k,t) \} S^g_i(k,t) | k \in V^g_i \} \) can mark the closest visible GSs at each time slot. Here, the denominator is also used for normalization.

Consequently, the SGLs planning objective function for each RSS can be formulated as:

$$\max \alpha_1 y^g_1 + \alpha_2 y^g_2 \quad \forall i \in \cup_{t \in T^g} V^g_i$$  \hspace{1cm} (10)

subject to:

$$\begin{align*}
(1) \sim (9)
\end{align*}$$

where \( \alpha_1 \) and \( \alpha_2 \) are weights of benefits and link distances.

**Theorem 1.** The objective function (10) can realize the maximization of linking benefits with the minimized distances of SGLs by selecting any positive objective weight values of \( \alpha_1 \) and \( \alpha_2 \).

**Proof.** In (10), we hope to give the linking benefits \( y^g_i \) a higher priority. That is, when the objective function value already achieves the maximum benefits, we further select GSs with shorter distances.

Therefore, for a certain time slot \( t \), consider two cases:

- Case 1: RSS \( i \) does not establish any SGLs at \( t \).
- Case 2: RSS \( i \) establishes an SGL with the farthest GS at \( t \), the distance \( d^g_i(k,t) \leq d^g_{\text{max}} \).

We consider Case 2 to be better because it can achieve a larger benefits value. Therefore, the objective value of this time slot \( t \) in Case 2 should be larger than Case 1, that is:

$$\alpha_1 \frac{\omega_i(t)}{y^g_1 \text{ denominator}} + \alpha_2 \frac{(d^g_{\text{max}} - d^g_i(k,t))}{y^g_2 \text{ denominator}} > 0$$  \hspace{1cm} (11)

where the left side of the inequality is the objective value of this time slot in Case 2, and the right side ‘0’ is the objective value of this time slot in Case 1.

Since (11) is always true, \( \alpha_1 \) and \( \alpha_2 \) can be any positive values. \( \square \)

Due to the denominators of (7), (8) and the calculation of \( d^g_{\text{max}} \) in (9) are only related to known parameters \( S^g_i \) and \( d^g_i \), the optimization of SGLs planning is formulated as an ILP model with \( N_g, T_g \) integer decision variables. The obtained non-zero elements in \( \delta^g_i \) form the edges set \( E^g_i \) for all \( t \in T^g \).

**4) SGLs’ Windows:** With the optimal linking variable \( \delta^g_i \), we can obtain the SGLs’ windows. A duration in \( \delta^g_i(k,:) \) with continuous ‘1’ for a certain \( k \) is considered as a SGL window.

Let \( t^{gs} \in \mathbb{R}^{N_w}, t^{ge} \in \mathbb{R}^{N_w} \) denote the vector of the windows’ start time and end time, where \( N_w \) is the number of windows. Then each element in \( t^{gs} \) and \( t^{ge} \) are the index of the first and last non-zero element of each window. Since we consider the SGLs preferentially, there is no need to arrange ILLs during the SGLs’ windows. However, as introduced before, the duration of time slots are different for SGLs and ILLs, which are \( \Delta r_g \) and \( \Delta r_e \), respectively. For the convenience of ILLs planning, we need to transform SGLs’ windows expressed in \( T^g \) into the ILLs’ time slot set \( T^e \). The time-transforming expression is:

$$\gamma = \frac{\Delta r_e}{\Delta r_g}$$ \hspace{1cm} (12)

$$t^{gs'} = \left\lfloor t^{gs} / \gamma \right\rfloor + 1$$ \hspace{1cm} (13)

$$t^{ge'} = \left\lfloor t^{ge} / \gamma \right\rfloor$$ \hspace{1cm} (14)

where \( t^{gs'} \in \mathbb{R}^{N_w}, t^{ge'} \in \mathbb{R}^{N_w} \) are SGLs’ windows expressed in \( T^e \), and \( \lfloor \cdot \rfloor \) is the round up operation. \( \lceil \cdot \rceil \) is the round down operation.

With the transforming expressions (13) and (14), SGLs and ILLs can be overlapped in a short duration to achieve the seamless handover of SGLs and ILLs. Note that \( \gamma \) should be an integer, so we need to make sure that \( \Delta r_e \) is divisible by \( \Delta r_g \).

**B. Inter-Layer Links Planning**

1) **Definition and Windows’ Constraints:** Define \( \delta^g_i = \{ \delta^g_i(j,t) | j \in V^g_i, t \in T^g \} \in \mathbb{R}^{N_g \times T_g} \) be the decision matrix of ILLs for RSS \( i \) to all CC satellites at all time slots. Since we do not need to arrange ILLs when there are SGLs, we need to
constrain \( \delta_c^i(j, t) \) to zero in the SGLs’ transformed windows. The constraints can be described as:

\[
\begin{align*}
\delta_c^i(j, t) &= 0 \quad \forall j \in V_i^c, \forall t \in \left[ t^{g^x}, t^{g^e} \right] \quad (15) \\
\delta_c^i(j, t) &\in \{0, 1\} \quad \forall j \in V_i^c, \forall t \in T^c \quad (16)
\end{align*}
\]

2) ILLs Objective Formulation: The ILLs planning objective is to maximize the mission-weighted ILLs benefits. The objective function can be formulated as follows:

\[
\begin{align*}
\max_{\delta_c^i} & \quad \sum_{t \in T^c} \left( \omega_i(t) \sum_{j \in V_i^c} \delta_c^i(j, t) \right) \\
\text{subject to:} & \quad (15) \sim (16) \\
& \quad \sum_{j \in V_i^c} \delta_c^i(j, t) \leq S_i^c \quad (18) \\
& \quad \left| \delta_c^i(j, t) - \delta_c^i(\cdot, \cdot - 1) \right| \leq 1 \quad \forall t \in [2, T_c] \quad (20) \\
& \quad \left| \delta_c^i(\cdot, t) - \delta_c^i_{0, t} \right| \leq 1 \quad t = 1 \quad (21)
\end{align*}
\]

where \( S_i^c = \{S_i^c(j,t) | j \in V_i^c, t \in T^c\} \subset \mathbb{R}^{N_c \times T_c} \) is the connectable relationship matrix and can be obtained according to the authors’ previous work in [22]. \( \delta_{c,0}^i = \{\delta_{c,0}^i(j) | j \in V_i^c\} \subset \mathbb{R}^{N_c} \) is the initial linking status vector from \( i \) to all CC satellites.

Inequality (18) constrains ILLs can be established only when the two satellites are connectable. Constraint (19) indicates an RSS can only establish one ILL at a time slot. Inequalities (20) and (21) are the norm constraints of vectors and can guarantee enough link handover time for ILLs since the recapture is essential for inter-satellite laser communications. The detail explanation of (20) and (21) can be found in the authors’ previous work [22]. Note that the time slot duration \( \Delta \tau_c \) needs to be longer than the necessary link handover duration.

Since the norm constraints (20) and (21) are linear, the optimization of ILLs planning is formulated as an ILP model with \( N_c \times T_c \) integer decision variables. With the obtained non-zero elements in \( \delta_c^i \), the edges set \( \mathcal{E}_c^i \) for all \( t \in T^c \) can be formed.

IV. Multi-objective Model of Flow Planning and Resource Management

With the planned SGLs and ILLs, we can arrange data flow for each mission with the time-expanded graph. As for each RSS, the limited link, storage, and energy resources are taken into account.

A. Flow-related Constraints

Define \( q_i^f = \{q_i^f(f, t) | f \in F_i, t \in T^g\} \subset \mathbb{R}^{F_i \times T^g} \) (in Gbit) be the flow quantity matrix of all missions in all time slots with SGLs of RSS \( i \). Let \( q_i^c = \{q_i^c(f, t) | f \in F_i, t \in T^c\} \subset \mathbb{R}^{F_i \times T_c} \) be the flow quantity matrix with ILLs. It can be noted that the linking objects \( k \in V_i^c \) or \( j \in V_i^c \) are not reflected in matrices \( q_i^f \) and \( q_i^c \), this is because each RSS can only connect to one GS and CC satellite at a time slot, so each time slot corresponds to a unique SGL or a unique ILL. Therefore, we only need to arrange missions in the time domain. The flow-related constraints are described as follows.

1) Flow Range: Define \( \nu_i^g \) (in Gbit/s) be the transmission rate of SGL \( (i, k) \), and \( \nu_i^c \) be the transmission rate of ILL \( (i, j) \). The flow quantity of all missions should not exceed the corresponding links’ capacity, so the lower and upper bounds of flow variables can be described as:

\[
\begin{align*}
q_i^f(f, t) &\geq 0 \quad \forall f \in F_i, \forall t \in T^g \quad (22) \\
q_i^c(f, t) &\geq 0 \quad \forall f \in F_i, \forall t \in T^c \quad (23) \\
\sum_{f \in F_i} q_i^f(f, t) &\leq \sum_{k \in V_i^g} \left( \delta_c^i(k, t) \cdot \nu_i^g(k) \cdot \Delta \tau_g \right) \quad \forall t \in T^g \quad (24) \\
\sum_{f \in F_i} q_i^c(f, t) &\leq \sum_{j \in V_i^c} \left( \delta_c^i(j, t) \cdot \nu_i^c(j) \cdot \Delta \tau_c \right) \quad \forall t \in T^c \quad (25)
\end{align*}
\]

where \( \delta_c^i(k, t) \) and \( \delta_c^i(j, t) \) in (24) and (25) let data only flow through planned ILLs and SGLs.

2) Flow Balance and Storage Capacity: Define \( b_i = \{b_i(f, t) | f \in F_i, t \in T^g\} \subset \mathbb{R}^{F_i \times T^g} \) (in Gbit) be the data volume matrix stored in RSS \( i \)’s memory of all missions at the end of all time slots. It can be calculated by (26), which is at the top of next page.

Recall that \( t_i^s(f) \) and \( t_i^e(f) \) are the start and end time of data acquisition for each mission \( f \), and \( \gamma \) is the ratio of \( \Delta \tau_c \) and \( \Delta \tau_g \), as expressed in (12). The data acquisition rate is \( \nu_i^g \). In the equation (26), the flow balance is followed for each mission. That is, the data volume of each mission \( f \) stored in memory at the end of each time slot equals the total obtained data quantity of \( f \) minus the total transmitted data quantity of \( f \) until the end of each time slot.

The time slot set is unified into \( T^c \) by multiplying \( t \) with \( \gamma \) when calculating the total transmitted data through SGLs.

The limited memory capacity constraints can be expressed as:

\[
\begin{align*}
&\quad b_i(f, t) \geq 0 \quad \forall f \in F_i, \forall t \in T^c \quad (27) \\
&\quad b_{i,0} + \sum_{f \in F_i} b_i(f, t) \leq b_{i,\text{max}} \quad \forall t \in T^c \quad (28)
\end{align*}
\]

where \( b_{i,0} \) represents the initial data volume stored in memory. Inequalities (27) and (28) constrain the stored data volume to be non-negative and do not exceed the maximum memory capacity \( b_{i,\text{max}} \).

B. Energy-related Constraints

1) Energy Harvesting: RSSs can harvest energy by solar panels during sunlight periods. Define \( E_i^H = \{E_i^H(t) | t \in T^c\} \subset \mathbb{R}^{T^c} \) be the harvested energy vector at all time slots. The harvested energy at each time slot should not exceed the maximum volume that can be collected during the sunlight duration of this time slot, which can be expressed as:

\[
0 \leq E_i^H(t) \leq P_i^H \cdot l_{i,t} \quad \forall t \in T^c \quad (29)
\]

where \( P_i^H \) is the output power of solar panels, \( l_{i,t} \) is RSS \( i \)’s sunlight duration in time slot \( t \), whose values belong to the interval \( [0, \Delta \tau_c] \).
2) Energy Consumption: Define $E^C_i = \{E^C_i(t) | t \in T^c\} \in \mathbb{R}^{T^c}$ be the consumed energy vector at all time slots. It is composed of three parts: observing mission energy consumption $E^M_i(t)$, transmitting energy consumption $E^S_i(t)$, and the other conventional operating energy consumption, which can be expressed as:

$$E^C_i(t) = E^M_i(t) + E^S_i(t) + P^O \cdot \Delta \tau_c \quad \forall t \in T^c \quad (30)$$

$$E^M_i(t) = \begin{cases} \sum_{f \in F_i} \left( \sum_{j \in V^e_i} \frac{P^M \cdot \Delta \tau_c \cdot \delta_j^e(j, t) \cdot q_j^e(f, t)}{\nu^e_{ij}(j)} \right. & \forall t \in \{t^*_i(f), \tau^*_i(f)\}, \forall f \in F_i \\
0, & \text{Others} \end{cases} \quad (31)$$

$$E^S_i(t) = \sum_{f \in F_i} \left( \sum_{j \in V_i^e} p^{Sc} \cdot \delta_j^e(j, t) \cdot q_j^e(f, t) \right) + \sum_{(t-1)\gamma + 1 \in V_{i}^f} p^{Sg} \cdot \delta_j^g(k, t) \cdot q_j^g(f, t) \cdot \frac{1}{\nu^g_{ij}(k)} \quad (32)$$

where $P^O$ is the operating power, $P^M$ is the constant observing mission power, $P^{Sc}$ and $P^{Sg}$ are the transmitting power of ILLs and SGLs, respectively. Here, the time slot sets are also unified into $T^c$ by multiplying $t$ with $\gamma$ for SGLs’ energy consumption.

3) Onboard Energy Range: Define $E_i = \{E_i(t) | t \in T^c\} \in \mathbb{R}^{T^c}$ be the onboard energy vector at the end of all time slots. The value of $E_i(t)$ is related to the initial energy $E_{i,0}$, the harvested energy $E^H_i(t)$ and the consumed energy $E^C_i(t)$ at each time slot as:

$$E_i(t) = E_{i,0} + \sum_{t=1}^{T^c} E^H_i(t) - \sum_{t=1}^{T^c} E^C_i(t) \quad \forall t \in T^c \quad (33)$$

where the onboard energy should not exceed the maximum battery capacity $E^{\text{max}}_i$ and the maximum discharge depth $\theta$, which can be described as:

$$E^{\text{max}}_i(1 - \theta) \leq E_i(t) \leq E^{\text{max}}_i \quad \forall t \in T^c \quad (34)$$

C. Multi-Objective Formulation

1) Maximizing the Mission-weighted Data Transmission Benefits: The main objective of flow planning and resource management is to make data transmitted to CC or GSs as much as possible. Since different missions have different importance factors, we want important data can be transmitted with priority. The transmission benefits are defined as the sum of mission-weighted data volumes that complete the transmission through SGLs or ILLs. This objective can be formulated as:

$$\max y_1 = \frac{\sum_{f \in F_i} \left( \sum_{t \in T^c} q_j^f(f, t) + \sum_{t \in T^c} q_j^g(f, t) \right) \omega_i(f)}{\sum_{f \in F_i} \left( \sum_{t \in T^c} q_j^f(f, t) + \sum_{t \in T^c} q_j^g(f, t) \right)}$$

where the denominator is used for normalization, which represents the maximum benefits that assume all generated mission data are transmitted.

2) Maximizing the Onboard Energy at the end of the Planning Horizon: Since the energy-related constraints (29)~(34) can only guarantee the onboard energy is enough for transmitting data in this planning horizon, the satellite’s operation after the horizon is ignored. So even if more energy could be harvested, the satellite would not do the obvious “right” thing if the energy consumption had been satisfied during this horizon. But there may be a situation in which the current planning horizon has much time in the sunlight, while the next horizon will be mostly in the umbra. Therefore, for the long-term operation of the satellite, we want the onboard energy at the end of the planning horizon to be as much as possible. This objective can be formulated as:

$$\max y_2 = \frac{E_i(T^c)}{E^{\text{max}}_i}$$

where the numerator is the onboard energy at the end of $T^c$, and the denominator is the maximum energy capacity used for normalization.

3) Minimizing the Mission-weighted Transmission Wait Time: We hope the mission data can be transmitted as soon as possible to meet real-time business needs. We also consider the mission importance factor for the transmission wait time, so important data can be transmitted with a priority when the link resources are limited. The transmission wait time of $f$ is the difference between the transmission completed time and $t^*_i(f)$. However, the transmission completed time is the larger index of the last non-zero element in $q_j^f(\cdot, \cdot)$ and $t^*_i(f)$, which is a nonlinear expression. To minimize wait time simply and linearly, we turn to the mission-weighted stored data volume in memory, since the stored data minimization means that all data need to avoid storage and be transmitted soon, especially those important mission data. Consequently, this objective can
be formulated as:
\[
\min y_3 = \frac{\sum_{f \in F_i} \left( \omega_i(f) \sum_{t \in T^c} b_i(f, t) \right)}{\sum_{f \in F_i} \left( \nu_{i}^{\text{rc}} \cdot \Delta \tau_c \cdot h_i(f) \cdot \omega_i(f) \right)}
\]
(37)
where the objective \( y_3 \) should be minimized. The numerator is the sum of the mission-weighted stored data in memory of all time slots. The denominator is the maximum mission-weighted stored data volume assuming all mission data is stored in memory.

V. SOLUTION APPROACH

In this section, we first introduce the linear weighting method to transform the multi-objective problem proposed in Section IV into a single-objective optimization problem. Secondly, we propose a phased solving algorithm to solve the proposed problems introduced in Section III and Section IV. Then, to verify the effectiveness of the proposed algorithm, we integrate the proposed models into an MILP model for comparison. Last but not least, we analyze the optimality and complexity of the proposed algorithm and the MILP problem.

A. Linear Weighting of the Multi-objective Problem

As introduced in Section IV, the objective of flow planning and resource management is to jointly maximize the data transmission benefits, maximize the onboard energy for later operation, and minimize the transmission wait time, with the consideration of the mission importance factor. We use the linear weighting method [23] to transform the three objective functions into a single-objective optimization problem as follows:

\[
\max_{q_1^i, q_2^i, E_i} \beta_1 y_1 + \beta_2 y_2 - \beta_3 y_3 \quad \forall i \in \{i \mid \tau_i \in T_i\}
\]
(38)
subject to:
\[
(22) \sim (37)
\]
where \( \beta_1, \beta_2, \) and \( \beta_3 \) are the weight values of the three objectives.

The three objectives have conflicts with each other, because more benefits (larger value of \( y_1 \)) result in more energy consumption (smaller value of \( y_2 \)) and possibly longer transmission wait time (larger value of \( y_3 \)). Therefore, the objective weights should be carefully selected. We consider the benefits should be optimized preferentially because the main goal of flow planning is to make more important data be transmitted.

**Theorem 2.** By selecting the following weights value (39), the optimization problem (38) can achieve the primary goal of benefits maximization (35), and secondary objectives of energy maximization (36) and wait time minimization (37).

\[
\begin{aligned}
\beta_1 &= \max \left\{ \frac{\theta \cdot \sum_{f \in F_i} (h_i(f) \omega_i(f))}{\min(h_i(f), f \in F_i) \cdot \min(\omega_i(f), f \in F_i)}, T_e \right\}
\beta_2 &= 1
\beta_3 &= 1
\end{aligned}
\]
(39)

Proof. (a) **Relationship of \( \beta_1 \) and \( \beta_2 \).** For a certain mission \( f \), considering two cases:

- Case 1: \( \max y_1 \) and \( \min y_2 \). So \( f \) is transmitted to obtain benefits, and the least energy has been harvested with \( E_i(T_e) = E_i^{\max} (1 - \theta) \).
- Case 2: \( \min y_1 \) and \( \max y_2 \). So \( f \) is not transmitted, and the energy is harvested to the maximum \( E_i(T_e) = E_i^{\max} \).

The two cases may have close results, but we hope the objective value \( \beta_1 y_1 + \beta_2 y_2 \) for this mission \( f \) in Case 1 is better than Case 2, because Case 1 can obtain more benefits. Therefore, the following inequality should be satisfied:

\[
\beta_1 \frac{\nu_i^{\text{rc}} \Delta \tau_c h_i(f) \omega_i(f)}{\sum_{f \in F_i} (\nu_i^{\text{rc}} \Delta \tau_c h_i(f) \omega_i(f))} + \beta_2 \cdot \frac{E_i^{\max} (1 - \theta)}{E_i^{\max}} > \beta_1 \cdot 0 + \beta_2 \cdot \frac{E_i^{\max}}{E_i^{\max}}
\]
(40)

After simplification, we have:

\[
\beta_1 > \beta_2 \cdot \frac{\theta \cdot \sum_{f \in F_i} (h_i(f) \omega_i(f))}{\min\{h_i(f), f \in F_i\} \cdot \min(\omega_i(f), f \in F_i)}
\]
(41)
Taking the maximum value of the right side, we can obtain:

\[
\beta_1 > \beta_2 \cdot \frac{\theta \cdot \sum_{f \in F_i} (h_i(f) \omega_i(f))}{\min\{h_i(f), f \in F_i\} \cdot \min(\omega_i(f), f \in F_i)} \beta_2
\]
(42)
Then if (42) is satisfied, (41) must be satisfied.

(b) **Relationship of \( \beta_1 \) and \( \beta_3 \).** For certain missions \( f \) and \( f' \) satisfying \( h_i(f) = h_i(f') \) and \( \omega_i(f) = \omega_i(f') \), considering two cases:

- Case 3: \( \max y_1 \) and \( \max y_3 \). So \( f \) is transmitted to obtain benefits but wait for the longest time (collected at the first \( h_i(f) \) time slots, transmitted at the last \( \nu_i^{\text{rc}} h_i(f) / \nu_i^{\text{rc}}(f) \) time slots, assuming transmitted by ILLs).
- Case 4: \( \min y_1 \) and \( \min y_3 \). So \( f' \) is not transmitted, and the data is collected at the last \( h_i(f') \) time slots.

Transmitting data of \( f \) and \( f' \) can obtain the same benefits, so the two cases may have close results. We hope the objective value \( \beta_1 y_1 - \beta_3 y_3 \) for mission \( f \) in Case 3 is better than mission \( f' \) in Case 4, because Case 3 can obtain larger benefits. Therefore, the following inequality should be satisfied:

\[
\frac{h_i(f) \omega_i(f)}{\sum_{f \in F_i} h_i(f) \omega_i(f)} \left[ \beta_1 - \beta_3 \left( T_e - \frac{h_i(f) + 1}{2} - \frac{\nu_i^{\text{rc}} h_i(f)}{2 \nu_i^{\text{rc}}(j)} \right) \right] > \beta_1 \cdot 0 - \beta_3 \cdot \frac{h_i(f) \omega_i(f)}{\sum_{f \in F_i} h_i(f) \omega_i(f)} \cdot \frac{1 + h_i(f)}{2}
\]
(43)
After simplification, we have:

\[
\beta_1 > \beta_3 \left( T_e - \frac{h_i(f) + 1}{2} - \frac{\nu_i^{\text{rc}} h_i(f)}{2 \nu_i^{\text{rc}}(j)} \right)
\]
(44)
Then if (45) is satisfied, (44) must be satisfied.

\[
\beta_1 \geq T_e \beta_3
\]
(45)

Synthesize the relationships of \( \beta_1 \), \( \beta_2 \), and \( \beta_3 \) in (42) and (45), the value of weights in (39) can be obtained to achieve the primary goal of benefits maximization. \( \square \)
In the linear weighted optimization problem (38), variables are $q^g_i$, $q^c_i$, $b_i$, $E_{g}^H$, $E_{c}^H$, and known parameters are $\delta^g_i$, $\delta^c_i$, $\nu^g_i(k)$, $\nu^c_i(j)$, $\nu^g_i\Delta g$, $\Delta c$, $b_{i,0}$, $b_{i,1}$, $F$, $P_M$, $p_{M}$, $p_{O}$, $p_{S}$, $p_{S}^g$, $E_{g}^N(t)$, $E_{i,0}$, $E_{i,max}$, $\theta$, $\omega_i(f)$, $t_i(f)$, $t_i^g(f)$. Among variables, $b_i$, $E_{g}^H$ and $E_{c}^H(t)$ are determined by $q^g_i$ and $q^c_i$ according to (26) and (30)~(32), and $E_i$ is determined by $E_{g}^H$, $q^g_i$ and $q^c_i$ according to (33). Therefore, the decision variables are $q^g_i$, $q^c_i$ and $E_{g}^H$ in this optimization problem, as expressed in (38).

The optimization of flow planning and resource management is formulated as an LP model with $(F_i, T_0 + F_i \cdot T_c + T_c)$ decision variables. The obtained value $b_i(f,t) - b_i(f,t-1)$ corresponds to the data quantity of each mission flow in the storage edges set $E_{g}^{i,g}$. The value of $q^g_i(f,t)$ and $q^c_i(f,t)$ correspond to the data quantity of each mission flow in link edges set $E_{g}^{i,g}$ and $E_{c}^{i,c}$, respectively.

B. Phased Solving Algorithm

In this paper, we solve the SGLs planning problem, ILLs planning problem, and the linear weighted multi-objective flow planning problem sequentially. The solving process of the entire mission data transmission method is illustrated in Algorithm 1, named the Phased Multi-Objective (PMO) optimization algorithm.

Algorithm 1 PMO: a phased multi-objective mission data transmission optimization algorithm.

1: for each RSS $i \in V_i$ do
2: Plan SGLs $\delta^g_i$ by solving the ILP problem (10) subject to (1)~(9).
3: With the obtained $\delta^g_i$, calculate SGLs’ windows $t^{gs}$, $t^{ge}$ expressed in $T^g$.
4: Transform SGLs’ windows to $t^{gs'}$, $t^{ge'}$ expressed in $T^c$ with (12)~(14).
5: Plan ILLs $\delta^c_i$ by solving the ILP problem (17) subject to (15)~(16), (18)~(21).
6: With the obtained SGLs $\delta^g_i$ and ILLs $\delta^c_i$, optimize flow for each mission and manage storage and energy resources by solving the linear weighted multi-objective problem (38) subject to (22)~(37), (39).
7: end for

Steps 2~5 solve SGLs and ILLs planning problems separately, whereas steps 3~4 connect the two problems through the SGLs’ windows calculated by $\delta^g_i$, to ensure that no ILLs are established in the SGLs’ windows. Step 6 solves the linear weighted multi-objective problem to optimize data flow and resource allocation.

Note that the linking limits of CC satellites and GSs are not taken into account in this paper. Therefore, we plan SGLs and ILLs from the perspective of each RSS and consider the planned links as the final topology. If CC satellites and GSs have limited linking devices, we can add a distributed request and reply process between step 5 and step 6 refer to the authors’ previous work in [22]. It means that each RSS requests corresponding objects for SGLs and ILLs, and each CC satellite and each GS can reject some requests according to its linking limits. In this way, the final topology would be adjusted and confirmed by CC satellites and GSs.

C. Mixed Integer Linear Programming

As studied in many existing research [18]~[21], the links planning problem and the flow management problem can be modeled as a whole MILP optimization problem. In this paper, the proposed PMO has three optimization problems. They can be considered as being decomposed from a Multi-Objective MILP (MO-MILP) model as follows:

$$\max_{\delta^g, \delta^c, q^g, q^c, E^H_i} \beta_1 y_1 + \beta_2 y_2 - \beta_3 y_3$$ (46)

subject to:

$$\sim (1), \sim (5), \sim (12) \sim (16), (18) \sim (37), (39)$$

where $\delta^g_i$, $\delta^c_i$, $q^g_i$, $q^c_i$, $E^H_i$ are decision variables.

Note that $t^{gs}$ and $t^{ge}$ in (13) and (14) here are the vector of SGLs’ visible windows’ start time and end time, respectively. They are generated from $S^g_i$ instead of $\delta^g_i$. It means that if an RSS has visible GSs, it will not establish ILLs during this time window. In this way, the priority of SGLs can be guaranteed.

The MO-MILP model can obtain the global optimum by jointly solving the SGLs planning, ILLs planning, and flow management problems.

D. Optimality Analysis

SGLs and ILLs planning problems are related to each other by constraints (13)~(15). In PMO, the variables $t^{gs}$ and $t^{ge}$ of SGLs’ windows are calculated by the linking variables $\delta^g_i$. Both SGLs and ILLs planning problems pursue covering more time slots with communication links. Therefore, when solving the SGLs planning problem, if there is a visible GS at a certain time slot, an ILL, must be established at that time slot. Then, when solving the ILLs planning problem, the other time slots will be tried best to be covered by ILLs.

If we solve the SGLs and ILLs planning problems jointly, the variables $t^{gs}$ and $t^{ge}$ should be calculated by the visible matrix $S^g_i$. But this will not change the fact that SGLs be established at any time slots with visible GSs, and ILLs will not be established when an RSS has visible GSs. In other words, solving SGLs and ILLs planning problems jointly or separately will not change the optimal results of maximizing linking benefits.

Consequently, the loss of optimality from MO-MILP to PMO is whether link planning is considered in flow planning and resource management. In the SGLs and ILLs planning problems of PMO, the consideration of mission importance factors contributes to flow management. So they laid a good foundation for arranging important mission flows in the multi-objective optimization problem. The three optimization problems in PMO are interrelated and jointly contribute to maximizing the data transmission benefits, maximizing the harvested energy, and minimizing transmission wait time. Therefore, PMO has good optimality, and there is not much performance loss compared to MO-MILP.
E. Complexity Analysis

**Theorem 3.** The time complexity of the PMO algorithm is approximately upper bounded by $O(\max\{2^{N_g}T_g, 2^{N_c}T_c, (F_1 \cdot T_g + F_1 \cdot T_c + T_c)^3\})$.

**Proof.** (a) Complexity of Steps 2~5 in Algorithm 1 for the SGLs and ILLs planning problems. The two link planning problems are both ILP problems, which can be solved by the Branch and Bound (B&B) algorithm with exponential time complexity related to the number of integer variables [24]. Since there are $N_g \cdot T_g$ and $N_c \cdot T_c$ integer variables in SGLs and ILLs problems, respectively, the complexity of steps 2~5 is $O(2^{N_g}T_g) + O(2^{N_c}T_c) \approx O(\max\{2^{N_g}T_g, 2^{N_c}T_c\})$.

(b) Complexity of Step 6 in Algorithm 1 for the linear weighted multi-objective flow planning and resource management problem. The LP problem (38) has $F_1 \cdot T_g$ and $F_1 \cdot T_c$ continuous variables of $q^T_g$ and $q^T_c$, and $T_c$ continuous variables of $E^H_c$. It can be solved in polynomial time by the interior point method with the complexity of $O((F_1 \cdot T_g + F_1 \cdot T_c + T_c)^3)$.

The MO-MILP model has $N_g \cdot T_g + N_c \cdot T_c$ integer decision variables and $F \cdot T_g + F \cdot T_c + T_c$ continuous decision variables. The complexity of the total MO-MILP problem is hard to estimate. We can only know that the integer-related part solved by the B&B algorithm has the worst complexity of $O(2^{N_g}T_g + N_c \cdot T_c)$, which is much larger than the complexity of the PMO algorithm. If further taking the continuous variables into account, the complexity of the total MO-MILP will be even larger. When there are lots of satellites and a long planning horizon, it is a too huge and complex optimization problem to be solved.

The proposed PMO can reduce time complexity by separating the integer programming part from the continuous programming part. As introduced before, we divide the MO-MILP problem into two ILP problems and one LP problem in PMO. The ILP problems can be solved with much fewer integer variables and a much shorter solution time. Taking integer variables as known parameters, the LP problem can also be easily solved. In a word, the proposed PMO can obtain an approximate solution of the MO-MILP model with much less complexity.

VI. SIMULATION AND ANALYSIS

In this section, we first illustrate the settings of the simulation scenario, parameters, and the applied software. Then we simulate and analyze the proposed method in three aspects: 1) the result analysis of a certain RSS, 2) the indicator comprehensive analysis with different data transmission rates, and 3) the solution time and results comparison with other four algorithms under systems with different number of satellites.

A. Simulation Settings

We simulate the SIN with five GSs and three LEO systems consisting of 36, 136, and 500 satellites. The location parameters of GSs are listed in TABLE II. The GSs’ locations are relatively concentrated except for the North Pole station. The orbit parameters of satellites in the three LEO systems are listed in TABLE III. The CC satellites are in polar orbits with Walker-Delta configuration and their orbit parameters are referred to the Iridium [26]. The RSSs are in solar synchronous orbits with Walker-Delta configuration and their orbit parameters are referred to the Cosmo-SkyMed [27]. We use the Satellite Tool Kit (STK) software to generate constellations and obtain satellites’ time-varying coordinates and lighting information.

Simulation parameters are listed in TABLE IV. The parameters of RSSs are referred to the Cosmo-SkyMed [27], whose satellites are equipped with SAR-2000 Synthetic Aperture Radar. We consider each RSS executes observing missions at the STRIPMAP mode with a duration of 2~6 minutes and 7kW power consumption. Each RSS has a data acquisition rate of 2.4Gbit/s. Each SGL is in X-band with a data downlink rate randomly taken from the interval [0.2, 0.3]Gbit/s. Each ILL is in a laser band with a data transmission rate taken from the set {0.5, 1, 1.5, 2}Gbit/s. We set the planning horizon to be 98 minutes, which is the orbital period of RSSs. Since SAR-2000 has a duty cycle of 20%, each RSS executes 6 observing missions during a period and the total observing duration is less than 18 minutes. Missions’ importance factors are evenly selected from the interval [1, 10]. The solar panels of each RSS have 4kW output power. The transmission power consumption of SGL and ILL is set to $P^S_{\max}=0.1kW$ and $P^I_{\max}=0.5kW$, referred to [28]. We set the battery and memory capacity of each RSS to be $E^S_{\max}=32000kWh$ and $h^I_{\max}=200Gbit$ to satisfy the needs of observing missions. According to [22], the time slot duration $\Delta t_s$ is set equal to the maximum ILL handover interval, which is 120s. Other parameters, such as the geocentric angle $\xi_i(k, t)$, link distances $d^S_i(k, t)$, and sunlight duration $l_{i,t}$ are calculated by the satellites’ and GSs’ position coordinates obtained from STK software.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>LOCATION INFORMATION OF GSs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kashi</td>
</tr>
<tr>
<td>Latitude</td>
<td>39.505</td>
</tr>
<tr>
<td>Longitude</td>
<td>102.796</td>
</tr>
<tr>
<td>Altitude</td>
<td>1.255</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>ORBIT PARAMETERS OF SATELLITES.</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>System-36</td>
</tr>
<tr>
<td>Walker N/P/F</td>
<td>18/18/1</td>
</tr>
<tr>
<td>Inclination (deg)</td>
<td>86.4</td>
</tr>
<tr>
<td>Altitude (km)</td>
<td>780</td>
</tr>
<tr>
<td>RSS</td>
<td>System-36</td>
</tr>
<tr>
<td>Walker N/P/F</td>
<td>18/18/1</td>
</tr>
<tr>
<td>Inclination (deg)</td>
<td>97.86</td>
</tr>
<tr>
<td>Altitude (km)</td>
<td>619.6</td>
</tr>
</tbody>
</table>
TABLE IV
VALUES OF PARAMETERS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_g$</td>
<td>5880</td>
<td>$T_c$</td>
<td>49</td>
</tr>
<tr>
<td>$\Delta \tau_g$</td>
<td>1s</td>
<td>$\Delta \tau_c$</td>
<td>120s</td>
</tr>
<tr>
<td>$\nu_{r}^{r}$</td>
<td>2.4Gbit/s</td>
<td>$\nu_{r}^{s}(k)$</td>
<td>[0.2, 0.3]Gbit/s</td>
</tr>
<tr>
<td>$\nu_{r}^{s}(j)$</td>
<td>{0.5, 1.1.5, 2}Gbit/s</td>
<td>$\varepsilon_{\min}$</td>
<td>10deg</td>
</tr>
<tr>
<td>$h_{i}(f)$</td>
<td>[2, 6]min</td>
<td>$\omega_{i}(f)$</td>
<td>[1, 10]</td>
</tr>
<tr>
<td>$b_{i,0}$</td>
<td>0</td>
<td>$b_{i}^{\max}$</td>
<td>2000Gbit</td>
</tr>
<tr>
<td>$E_{i,0}$</td>
<td>32000kJ</td>
<td>$E_{\max}$</td>
<td>32000kJ</td>
</tr>
<tr>
<td>$\theta$</td>
<td>35%</td>
<td>$p^H$</td>
<td>4kW</td>
</tr>
<tr>
<td>$P^M$</td>
<td>7kW</td>
<td>$p^O$</td>
<td>0.3kW</td>
</tr>
<tr>
<td>$P^S_c$</td>
<td>0.1kW</td>
<td>$p^S_g$</td>
<td>0.5kW</td>
</tr>
</tbody>
</table>

Fig. 4. The linking status of a certain RSS.

The simulation is executed on Dell 7080MT Optiplex with Intel(R) Core(TM) i7-10700 CPU@ 2.90GHz, 32GB RAM with Windows 11 system, and MATLAB R2022b software. We solve the ILP, LP, and MILP optimization problems mentioned in this paper by solver Gurobi [29] with the modeling tool Yalmip [30].

B. Results of a Certain RSS

The linking status of a certain RSS is shown in Fig. 4. It can be seen that the RSS connects to two GSs and two CC satellites during its orbital period. The SGLs’ handover is performed without time interval, while the ILLs’ handover is discontinuous since constraints (20)–(21) guarantee necessary handover time for laser capture. Except for the ILLs’ handover time, the entire orbital period is covered by communication links so that the RSS can transmit mission data in near real-time. In addition, since we apply the fine-grained time slot division method for SGLs with $\Delta \tau_g$ be 1s, the SGLs can be arranged to their maximum duration in GSs’ visible time. Different duration of time slots for ILLs and SGLs also make them overlap shortly so that a seamless transition between ILLs and SGLs can be realized.

Fig. 5 shows the relationship between transmission wait time, the proportion of transmitted mission data, and the importance factors of different missions (ILLs’ data transmission rate $\nu_{r}^{s}(j)=0.5$Gbit/s).

In Fig. 5, the ILLs’ data rate are set to 0.5Gbit/s so that the link bandwidth is limited for observation data transmission. We can notice that the transmission wait time is in a downward trend, while the proportion of transmitted data is in an upward trend. This is in line with our expectations since we want important missions can transmit more data as soon as possible. The two curves are not strictly decreasing or increasing, because the data transmission results are also related to the missions’ observing time and the remaining resources at that time. Four missions transmitted all data with their proportion being 1, among these missions, three missions’ transmission wait time is less than 20 minutes. The other mission needs to wait 54 minutes because of its lower importance factor and the limited link resources. Two missions failed to complete data transmission and waited for the next planning horizon.

To sum up, we verify the planning effectiveness of SGLs and ILLs and show the consideration of missions’ importance differences in this subsection.

C. Indicator Analysis with Different Data Transmission Rate

In this subsection, we analyze the simulation results of System-36.

Fig. 6 shows the total benefits of this system under different data transmission rates of ILLs. The dotted line represents
the total benefits generated from observing missions. With the increase of ILLs’ bandwidth, the transmission benefits also increase and gradually approach the observing benefits.

TABLE V shows some indicators comparison with ILLs’ data transmission rate be \{0.5, 1, 2\} Gbit/s.

From TABLE V, several conclusions can be obtained:

- From indicators 1 and 2, we can see that SGLs have little contribution in gaining benefits because of their limited visible duration and data transmission rate. Especially as the rate of ILLs increases, the effect of SGLs becomes minimal.
- Indicator 3 shows that when the transmission resources are sufficient, each mission only needs to wait about 2.54 minutes from data acquisition to complete the transmission. This time is far less than the scenario with only SGLs since RSS sometimes needs to wait even more than an orbital period to connect to GSs within a limited area.
- Indicator 4 shows the total transmission duration proportion during an orbital period. As the ILLs’ rate increases, the needed transmission duration decreases.
- From indicator 5, we can notice that with a greater data transmission rate, the needed onboard memory decreases sharply. If the observing data can be transmitted as soon as obtained, a small memory is adequate.
- Indicator 6 shows that different data transmission rates have little impact on battery usage. This is because the observing mission power of 7kW is much larger than the data transmission power of 0.1kW and 0.5kW. So compared to the energy consumption of SAR, data transmission consumes much less energy.
- Indicator 7 lists ILLs’ energy consumption during an orbital period, these values are less than 5% of total energy consumption. From indicators 1, 2, and 7, we can see that ILLs contribute a lot in gaining benefits but consume little energy.

Similar conclusions can also be obtained in System-136 and System-500.

D. Comparison with Other Algorithms

In this subsection, we compare PMO with several other algorithms. The description of these algorithms are as follows:

- MO-MILP: a linear weighted multi-objective model corresponds to (46).
- Max-benefit: an MILP model with the same constraints and variables as in (46), and with \(\max y_1\) of (35) be the only objective, which aims to maximize the gained total benefits. A similar model is studied in [19].
- Max-flow: an MILP model with the same constraints and variables as in (46), and with \(\max \sum_{f \in F} \{\sum_{t \in T_f} q_i(f, t) + \sum_{t \in T_g} q_i(f, t)\}\) be the only objective, which aims to maximize the total amount of transmitted data. A similar model is studied in [18], [20].
- Min-delay: an MILP model with the same constraints and variables as in (46), and with \(\min \sum_{f \in F} \sum_{t \in T_f} [(t - t_i(f))b_i(f, t)]\) be the only objective, which aims to minimize the delay to GSs/CC of all flows. The delay is defined as the time from data collected to transmitted. Mission importance differences are not considered. A similar model is studied in [21].
TABLE VI
INDICATORS COMPARISON OF ALGORITHMS IN SYSTEM-136 WITH ILLS’ DATA TRANSMISSION RATE $\nu^c_j(t) = 0.5$Gbit/s

<table>
<thead>
<tr>
<th></th>
<th>PMO</th>
<th>MO-MILP</th>
<th>Max-benefit</th>
<th>Max-flow</th>
<th>Min-delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total benefits ($\times 10^5$Gbit)</td>
<td>8.6245</td>
<td>8.6309</td>
<td>8.6309</td>
<td>8.1417</td>
<td>8.1928</td>
</tr>
<tr>
<td>Total transmitted data amount ($\times 10^5$Gbit)</td>
<td>1.4982</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Average end-of-period energy of each RSS ($\times 10^4$kJ)</td>
<td>3.1910</td>
<td>3.1909</td>
<td>3.1019</td>
<td>3.1020</td>
<td>3.1020</td>
</tr>
<tr>
<td>Average transmission wait time of each mission (min)</td>
<td>19.7954</td>
<td>19.7030</td>
<td>35.8218</td>
<td>37.5223</td>
<td>18.8313</td>
</tr>
<tr>
<td>Average wait time of top 33% important missions (min)</td>
<td>12</td>
<td>11.9286</td>
<td>31.6443</td>
<td>33.3286</td>
<td>18.3429</td>
</tr>
<tr>
<td>Average solution time (s)</td>
<td>9.7544</td>
<td>66.1153</td>
<td>60.5524</td>
<td>59.5857</td>
<td>59.9770</td>
</tr>
</tbody>
</table>

We compare the average solution time of these algorithms under different number of satellites in Fig. 7 with ILLs’ data transmission rate be 0.5Gbit/s. It can be seen that the solution time of PMO increases slowly with the number of satellites, while that of the other four algorithms based on MILP increases sharply. MO-MILP has the longest solution time. The results indicate that PMO is more applicable to large-scale constellation systems.

We compare the simulation results of these algorithms in System-136 with ILLs’ data transmission rate be 0.5Gbit/s and list several indicators in TABLE VI. The best solutions for each indicator are marked in bold in this table. The indicators of transmission wait time only consider missions that have transmitted all data.

From this table, several conclusions can be obtained as follows:

- The MO-MILP model can obtain the best results in almost all indicators since it considers benefits, end-of-period energy, and transmission wait time by jointly planning links and managing mission flows. But it has the longest solution time.
- PMO can obtain a great solution very close to MO-MILP with quite a short solution time. The optimality loss of PMO results from seperating the links planning problems and the flow management problem, as analyzed in Section V-D. The solution time of MO-MILP is almost 7 times of PMO.
- Max-benefit algorithm can not obtain larger benefits than MO-MILP, it indicates that the linear weighting method described in Theorem 2 can guarantee the primary goal of benefits maximization.
- Max-flow algorithm can not obtain more transmitted data amount than MO-MILP and Max-benefit, and has less benefits. It indicates that MO-MILP and Max-benefit can achieve the upper limit of transmission capacity, and the consideration of mission importance differences is effective for transmitting important data.
- Min-delay algorithm can obtain the minimum average transmission wait time, but the wait time of important missions have not much differences. Besides, the gained benefits are significantly inferior to the optimal value.
- Focus on the two indicators of transmission wait time, PMO and MO-MILP can obtain an average transmission wait time not differ much from the optimal value obtained by Min-delay. Meanwhile, PMO and MO-MILP can obtain the shortest wait time for important missions. It indicates that the minimization of mission-weighted stored data volume in (37) can effectively reduce transmission wait time and is especially beneficial for important missions.

To sum up, PMO can jointly optimize benefits, end-of-period energy and transmission wait time with the consideration of mission importance differences in a short solution time.

VII. CONCLUSION

In this paper, we propose a link planning and flow management method from the perspective of each RSS in SIN based on a time-expanded graph. The RSS is considered to transmit data to GSs and CC through SGLs and ILLs to achieve optimal data transmission. For this purpose, we propose a PMO algorithm composed of two ILP problems and one LP optimization problem. The two ILP problems can achieve SGLs and ILLs optimal planning, and the LP problem can jointly achieve transmission benefits maximization, end-of-period energy maximization, and mission-weighted transmission wait time minimization. An MO-MILP model is also formulated for comparison. We simulate the proposed models and algorithms in the SIN with five GSs and three LEO systems consisting of 36, 136, 500 satellites. Simulation results show that the consideration of missions’ importance factor can make important missions’ data be transmitted with a short wait time and larger volume. Compared to only transmitted data by SGLs in the traditional system, ILLs contribute a lot in gaining benefits and reducing transmission wait time with little energy consumption. Compared with other algorithms, the proposed PMO can obtain a great solution of multiple objectives and has good solving performance in large-scale constellation systems.

In the future, we will add observation planning to the proposed model and consider the missions in a more realistic scenario, such as the location of observing targets and the attitude transition time between different missions.
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