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Abstract

Increasing anthropogenic CO₂ emissions to the atmosphere are partially sequestered into the global oceans through the air-sea exchange of CO₂ and its subsequent movement to depth, and this collective large-scale absorption is commonly referred to as the global ocean carbon sink. Quantifying this ocean carbon sink provides a key component for closing the global carbon budget which is used to inform and guide policy decisions. These estimates are typically accompanied by an uncertainty budget built by selecting what are perceived as critical uncertainty components based on selective experimentation. However, there is a growing realisation that these budgets are incomplete and may be underestimated, which limits their power as a constraint within global budgets. In this study, we present a methodology for quantifying spatially and temporally varying uncertainties in the air-sea CO₂ flux calculations and data that allows an exhaustive assessment of all known sources of uncertainties, including decorrelation length scales between gridded measurements, and the approach follows standard uncertainty propagation methodologies. The resulting standard uncertainties are higher than previously suggested budgets, but the components are consistent with previous work, and they identify how the significance and importance of key uncertainty components change in space and time. For an exemplar method (the UEP-FNN-U method) the work identifies that we can currently estimate the annual ocean carbon sink to an accuracy of ±0.72 Pg C yr⁻¹ (1 standard deviation uncertainty). Due to this method having been built on established uncertainty propagation and
Highlight

1. A framework to calculate standard uncertainty budgets for air-sea CO₂ flux data that considers all known sources of uncertainty is described.
2. Spatially and temporally varying air-sea CO₂ flux uncertainties including their spatial decorrelation lengths are calculated.
3. For an exemplar data-product based estimate of the global ocean carbon sink we identify a 1σ uncertainty of ±0.72 Pg C yr⁻¹.

1. Introduction

Anthropogenic carbon dioxide (CO₂) emissions are continuing to increase and since the 1800s the ocean has acted as a natural CO₂ sink helping to slow the rise in atmospheric CO₂ and the resultant global heating. This uptake equates to ~25% of all anthropogenic CO₂ emissions and is occurring at an increasing rate reaching ~2.9 petagrams of carbon per year (Pg C yr⁻¹; 1 Pg C = 10¹⁵ grams of carbon) in recent years (Friedlingstein et al., 2023). Our ability to quantify and resolve the annual uptake of CO₂ by the global oceans currently comes from two sources; (1) observation data-product based assessments that extrapolate and combine sparse ocean CO₂ observations with satellite and reanalysis data into global fields through time and (2) analyses from complex global biogeochemical models. Along with globally complete datasets, the data-product based assessments also rely on sparse in situ observations of the fugacity of CO₂ in seawater (fCO₂(sw)) which are collated into the annual releases of the Surface Ocean CO₂ Atlas (SOCAT) (Bakker et al., 2016). In many of these data-product based approaches, these in situ data are matched to variables such as satellite, reanalysis and model-based data of sea surface temperature (SST), salinity (SSS), mixed layer depth (MLD) and chlorophyll-a (Chau et al., 2022; Gregor & Gruber, 2021; Iida et al., 2021; Landschützer et al., 2014; Watson et al., 2020), which are used to describe the physical, biological and chemically driven variability in fCO₂(sw) (Shutler et al., 2024). The relationships between these variables and fCO₂(sw) are then estimated within predefined provinces or biogeochemical regions (e.g., using multi linear regressions, neural network or other machine learning techniques) to allow globally complete fCO₂(sw) fields through time to be produced (Chau et al., 2022; Gregor & Gruber, 2021; Iida et al., 2021; Landschützer et al., 2016; Watson et al., 2020). These complete fields are then combined with a host of data including more satellite observations, model and re-analysis datasets to calculate the air-sea CO₂ fluxes, and then integrated into global or regional annual budgets (as described within Shutler et al., 2024 and used by most of the data-product based ocean sink estimates within Friedlingstein et al., 2023; and the six methods in Fay et al., 2021).
The current uncertainty characterisation on the resulting air-sea fluxes and the integrated net sink estimates from these outputs are largely based on a single estimates that are assumed constant in space or time. For example, Landschützer et al. (2014) estimate an uncertainty of ~0.53 Pg C yr\(^{-1}\) for one data-product based assessment which comprised three sources of uncertainty, though dominated mainly by one empirical parameterisation used within the calculation (the gas transfer parameterisation, which was assessed to contribute to ~0.4 Pg C yr\(^{-1}\) of the uncertainty budget).

Within the Global Carbon Budget (GCB) (Friedlingstein et al., 2023) uncertainties on all data-product ocean carbon sink assessments are estimated (as 1 standard deviation, 1\(\sigma\)) using literature values for a selection of uncertainty sources including the standard deviation of the seven data product ensemble in the GCB (contributing 0.3 Pg C yr\(^{-1}\), the \(\text{fCO}_2\) (sw) mapping (contributing 0.2 Pg C yr\(^{-1}\) to the uncertainty budget) from Landschützer et al. (2014), the gas transfer coefficient (0.2 Pg C yr\(^{-1}\)) from Ho et al. (2011) and Wanninkhof et al. (2013), the wind speed data input (0.1 Pg C yr\(^{-1}\)) from Fay et al. (2021), the in situ \(\text{fCO}_2\) (sw) observation uncertainty (0.2 Pg C yr\(^{-1}\)) from Wanninkhof et al. (2013) and a land to ocean river flux adjustment (0.3 Pg C yr\(^{-1}\) which unlike the other components is the 2\(\sigma\) value) due to natural CO\(_2\) outgassed due to riverine material from Regnier et al. (2022). These components are assumed spatially and temporally independent (i.e. uncorrelated), resulting in a fixed annual standard 1\(\sigma\) uncertainty of \(\pm 0.6\) Pg C yr\(^{-1}\). Whilst a good first step and pragmatic solution, this approach does not systematically identify and characterise all sources of uncertainty and largely overlooks spatial correlation which is important for some variables critical in the calculation (Watson et al., 2009). Because of this, it is likely that these estimates of the uncertainties may be underestimated, whilst many will vary through both space and time dependent upon data coverage (Hauck, Nissen, et al., 2023) and environmental conditions. Furthermore, the apparent gradual divergence that has been observed between the model and data-product based assessments within the GCB assessments (Friedlingstein et al., 2022, 2023) may be, in part, driven by, or at least confused by, unconstrained or incomplete uncertainty budgets. Jersild and Landschützer (2024) provide spatially and temporally explicit uncertainties for some components of the air-sea CO\(_2\) flux but do not systematically evaluate all known sources of uncertainty and their approach is not simply applicable to all data-products within the GCB. Clearly, a full uncertainty budget for both the model and data-product based estimates is needed to support any conclusions as to which estimate is the more credible. Similarly, a more complete standard uncertainty budget would guide where to focus efforts towards reducing these uncertainties and improving the quantification of the global ocean CO\(_2\) sink.

These complexities identify a desire for spatially and temporally varying uncertainties where all known sources of uncertainty are systematically evaluated into a full standard uncertainty budget. Established frameworks and methods for assessing uncertainty components exist which can be used to build standard uncertainty budgets (BIPM, 2008) which were originally developed by the metrology community, but have since seen widespread application in other scientific realms including ocean...
satellite remote sensing and in situ studies (e.g., Banks et al., 2020; Dong et al., 2021) and these use standard uncertainty propagation techniques (Taylor, 1997).

Within this study, we present a complete spatially and temporally varying air-sea CO$_2$ flux uncertainty budget which systematically assesses all known sources of uncertainty and propagates these using standard techniques (Taylor, 1997). To complement the baseline air-sea CO$_2$ flux uncertainty budget, we also develop an approach to estimate spatially and temporally complete fCO$_2$$_{(sw)}$ uncertainties for an exemplar feed forward neural network interpolation approach, that considers multiple sources of uncertainty. We highlight how the uncertainty approach for the interpolated fields can be adapted to other data-product based approaches which use different fCO$_2$$_{(sw)}$ interpolation methods. The resulting air-sea CO$_2$ flux uncertainties are then globally integrated to produce a global time varying uncertainty budget for the net air-sea CO$_2$ flux, or ocean CO$_2$ sink, and the dominant components within this uncertainty budget are assessed. These results are discussed in the context of the GCB global ocean CO$_2$ sink uncertainty estimates but the methods can also be applied regionally. The uncertainty approach for the complete air-sea CO$_2$ fluxes and the integrated net sink values are applicable to any data based approach.
Figure 1: Flowchart indicating the sources of uncertainty that contribute to each term in the air-sea CO₂ flux calculation described in section 2.2 and integrated in section 2.5. Green boxes indicate a component that decorrelates over a spatial and temporal scale, blue boxes indicate globally correlated components and grey boxes indicate functions for which uncertainties are propagated through using a Monte Carlo approach. The fCO₂(sw) uncertainty components (grouped by the dashed line box) are described in section 2.4.2. References within the flowchart are for the gas transfer algorithm uncertainty (Woolf et al., 2019), wind speed uncertainty (Mears et al., 2022a), Schmidt number algorithm uncertainty (Wanninkhof, 2014), partial pressure of water vapour (pH₂O) algorithm (Weiss & Price, 1980), xCO₂(atm) uncertainty (Lan et al., 2023), SST uncertainty (Merchant et al., 2019), SSS uncertainty (Jean-Michel et al., 2021), solubility algorithm uncertainty (Weiss, 1974) and the sea ice concentration uncertainty (OSI SAF, 2022). Acronyms in flowchart are gas transfer coefficient (K₆₀₀), Schmidt number (Sc), fugacity of CO₂ in atmosphere (fCO₂(atm)) and seawater (fCO₂(sw)) and solubility at the subskin (α(subskin)) and skin (α(skin)).
2. Methods

2.1. Input datasets

In situ monthly 1 degree gridded SOCAT2023 fCO$_2$ (sw) observations which have been reanalysed to
the depth consistent temperature CCI-SST v2.1 (Merchant et al., 2019) dataset were downloaded from
Ford et al. (2023). Data were extracted for the period 1985 to 2022. Following the recommendations
of Shutler et al. (2024) all satellite or re-analysis data choices focussed on climate data to ensure long-
term data stability and the availability of uncertainty data. Satellite or reanalysis datasets were
retrieved from their respective sources at their native temporal and spatial resolution (see
Supplementary Table S1 for all the datasets used within this study) and averaged (mean) to the same
monthly 1 degree global grid as the SOCAT observations. Some datasets did not cover the full
temporal period and these periods were filled with a 10 year climatological monthly mean from the
respective end of the timeseries (i.e if missing data occurred at the start of the timeseries, a 10 year
monthly climatology from the start of the available data was constructed). Anomalies for each
variable were calculated with respect to a monthly climatology between 1985 and 2022. The GCB
(Friedlingstein et al., 2023) version of the UoEx-Watson product was retrieved from Hauck,
Landschützer et al. (2023).

The CCI-SST and EUMETSAT Ocean and Sea Ice Satellite Application Facility (OSISAF) sea ice
concentrations were retrieved with a daily coincident uncertainty field. The uncertainties within these
data are correlated spatially to around 100-300 km and 3 days temporally (Kern, 2021), and therefore
we assumed the uncertainties are correlated within these scales when producing the monthly 1 degree
uncertainties.

2.2. Air-sea CO$_2$ fluxes

The air-sea CO$_2$ flux calculations were carried out using the open source FluxEngine toolbox
(Holding et al., 2019; Shutler et al., 2016), which provides traceable, consistent, and configurable air-
sea CO$_2$ flux calculations. The air-sea CO$_2$ flux (F) can be expressed in a bulk parameterisation as:

\[
F = K_{600} \left( \frac{S_c}{600} \right)^{-0.5} \left( \alpha_{subskin} fCO_2(sw,subskin) - \alpha_{skin} fCO_2(atm) \right) (1 - ice)
\]

Which is consistent with the rapid model of Woolf et al., (2016) and where $K_{600}$ is the gas transfer
coefficient estimated using the Nightingale et al. (2000) parameterisation and wind speeds from the
Cross Calibrated Multi-Platform dataset (CCMP; v3.1) (Mears et al., 2022a, 2022b). Sc is the Schmidt
number estimated using the calculation in Wanninkhof et al. (2014) and the ocean’s skin temperature.
$\alpha$ is the solubility of CO$_2$ at the respective subskin or skin temperature and salinities which was
estimated as in Weiss (1974). $fCO_2(atm)$ and $fCO_2(sw,subskin)$ are the fugacity of CO$_2$ in the atmosphere
and the seawater subskin layer respectively. Eq. 1 and the use of skin and subskin temperatures
accounts for vertical temperature gradients across the ocean’s mass boundary layer as described in Woolf et al. (2016), where we refer the reader for further information and the assignment of data to the skin and subskin quantities is described below.

For the fCO$_2$ (sw,subskin), we use complete fCO$_2$ (sw,subskin) fields generated by an exemplar neural network approach (University of Exeter Physics Feed Forward Neural Network with Uncertainties; UEP-FNN-U) described in section 2.4. The CCI-SST and CMEMS SSS are considered representative of the subskin temperature and salinities and used in the calculation of $\alpha_{\text{subskin}}$. For the atmospheric side, the ocean’s skin temperature was estimated from the CCI-SST with a cool skin deviation calculated with NOAA-COARE3.5 (Bariteau Ludovic et al., 2021; Edson et al., 2013; Fairall et al., 1996) using CCMP wind speed, CCI-SST and ERA5 fields (Hersbach et al., 2019) as inputs. Skin salinity was calculated assuming a +0.1 psu change from the CMEMS SSS (i.e a salty skin) as in Watson et al. (2020) and Woolf et al. (2019). fCO$_2$ (atm) was calculated using NOAA-ERSL atmospheric dry mixing ratio of CO$_2$ (xCO$_2$ (atm)), the skin temperature and ERA5 atmospheric pressure. Sea ice concentrations from the OSISAF (OSI SAF, 2022) dataset were used for the ice component of Eq. 1.

2.3. Air-sea CO$_2$ flux uncertainties

The spatially and temporally varying air-sea CO$_2$ flux uncertainties were calculated using a framework that assesses all identified sources of uncertainties (Figure 1). Figure 1 indicates the sources of uncertainties that contribute to the individual components of Eq. 1. Uncertainties within each component were propagated through the flux calculations using standard propagation techniques (e.g., where a specific value is known) or a Monte Carlo uncertainty propagation approach (e.g., where the component is dependent upon input data), to produce an uncertainty in the air-sea CO$_2$ flux due to each component (considered 95% confidence).

As an example, the process for propagating the uncertainties contributing to the $K_{600}$ uncertainty are described, where these principles apply to all components. $K_{600}$ shows two sources of uncertainty: (1) the gas transfer parameterisation uncertainty when parameterised with in situ observations, which has been indicated as ~20% (Woolf et al., 2019) and (2) the uncertainty within the wind speed product used in driving the gas transfer parameterisation. The first component can be propagated with standard propagation techniques, resulting in a 20% uncertainty (assumed to be 95% confidence) in the calculated CO$_2$ flux. The second wind speed uncertainty component was propagated through the gas transfer parameterisation using a Monte Carlo uncertainty propagation approach (e.g., perturbed randomly 100 times within its uncertainty (0.9 ms$^{-1}$ where we assume this was a 95% confidence) (Mears et al., 2022a). The one standard deviation of the resulting distribution of $K_{600}$ were calculated, converted to a percentage uncertainty, and propagated using standard propagation techniques to a CO$_2$ flux uncertainty. This resulted in a spatially varying uncertainty with a global
mean of ~20 %, however significantly varying regionally, ranging from 10 % to greater than 100 %.

For a total uncertainty on $K_{600}$ for each 1 degree region, the two components could be combined in quadrature assuming they are independent and uncorrelated (Taylor, 1997). This approach and principles apply to all components in Figure 1 except for the sea ice concentration and the interpolation of the fCO$_2$ data. The uncertainty estimate of the interpolated fCO$_2$ is a more specialised case which needs to capture multiple sources of uncertainty, which are the network uncertainty, input parameter uncertainties (of the inputs used for the interpolation) and the evaluation uncertainty, and the approach taken for this are given in the section 2.4.2. The sea ice uncertainty contribution was not included in the total air-sea CO$_2$ flux uncertainty due to the asymmetric nature of the sea ice concentration when applying a Monte Carlo uncertainty propagation (i.e. the sea ice concentration cannot be less than 0 % or greater than 100 % and therefore the resulting uncertainty distribution after applying the Monte Carlo uncertainty propagation would become skewed). These asymmetric distributed uncertainties cannot be combined with the symmetric uncertainty distributions using standard propagation techniques (Taylor, 1997). Therefore the sea ice concentration uncertainties are assessed within the globally integrated uncertainties described in section 2.5.

2.4. Calculating spatially complete fCO$_2$ (sw) data and estimating their uncertainties

The sparse sampling of the in situ data used, the need to use an interpolation method, and the need for input data for the interpolation methods warrants a more comprehensive analysis of the fCO$_2$ data uncertainties. These sections now describe the interpolation technique and the approach for assessing the uncertainties for input into the framework in Figure 1.

2.4.1 The neural network approach - University of Exeter physics feed forward neural network with uncertainties (UEP-FNN-U)

The self-organising map feed forward neural network (SOM-FNN) method (Landschützer et al., 2014, 2016) used within the GCB (Friedlingstein et al., 2023) UoEx-Watson product (Watson et al., 2020) was applied with modifications to interpolate the re-analysed SOCAT sourced in situ fCO$_2$ data. These modification were: the Arctic Ocean was defined as a single province using the Longhurst province (Longhurst, 1998) Boreal Arctic (Province 1). The Mediterranean Sea and Red Sea Longhurst provinces (Province 16 and 25 respectively) were combined into a single province covering these regions, leading to a total of 18 provinces (instead of 17 as in UoEx-Watson) and near global coverage. Whereas the predictor variables remained consistent to the UoEx Watson product, consisting of SST, SSS, MLD, xCO$_2$ (atm), and anomalies of all four variables (Table 1).

These predictor variables were matched in space and time to the re-analysed SOCAT observations (Figure 2). For each province the SOCAT gridded fCO$_2$ (sw) observations, with their respective
predictor variables, were split into two datasets; (1) an independent test dataset that was not used in the neural network training or validation steps (5 %) and (2) a training and validation dataset (95 %). This data split provides as much of the data to the neural network training, whilst retaining a sufficient sample to independently assess the neural network performance. The training and validation dataset was then used within a feed forward neural network (FNN). The FFN approach consists of an input layer, hidden layer, and output layer. The input layer consists of nodes corresponding to the number of predictor variables, and a single node in the output layer. The number of nodes within the hidden layer was determined through a pre-training step (Ford et al., 2022a; Landschützer et al., 2014), which incrementally increases the hidden layer nodes in a set range (30 to 300 nodes at 30 increments) and finds the minimum of the neural network loss function which corresponds to the root mean square difference (RMSD) between the neural network output and the validation component training dataset. The pre-training step was required to provide the optimum number of hidden neurons to fit the in situ observations, whilst preventing overfitting (Demuth et al., 2008). Once the optimum number of nodes in the hidden layer was selected an ensemble of 10 neural networks are trained using the training and validation dataset. The training and validation dataset was split further and randomly into the training (70 %) and validation datasets (30 %) for each ensemble member. The split percentages were estimated with the optimal split approach described in Amari et al. (1997). This random splitting allows the neural network ensemble a high probability to see all the dataset as either training or validation data. Once all ensembles have been trained, the output fCO$_2$ (sw) for the province was the mean of the ensembles. Applying this ‘mean’ neural network for each province to the complete fields of the predictor variables allows the generation of complete and spatially complete fCO$_2$ (sw) fields (Figure 2).

Table 1: Input parameters used within the University of Exeter physics feed forward neural network (UEP-FNN-U) as predictor variables, with their respective uncertainties used within the parameter uncertainty.

<table>
<thead>
<tr>
<th>Predictor Variables</th>
<th>Defined Uncertainty</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOAA xCO$_2$ (atm)</td>
<td>1 ppm</td>
<td>(Lan et al., 2023)</td>
</tr>
<tr>
<td>CCI Sea Surface Temperature (v2.1)</td>
<td>0.15 K</td>
<td>(Merchant et al., 2019)</td>
</tr>
<tr>
<td>CMEMS sea surface salinity (GLORYSV12)</td>
<td>0.1 psu</td>
<td>(Jean-Michel et al., 2021)</td>
</tr>
<tr>
<td>CMEMS mixed layer depth (GLORYSV12; log$_{10}$ transformed)</td>
<td>0.05 log$_{10}$(m)</td>
<td>(Jean-Michel et al., 2021)</td>
</tr>
</tbody>
</table>
Figure 2: Flowchart indicating the structure and training scheme of the feed forward neural network approach and uncertainty analysis as described within section 2.4.1 and 2.4.2. Acronyms in the flowchart are Surface ocean CO$_2$ Atlas (SOCAT), fugacity of CO$_2$ in seawater (fCO$_2$(sw)), feed forward neural network (FFN) and root mean square difference (RMSD).
2.4.2 Spatial and temporally varying fCO$_2$ (sw) uncertainty determination

The characterisation of uncertainties in the fCO$_2$ (sw) neural network approach applied here allows the determination of spatially and temporally varying uncertainties in the estimated fCO$_2$ (sw). Three sources of uncertainty in the neural network fCO$_2$ (sw) are considered (and shown in Figure 2 in detail) and these are analysed and then included within the air-sea CO$_2$ flux uncertainties framework within Figure 1 (see the three boxes that are grouped by a dashed line in the bottom right of Figure 1).

The first uncertainty component consists of the neural network uncertainty, whereby the random nature of the neural network approaches can lead to different optimum outcomes of a single network. This uncertainty was assessed as two standard deviations (2σ) of 10 neural network ensemble runs described in section 2.4.1 thereby providing the mean and standard deviation of the ensembles on a per pixel basis. Regions where the 2σ value is small, indicates where the neural networks ensembles are well constrained with different training and validation splits, and so output similar fCO$_2$ (sw) estimates with low variability between estimates. The first ensemble member is also used within the second uncertainty component of the fCO$_2$ (sw).

The second uncertainty component considered is the impact of the uncertainties in the predictor variables on the resulting interpolated fields, as described in Ford et al. (2021), and applied to fCO$_2$ (sw) in Ford et al. (2022a). The uncertainties in the predictor variables were propagated through the first neural network ensemble (for practical reasons, this analysis was only applied to the first member of the ensemble described above due to the computational load). In summary, a n-dimensional (n being the number of predictor variables) linear spaced grid was constructed between the maximum and minimum of each predictor variable. The linear spacing was determined such that the total number of grid points does not exceed a defined value (whereby increasing this number increases the resolution of the grid but increases computation). At each point in the grid, the predictor variables were randomly perturbed within their uncertainty (Table 1; assuming these are 95% confidence) and the fCO$_2$ (sw) estimated for each perturbation. The one standard deviation of the resulting fCO$_2$ (sw) distribution was taken as the input parameter uncertainty. The process is repeated for every combination in the n-dimensional grid. This grid became a look-up table for the input parameter uncertainty on the fCO$_2$ (sw) using linear interpolation between grid points. Thus, allowing the determination of the input parameter uncertainty at any combination of input variables, in a computationally efficient setup.

The third uncertainty component considered was the evaluation uncertainty, or how accurate and precise the neural network estimates of the fCO$_2$ (sw) are with respect to the in situ gridded SOCAT observations. For each province the independent test observations are compared to the neural network ensemble mean using a weighted statistical analysis as described in Ford et al. (2021). The weighting procedure allows both uncertainties in the neural network and the in situ data to be included in the
assessment of the evaluation uncertainty. The neural network uncertainty for the weighting was
determined as the network and input parameter uncertainties combined in quadrature (Taylor, 1997),
consistent with Ford et al. (2021). The in situ observation uncertainty was calculated as the standard
deviation of the in situ SOCAT observations in a particular grid cell combined in quadrature with an
assumed measurement uncertainty of 5 μatm (Bakker et al., 2016; Taylor, 1997) (so information from
the two previously described uncertainty components are used within the derivation of this third
component). The weighted statistical analysis provides the bias (accuracy), root mean square
difference (RMSD; precision), along with the slope and intercept of a type II linear regression and the
number of observations. The neural network approaches generally have a bias (accuracy) near ~0
μatm indicating a high accuracy, however the RMSD (precision) is generally larger (values closer to
~0 indicate a higher precision) (Ford et al., 2022a; Gregor et al., 2019; Landschützer et al., 2014). For
each province the weighted RMSD was taken as the combined algorithm uncertainty, and the bias
assumed to be negligible (i.e. maximum biases are ~10 % of the corresponding RMSD) compared to
the RMSD (example per province scatter plots shown in Supplementary Figure S1).

Once all three components are calculated, these are combined in quadrature (Taylor, 1997) to provide
the total uncertainty on the fCO$_2$(sw). The three uncertainty components are all calculated or applied
during the mapping procedure to produce complete fields of fCO$_2$(sw) with a concurrent total
uncertainty (considered a 95% confidence uncertainty).

2.5. Integrated air-sea CO$_2$ fluxes and uncertainties

The monthly air-sea CO$_2$ fluxes and their uncertainties can be used to construct annual global budgets
of the net CO$_2$ flux. The area of each pixel was calculated assuming the Earth is an ellipsoid, and high
resolution land percentage masks were produced from The General Bathymetric Chart of the Oceans
(GEBCO) bathymetry data (GEBCO Bathymetric Compilation Group, 2023). The high resolution
approach ensures that coastal region contours are well captured to avoid unnecessary precision or
rounding errors (as described by Shutler et al., 2016). The calculated CO$_2$ fluxes (g C m$^{-2}$ d$^{-1}$) are
multiplied by the pixel area (m$^2$), land percentage masks, the days within each month and then
summed into annual CO$_2$ fluxes (Pg C yr$^{-1}$). The annual absolute air-sea CO$_2$ flux was also calculated
(i.e.$|F|$, the absolute air-sea CO$_2$ flux from Eq 1, regardless of whether into or out of the ocean).

The integration of the air-sea CO$_2$ flux uncertainties within the uncertainty budget must be treated
carefully (Figure 1). In general most components within the air-sea CO$_2$ flux calculations have a
systematic component that will be correlated globally (Figure 1; blue boxes) and a component that
will be correlated to a spatial and temporal scale (Figure 1; green boxes). Following standard
geostatistical methods these two components (correlated globally and correlated to a spatial/temporal
scale) must be treated differently when integrating globally (see the Supplementary of Watson et al.,
2009). The globally correlated components (Figure 1; blue boxes) can be integrated in the same way as the air-sea CO₂ fluxes. So the CO₂ flux uncertainty (g C m⁻² d⁻¹) at each pixel location was first multiplied by the area of the pixel (m²), land percentage mask and the number of days in the month, and then summed into an annual CO₂ flux uncertainty for each systematic component (Pg C yr⁻¹).

Whereas the procedure for globally integrating the uncertainty component that correlates to a spatial and temporal scale (Figure 1; green boxes) requires an understanding of the scales at which spatial features, and therefore their associated uncertainties, decorrelate. It was firstly assumed that the uncertainties are not correlated between months (i.e no temporal correlation) as previous work shows that for the SST (from the CCI-SST data) and sea ice concentrations (from the OSISAF data) the uncertainties correlate up to period of only a few days (Kern, 2021). The spatial decorrelation length for each component (Figure 1; green boxes) was assessed using a semi-variogram approach, as used in previous studies (Landschützer et al., 2013, 2014; Watson et al., 2009). The analysis calculates the semi-variance within the uncertainty field at point-to-point Haversine distances and estimates the ‘range’, or the distance at which the semi-variance does not change. The range indicates the distance within which the uncertainties can be deemed to be correlated.

The following methods are consistent with the variogram analysis used for air-sea CO₂ gas fluxes within Watson et al. (2009) and Landschützer et al. (2013, 2014). The semi-variogram analysis was implemented using SciKit-GStat v1.0 (Mälicke, 2022) parameterised with the Dowd semi-variance estimator and fit to an exponential variogram model. The semi-variogram was fit to a random subsample of 200 points extracted from each month’s uncertainty fields and repeated 100 times. The monthly perturbations were combined into an annual distribution (~1200 perturbations) and the median and interquartile range extracted from the distribution (example histograms for SST shown in Supplementary Figure S2). In cases where a monthly uncertainty field had less than 200 points, the subsample was constructed on the number of available points divided by two.

The uncertainty fields supplied to the semi variogram analysis fell into three categories: (1) a complete uncertainty field, (2) incomplete fields of the residuals between the parameter and in situ observations or (3) complete residual fields between two datasets for the parameter. The SST (CCI-SST), and sea ice concentration (OSISAF) and fCO₂(sw) network uncertainty (Figure 1) had full uncertainty fields (category 1) which were applied to the semi variogram analysis indicating median decorrelation lengths of ~1300 km, ~1500 km and ~1800 km respectively between 1985 and 2022. Although complete uncertainty fields were available for fCO₂(sw) parameter and evaluation, these fields have non-continuous values resulting in a lack of convergence for the semi-variogram analysis (i.e the methodological decisions in section 2.4.2 cause these fields to be roughly single values for each province). Therefore for the fCO₂(sw) evaluation and parameter uncertainties, we have to use an incomplete uncertainty field (category 2 field) to estimate the decorrelation lengths. The residuals between the in situ monthly SOCAT fCO₂(sw) observations and the neural network ensemble mean are
mapped (category 2) and supplied to the semi-variogram approach. This gave a median decorrelation length of ~2400 km. The wind speed uncertainty presents no complete uncertainty field or in situ observations and therefore we assess the spatial residual variability between two differing wind speed datasets, CCMP v3.1 and ERA5 wind speeds (category 3) as an estimate of the decorrelation lengths. This analysis estimated a median decorrelation lengths of ~4000 km. Finally for xCO$_2$(atm) we assign a decorrelation length of 2000 ± 1500 km estimated using the global locations of the in situ stations that supply data to the NOAA-ERSL product, and for SSS we assume the uncertainty decorrelated at the same spatial scale as the CCI-SST (~1300 km). The calculated decorrelation lengths varied in time and had their respective uncertainties.

These decorrelation lengths have previously been used to estimate the number of decorrelated areas within a region, either globally (Landschützer et al., 2014) or regionally (Landschützer et al., 2013; Watson et al., 2009). The number of decorrelated regions are then combined with a spatially fixed uncertainty to estimate the integrated uncertainty. However, in this study we have estimated spatially varying uncertainty fields which cannot be applied to the methodology of the previous studies. We therefore integrate the uncertainty component that correlates to a spatial scale using the calculated decorrelation lengths and spatially varying uncertainty fields within a Monte Carlo uncertainty propagation.

In summary, a global grid of points was calculated where each point was separated by twice the decorrelation length for the component being calculated. At each point a random value between -1 and 1 was assigned. These values were then linearly interpolated onto the same 1 degree global grid as the air-sea CO$_2$ flux data, such that each global 1 degree location has a value between -1 and 1 assigned. This was repeated for each month in the timeseries between 1985 and 2022 producing a global grid of perturbation values through time. This perturbation grid has systematic spatial structures (of values between -1 and 1) that are consistent with the decorrelation length scale, and therefore the number of decorrelated areas in previous studies (Landschützer et al., 2014; Watson et al., 2009). The complete space time fields of the air-sea CO$_2$ flux uncertainty were multiplied by the perturbation values and added to the calculated air-sea CO$_2$ flux. The annual net CO$_2$ flux budget calculations described at the start of section 2.5 were conducted on the perturbed air-sea CO$_2$ fluxes. This process was repeated 100 times with the decorrelation length perturbed randomly within its uncertainty at the start of each ensemble. The two standard deviations of the resulting 100 ensembles of annual net CO$_2$ fluxes were taken as the globally integrated uncertainty of the component.

To provide confidence in our Monte Carlo uncertainty propagation methodology we replicate the global integrated fCO$_2$(sw) uncertainty presented in Landschützer et al. (2014) of ~0.18 Pg C yr$^{-1}$ (1σ) for the period 1998 to 2010. Here we supply the calculated decorrelation lengths for the fCO$_2$(sw) evaluation uncertainty in this study, as our neural network approach is based on the Landschützer et
al. (2014) methodology, and a fixed fCO$_2$ (sw) evaluation uncertainty of 12 uatm. With these inputs the Monte Carlo uncertainty propagation estimates a 1σ uncertainty of ~0.17 Pg C yr$^{-1}$ for the period 1998 to 2010, which is within 6% of, and consistent with, the Landschützer et al. (2014) result.

The integrated uncertainty components were calculated at the 95% confidence (or equivalent to a 2 sigma uncertainty), but to enable comparisons to the GCB values (Friedlingstein et al., 2023) we also express these at 1 sigma.

3. Results

3.1. fCO$_2$ (sw) and fCO$_2$ (sw) uncertainties

The UEP-FNN-U estimated mean fCO$_2$ (sw) between 1985 and 2022 showed global spatial variability consistent to the UoEx-Watson data product, but with extended coverage into the Arctic ocean and Mediterranean Sea (Supplementary Figure S3; Figure 3a). The concurrent mean total fCO$_2$ (sw) uncertainty estimated from the neural network showed a mean value of ~30 μatm, with clear geographical differences (Figure 3b). The subtropics generally showed lower uncertainties around ~20 μatm, whereas larger uncertainties were prevalent in the Arctic Ocean, Southern Ocean and Equatorial Pacific with values greater than 40 μatm.

The dominant component driving the total fCO$_2$ (sw) uncertainty varied spatially (Figure 3 c,d,e). The fCO$_2$ (sw) parameter uncertainty showed consistently lower values ranging from 2 μatm up to maxima at ~10 μatm (Figure 3d). Maxima generally occurred in dynamic regions including the Arctic and Equatorial Pacific, however the parameter uncertainty was not a dominant source to the total uncertainty. The network uncertainty indicated minima around ~10 μatm which occurred in the subtropics and increased to maxima greater than ~50 μatm in the Arctic Ocean (Figure 3c). The evaluation uncertainty ranged from ~10 μatm in the subtropics and Mediterranean Sea, up to maxima ~40 μatm in the polar North Atlantic Ocean (Figure 3e). The evaluation uncertainty was generally the dominant component in the subtropics and the polar North Atlantic, whereas the network uncertainty was the dominant component in the Arctic Ocean and Equatorial Pacific. The network and evaluation uncertainties were both important components within the Southern Ocean (Figure 3c, e).

3.2. Air-sea CO$_2$ flux uncertainties

The mean total air-sea CO$_2$ flux uncertainties between 1985 and 2022 showed minima around ~0.01 g C m$^{-2}$ d$^{-1}$ in the subtropics to maxima greater than 0.1 g C m$^{-2}$ d$^{-1}$ in the polar oceans (Figure 4a). In all regions, the total fCO$_2$ (sw) uncertainty was the dominant component, with relative contributions ranging from 50 % to 75 % (Figure 4 b,c,d,e; Bar 0). In most regions, the next largest components to the uncertainty generally stemmed from the gas transfer parameterisation and the wind speed
uncertainties which is the dominant input to the gas transfer calculation (Figure 4 b,c,d,e; Bar 1). In the Southern Ocean, the gas transfer parameterisation uncertainty was larger with relative contributions greater than 50 %, compared to the wind speed uncertainty (Figure 4e; Bar 2). In the polar North Atlantic, the gas transfer parameterisation and wind speed both contributed the same (Figure 4c; Bar 2). However, in the subtropical South Atlantic and Equatorial Pacific the wind speed uncertainty was larger than the gas transfer parameterisation component (Figure 4 a,d; Bar 2). The remaining uncertainty components, including the fCO₂ (atm), air and waterside solubilities and Schmidt number, were generally smaller components with relative contributions totalling to around 5 % of the total uncertainty (Figure 4 b,c,d; Bar 0). However in the Southern Ocean, the air and waterside solubility components accounted for ~20 % of the total uncertainty and were larger than the gas transfer and wind components (Figure 4e; Bar 0).

3.3. Integrated net air-sea CO₂ flux and uncertainties

The globally integrated net air-sea CO₂ flux indicated a net CO₂ sink of ~2.2 Pg C yr⁻¹ between 1985 to 1995 before reducing to a minimum in 2000 of ~2.0 Pg C yr⁻¹. Thereafter the CO₂ sink increased steadily from ~2.0 Pg C yr⁻¹ in 2002 to ~3.4 Pg C yr⁻¹ in 2020 (Figure 5d). The evolution of the CO₂ sink estimated by the UEP-FNN-U was consistent with that of the UoEx-Watson product (Figure 5d). The one sigma total integrated CO₂ flux uncertainty had a mean of ~0.72 Pg C yr⁻¹ between 1985 and 2022, ranging from a minimum of ~0.60 Pg C yr⁻¹ around 2000 to a maximum of ~0.85 Pg C yr⁻¹ in 2021 (Figure 5d; Table 2).

The dominant components contributing to the total uncertainty changed over the period 1985 to 2022 (Figure 5a). Between 1985 and 2000, the fCO₂ (sw) uncertainty decreased from ~0.65 Pg C yr⁻¹ to ~0.45 Pg C yr⁻¹ but remained the dominant component in this period. During the period 2001 to 2022, the fCO₂ (sw) and gas transfer uncertainties show relatively equal contributions to the total uncertainty of ~0.49 Pg C yr⁻¹. However after ~2010 the gas transfer uncertainties were marginally more dominant. The fCO₂ (sw) uncertainty was made up by the three sources of neural network uncertainty (Figure 5b). The parameter uncertainty showed the lowest contribution of ~10 %, whereas the evaluation and network uncertainties have contributions of 50 % and 40 % respectively. But these contributions changed through time, whereby the evaluation uncertainty contribution were generally higher at the start and end of the timeseries, with minima around 1997. The network uncertainty showed a reciprocal change to that of the evaluation uncertainty, whereas the parameter uncertainty stayed relatively constant through time.

The gas transfer parameterisation uncertainty was the next dominant component of uncertainty after the fCO₂ (sw), increasing from 0.40 Pg C yr⁻¹ in 1985 to 0.58 Pg C yr⁻¹ in 2022. This increase largely followed the increase in the absolute air-sea CO₂ flux, from 4 Pg C yr⁻¹ in 1985 to 5.8 Pg C yr⁻¹ in
2022 (Figure 5d). After ~2010 the gas transfer parameterisation became the marginally more dominant source of uncertainty, and before this period the fCO$_2$(sw) remained the dominant source of uncertainty. The other components showed lower contributions to the total uncertainty with mean contributions between 1985 and 2022 of 0.14 Pg C yr$^{-1}$ for the wind speed, 0.08 Pg C yr$^{-1}$ for the solubility components, 0.06 Pg C yr$^{-1}$ for the Schmidt number, 0.02 Pg C yr$^{-1}$ for the fCO$_2$(atm) and 0.003 Pg C yr$^{-1}$ for the sea ice uncertainty. The fCO$_2$(atm) component was dominated by the xCO$_2$(atm) uncertainty and contained a 25 % relative contribution from the partial pressure of water vapour (pH$_2$O) component used in the calculation (Figure 5c). These components showed small increases following the increase in the absolute air-sea CO$_2$ flux (Figure 5d).
Figure 3: (a) Global mean fCO$_2$ (sw) between 1985 and 2022 where the colorbar is centred on the mean atmospheric CO$_2$ concentration for the same period. (b) Global mean total fCO$_2$ (sw) uncertainty between 1985 and 2022. (c) same as (b) but for the fCO$_2$ (sw) network uncertainty. (d) same as (b) but for the fCO$_2$ (sw) parameter uncertainty. (e) same as (b) but for the fCO$_2$ (sw) evaluation uncertainty. Note (c), (d), (e) are plotted on the same colorbar as (b).
Figure 4: (a) Global mean air-sea CO$_2$ flux uncertainty between 1985 and 2022. (b) Mean relative contribution bar chart for each of the air-sea CO$_2$ flux uncertainty components between 1985 and 2022 at the highlighted location. Bar 0 shows all labelled sources of uncertainty. Bar 1 shows the contributions for all components removing the fCO$_2$(sw) component. Bar 2 shows the relative contribution for the wind speed and gas transfer components. (c), (d) & (e) same as (b) but for the respective points highlighted.
Figure 5: (a) Mean relative contributions between 1985 to 2022 for each uncertainty component to the globally integrated air-sea CO₂ flux. (b) Same as (a) but for the three fCO₂(sw) uncertainty components that contribute to the total fCO₂(sw) in (a). (c) same as (b) but for the two uncertainty components that contribute to the fCO₂(atm) in (a). (d) Net air-sea CO₂ flux calculated between 1985 and 2022 (black line). Dark grey region indicates the one sigma, and light grey region indicates the two sigma total air-sea CO₂ flux uncertainty. Blue dashed line indicates the absolute air-sea CO₂ flux (i.e. the integrated absolute CO₂ flux across the air-sea interface). Blue line indicates the UoEx-Watson product from the Global Carbon Budget 2023 (Friedlingstein et al., 2023).
Table 2: Mean 1σ uncertainty between 1985 to 2022 for each component. These mean uncertainty can be split into a fixed (globally correlated) component and a component that was correlated to a spatial and temporal period. The total mean uncertainty between 1985 and 2022 assuming the uncertainties are independent and uncorrelated (Taylor, 1997) is shown in the total row. Equivalent 2σ uncertainties shown in Supplementary Table S2.

<table>
<thead>
<tr>
<th>Component</th>
<th>Mean 1σ uncertainty between 1985 to 2022 (Pg C yr⁻¹)</th>
<th>Mean fixed component contribution (Pg C yr⁻¹)</th>
<th>Mean spatially varying component (Pg C yr⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas transfer</td>
<td>0.47</td>
<td>0.47</td>
<td>N/A</td>
</tr>
<tr>
<td>Wind</td>
<td>0.14</td>
<td>N/A</td>
<td>0.14</td>
</tr>
<tr>
<td>Sea ice</td>
<td>0.003</td>
<td>N/A</td>
<td>0.003</td>
</tr>
<tr>
<td>Schmidt</td>
<td>0.06</td>
<td>0.06</td>
<td>0.001</td>
</tr>
<tr>
<td>Solubility skin</td>
<td>0.08</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td>Solubility subskin</td>
<td>0.07</td>
<td>0.07</td>
<td>0.02</td>
</tr>
<tr>
<td>fCO₂ (atm)</td>
<td>0.02</td>
<td>0.005</td>
<td>0.02</td>
</tr>
<tr>
<td>fCO₂ (sw)</td>
<td>0.51</td>
<td>N/A</td>
<td>0.51</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.72</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Discussion

4.1. Air-sea CO₂ flux and fCO₂(sw) uncertainties

Within this study, we present an air-sea CO₂ flux uncertainty budget that builds on the principles of in situ Fiducial Reference Measurement (Banks et al., 2020) where all known sources of uncertainty are systematically considered (however small) and propagated to the final uncertainty using standard propagation techniques and a well-established uncertainty framework (BIPM, 2008; Taylor, 1997). Applying this approach has allowed the production of spatially and temporally complete air-sea CO₂ flux uncertainties. We showed in all cases that the fCO₂(sw) uncertainties were the dominant source of uncertainty to the air-sea CO₂ flux when investigating individual locations and time points. This would indicate that when assessing variability or trends in the air-sea CO₂ fluxes, as a first step the fCO₂(sw) uncertainty should be accounted for within these assessments. For example, Ford et al. (2022b) calculated trends in the air-sea CO₂ fluxes in the South Atlantic Ocean and showed significant trends whilst accounting for the fCO₂(sw) and gas transfer uncertainties. However, in this study in the South Atlantic Ocean the wind speed uncertainty component was larger than the gas transfer uncertainty (Figure 4e), consistent with the results of Jersild and Landschützer (2024). Similarly in the Southern Ocean, the air and waterside solubility component were larger than both the gas transfer and wind speed uncertainties (Figure 4e). Therefore, it is important to assess all sources of uncertainties within the air-sea CO₂ fluxes as some components may be more dominant in some regions as opposed
to others (Figure 4). These uncertainties should also be considered when assessing trends and/or more complex decompositions of seasonal, interannual and decadal variability (Ford et al., 2022b; Landschützer et al., 2016, 2018). A concerted effort to implement these full uncertainty budgets for the air-sea CO$_2$ fluxes in preparation for future advances and reductions of uncertainties in the air-sea CO$_2$ flux calculations would appear critical.

Within this air-sea CO$_2$ flux uncertainty budget, a spatially and temporally explicit approach to estimating the total fCO$_2$ (sw) uncertainty from an exemplar feed forward neural network approach (Landschützer et al., 2014; Watson et al., 2020) was implemented (named UEP-FNN-U). Previous fCO$_2$ (sw) uncertainty estimates have assumed a fixed global value based on a comparison to the in situ SOCAT observations (Landschützer et al., 2013, 2014) which is equivalent to the evaluation uncertainty in this study. Our results show that in the subtropics the use of the single fixed evaluation uncertainty may be applicable, as this was the dominant uncertainty within these regions. However, within more dynamic regions, such as the Arctic Ocean and Equatorial Pacific, the evaluation uncertainty will likely underestimate the total uncertainty due to the dominance of the network uncertainty within these regions. Some regional approaches have started to incorporate these further sources of uncertainty into their total fCO$_2$ (sw) uncertainty (Ford et al., 2022a). Therefore, these results would indicate a need to expand the current uncertainty estimation for globally resolved fCO$_2$ (sw), using the approach in this study as a framework.

Within the GCB multiple data-products produce globally complete fCO$_2$ (sw) fields, which use different interpolation methodologies (Friedlingstein et al., 2023). These methods include neural networks (Chau et al., 2022; Landschützer et al., 2014; Watson et al., 2020), multi-linear regression (Iida et al., 2021) or other machine learning techniques (Gloege et al., 2022), and therefore the basis of the three uncertainty components to the fCO$_2$ (sw) in this study can be adapted to equivalent uncertainties for these methodologies. For example, for a method that uses multi-linear regression e.g. (Iida et al., 2021) instead of a feed-forward neural network, the calculation of the evaluation uncertainty (i.e. comparison to the in situ SOCAT observations) would remain the same. The network uncertainty could be formed from either the standard deviation of multiple ensemble runs of the multi-linear regression (similar to the network uncertainty in this study) or could be constructed from the uncertainty in the linear regression fit parameters as the source of uncertainty. The parameter uncertainty would be similar to the approach in this study and would involve a Monte Carlo uncertainty propagation which propagates the input parameter uncertainties through the multi-linear regression. It is therefore clear that these uncertainties could be equivalently mapped by data-products to produce spatially and temporally complete fCO$_2$ (sw) uncertainty fields in future releases. This would be important as clearly the complete fCO$_2$ (sw) uncertainty fields form a key component in calculating spatially and temporally complete air-sea CO$_2$ flux.
4.2. Integrated air-sea CO\(_2\) flux uncertainties

Within the GCB the ocean carbon sink has been assessed by annually integrating the calculated air-sea CO\(_2\) fluxes. The uncertainty on these estimates is assessed using literature values, and not all sources of uncertainty are evaluated within the assessment. In this study we have systematically assessed the components that contribute to the total air-sea CO\(_2\) flux uncertainty and showed that these vary through time (Figure 5a, d). In this section we discuss the uncertainty estimates for the different components and compare these to the current GCB uncertainty estimate.

The GCB estimate for the fCO\(_2\)\(_{\text{sw}}\) mapping uncertainty is 0.20 Pg C yr\(^{-1}\), compared to the 0.51 Pg C yr\(^{-1}\) (Table 2) uncertainty identified in this study. The GCB estimate stems from Landschützer et al. (2014) where the uncertainty was estimated using the evaluation uncertainty of ~12 μatm. As an example, applying a 12 μatm evaluation uncertainty, and assuming the network and parameter uncertainties are 0, our methodology produces a mean 0.17 Pg C yr\(^{-1}\) uncertainty due to the fCO\(_2\)\(_{\text{sw}}\) between 1998 and 2010 (same period as Landschützer et al., 2014) so our calculation methods are consistent with that of the earlier Landschützer et al. (2014) work. Since the initial work by Landschützer et al. (2014), the evaluation uncertainty for most data products has increased to around ~20 μatm (22 μatm for the UEP-FNN-U; Supplementary Figure S3c) (Gregor et al., 2019). This increase in the evaluation uncertainty increases the fCO\(_2\)\(_{\text{sw}}\) evaluation uncertainty to a mean of 0.41 Pg C yr\(^{-1}\) between 1985 and 2022, but within this study we also consider the network (0.29 Pg C yr\(^{-1}\)) and parameter uncertainties (0.09 Pg C yr\(^{-1}\)). These three components all contribute to the larger uncertainty of 0.51 Pg C yr\(^{-1}\) than that estimated by Landschützer et al. (2014).

The gas transfer uncertainty has been assessed at 0.20 Pg C yr\(^{-1}\) within the GCB, compared to the 0.47 Pg C yr\(^{-1}\) (Table 2) in this study. Woolf et al. (2019) suggest two representative values for the gas transfer uncertainty of 0.20 Pg C yr\(^{-1}\) (1 sigma assuming a 10 % gas transfer uncertainty) or 0.40 Pg C yr\(^{-1}\) (1 sigma assuming a 20 % gas transfer uncertainty). In this study we estimate a slightly higher uncertainty than suggested by Woolf et al. (2019), however our results indicate that this uncertainty was proportional to the absolute air-sea CO\(_2\) flux (Figure 5d) which is feasible given the potential bias introduced by bubbles and increasing atmospheric CO\(_2\) concentrations (Leighton et al., 2018). Although our result was higher than the current GCB estimate it remains consistent if the 10 % gas transfer uncertainty were selected. However, we propose the use of the 20 % uncertainty as a conservative estimate for the gas transfer uncertainty, and that this component be calculated for each product based on the absolute air-sea CO\(_2\) flux.

Recently the evaluation of wind speed products has indicated that a 0.09 Pg C yr\(^{-1}\) (Fay et al., 2021; Roobaert et al., 2018) uncertainty stems from the wind speed uncertainty. We have shown a slightly
larger but still consistent value of 0.14 Pg C yr\(^{-1}\) (Table 2) using a different methodology. Fay et al. (2021) estimate the uncertainty as the standard deviation of the net CO\(_2\) sink calculated using three different wind products, where the standard deviation may not, with a small sample size, represent the full uncertainty within the wind products. Our results may also be slightly larger due to the connection to the absolute air-sea CO\(_2\) flux, which is likely different from the products used within the previous work.

The other components assessed in this study have not previously been investigated and are currently not included within the GCB estimates. The solubility components within this study introduce a 0.08 Pg C yr\(^{-1}\) uncertainty. The inclusion of two solubility terms within this study stems from the inclusion of vertical temperature gradients at the ocean’s surface, as described in Woolf et al. (2016). The skin and subskin solubilities are calculated at slightly different temperatures and salinities (cool and salty skin), and therefore have subtly different values when integrated globally. Within the GCB, all the data-product based assessments, except for the UoEx-Watson, do not include the vertical temperature gradients (Friedlingstein et al., 2023) and therefore have a single solubility term. Although the evidence is growing for the inclusion of these temperature gradients (Bellenger et al., 2023; Dong et al., 2022; Shutler et al., 2020; Watson et al., 2020; Woolf et al., 2016), the use of a single or two solubilities does not have a large effect on the uncertainty (i.e. 0.10 Pg C yr\(^{-1}\) for two solubilities, or 0.08 Pg C yr\(^{-1}\) for one solubility assuming the solubilities are independent and uncorrelated).

The sea ice component presents a very small uncertainty on the global scale of 0.003 Pg C yr\(^{-1}\). The inclusion of sea ice within the air-sea CO\(_2\) flux calculation assumes the flux decreases linearly within increasing sea ice concentration (i.e. ice is a complete barrier to air-sea fluxes) (Arrigo & Van Dijken, 2007; Shutler et al., 2016; Takahashi et al., 2009). Although there remains debate within sea ice communities as to the relationship between sea ice coverage and air-sea CO\(_2\) fluxes. This is in part due conflicting observations that fluxes can occur through sea ice (e.g. Geilfus et al., 2014) and whether sea ice inhibits (e.g. Prytherch & Yelland, 2021) or enhances (e.g. Kohout & Meylan, 2008) turbulence, thereby modifying the CO\(_2\) flux (see discussion and references within Watts et al., 2022). These components will introduce further uncertainties into the sea ice component but cannot currently be quantified. However, at the global scale these uncertainties will remain small relative to the other components due to the small areal coverage but will likely increase on regional scales.

We have focussed our uncertainty analysis on the global scale, however the principles and calculations applied globally are applicable to the regional scale. Within regional assessments the fixed components will remain of similar relative magnitudes. However, the spatially correlated components will increase in magnitude due to the calculated decorrelation lengths (i.e as the region assessed gets smaller, the uncertainties within the region become more correlated and therefore larger when integrated). Previous GCB assessments have shown global agreement between the data-product
based approaches within the uncertainties (Friedlingstein et al., 2022, 2023) but regional differences are still relatively large e.g. (Fay & McKinley, 2021; Ford et al., 2022a; Friedlingstein et al., 2023). In future work, the application of the uncertainty framework in this study to regional air-sea CO₂ flux budgets will be an important step to improve future regional air-sea CO₂ flux budgets.

### 4.3. Uncertainty estimates for the Global Carbon Budget

The GCB has identified that the data-products and models which assess the global ocean carbon sink have been slowly diverging, and are starting to diverge outside the current calculated uncertainty (see Figure 10 in Friedlingstein et al., 2023). Hauck, Nissen et al. (2023) indicated the ocean carbon sink uncertainty for the data products may be underestimated and suggested a value of 0.6 Pg C yr⁻¹ before the riverine adjustment uncertainty was included. Within this study we show an updated mean uncertainty of 0.72 Pg C yr⁻¹ between 1985 and 2022, before the riverine adjustment and in situ fCO₂ (sw) uncertainty were included. When the in situ fCO₂ (sw) uncertainty of 0.2 Pg C yr⁻¹ (which can be calculated within the approach assuming a 2 μatm fCO₂ (sw) uncertainty that is correlated globally; Bakker et al., 2016)) and river flux adjustment uncertainty of 0.15 Pg C yr⁻¹ (0.3 Pg C yr⁻¹ is the 2 sigma equivalent uncertainty (Regnier et al., 2022)) are included, assuming these are independent and uncorrelated we estimate a GCB equivalent mean uncertainty for the UEP-FNN-U of 0.76 Pg C yr⁻¹. Although we have calculated a fixed value here which could be used within future GCB assessments, we strongly recommend that each data product be assessed to determine their own uncertainty budgets and then a full and temporally varying uncertainty budget for the GCB data-product ensemble can be derived. Our results have shown that the size and dominance of the different components vary through time, and some components show variability that follows the absolute air-sea CO₂ flux which will be different for each product and will likely track atmospheric emissions. This study could be used as a framework to allow these uncertainties to be calculated for each data product for future releases of the GCB assessments. All software for the analysis framework and the gas flux calculations are available as open-source (CC-BY licence) and these are version controlled and fully traceable (Ford et al., 2024).

### 5. Conclusions

In this study, we have presented a framework to estimate spatially and temporally varying air-sea CO₂ flux uncertainties, which systematically assessed all sources of uncertainties and was built upon standard uncertainty propagation methodologies and an established uncertainty approach. We show when investigating single locations the fCO₂ (sw) was the dominant source of uncertainty to the air-sea CO₂ fluxes. However, we show the relative contributions by the remaining sources of uncertainty
varied spatially, such that the gas transfer uncertainty was not always the second most dominant source of uncertainty. The fCO$_2$(sw) uncertainties were estimated using a similar systematic uncertainty budget that considered three sources of uncertainties in an exemplar feed forward neural network scheme (the UEP-FNN-U). We show that the evaluation uncertainty (comparison to SOCAT in situ observations) was the largest source of uncertainty in the subtropics, however the network uncertainty (uncertainty within the neural network ensemble) was dominant in dynamic regions such as the Arctic Ocean. The parameter uncertainty (propagated input parameter uncertainties through the neural network) was a small contribution to the combined uncertainty.

The calculated air-sea CO$_2$ fluxes were integrated into an annual estimates of the net air-sea CO$_2$ flux, or the ocean carbon sink, between 1985 to 2022 as commonly produced for the Global Carbon Budget assessments. We present an approach to integrate the calculated air-sea CO$_2$ flux uncertainties providing temporally varying ocean carbon sink uncertainties. We showed a mean 1 sigma ocean carbon sink uncertainty between 1985 and 2022 of 0.72 Pg C yr$^{-1}$. Over this period, the fCO$_2$(sw) component equated to a mean of 0.51 Pg C yr$^{-1}$, followed by the gas transfer at 0.47 Pg C yr$^{-1}$. The dominant component switched from the fCO$_2$(sw) before ~2010, to the gas transfer after ~2010.

Smaller sources of uncertainty included the wind speed uncertainty (0.14 Pg C yr$^{-1}$), solubility (0.08 Pg C yr$^{-1}$) and Schmidt number (0.06 Pg C yr$^{-1}$).

Finally we provide a Global Carbon Budget equivalent mean 1 sigma uncertainty (i.e including the riverine flux adjustment and in situ fCO$_2$(sw) uncertainties) of 0.76 Pg C yr$^{-1}$ for the UEP-FNN-U. This study provides an approach to estimating a complete air-sea CO$_2$ flux uncertainty budget, that could be used by the community to provide time varying and consistent uncertainties for use within the Global Carbon Budget and other assessment studies.
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