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Abstract—This paper proposes an analytical framework for the throughput of the grant-free power-domain non-orthogonal multiple access (GF-NOMA) with user-specific constraints of selectable power levels and analyzes the achievable throughput. Our analytical framework uses stochastic geometry to reflect selectable power levels constrained by the maximum transmission power and channel of each user to an inhomogeneous offered load per level. This key idea enables our framework to analyze the throughput bounded by the geographical user distribution and derive a suitable selection strategy of power levels under the constraint. Our analytical results showed that our framework analyzed the throughput with only an analysis error of 0.1% compared with the existing model overestimated 58% higher throughput. This paper also proposes a heuristic method based on our proposed analytical model to derive a suitable selection strategy of power levels. Our results highlight that the derived selection strategy on our analytical framework achieved 20% higher throughput than the baseline strategy, where each user randomly selects a power level under the power level constraint.
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I. INTRODUCTION

G/6G uplink networks require realizing the massive machine-type communications (mMTC) [1]. In a typical mMTC, a massive number of users, such as sensors, connect a base station (BS) in an uplink. This use case has the following three characteristics. First, mMTC requires high throughput to accommodate such a massive number of users. Second, mMTC needs a grant-free (GF) access protocol (e.g., ALOHA) [2], i.e., a decentralized protocol without scheduling spectrum resources by the connected BS, to mitigate signaling overheads caused by such a massive number of users. Third, each user limits the maximum transmission power based on its battery and hardware limitations. In summary, realizing mMTC requires achieving high throughput in GF access under the maximum transmission power of each user.

In mMTC, a technology to increase the throughput has been the power-domain non-orthogonal multiple access (NOMA) with channel inversion in GF access [3]–[21], called GF-NOMA. In GF-NOMA, each user selects a pre-designed power resource, called a power level, from the set of its selectable power levels. The user calculates its transmission power based on its channel and the target-received power associated with its selected level before transmitting its packet to its connected BS. The BS uses the successive interference cancellation (SIC) technique to receive multiple packets. GF-NOMA designs each power level to satisfy a required signal-to-interference-and-noise ratio (SINR) under no power collisions where multiple packets arrive at a level; namely, power collisions happen, depending on the average packet arrival rate or offered load per level, defined as the per-level offered load. Such a power collision may cause the following three types of packet errors over power levels due to the non-orthogonality: collision, lower-power-level, and higher-power-level errors [14].

The throughput of GF-NOMA depends on the selectable power levels constrained by the property of each user, defined as user-specific power level constraints. Typically, such a user-specific property is the geographical property, like the location of each user. A faraway user from its connected BS experiences a poorer channel and thus needs its larger transmission power, calculated by channel inversion, to use a power level. This characteristic causes such a user to limit its selectable power levels more strictly under its maximum transmission power. Given a homogeneous user distribution within the coverage, more users contain lower power levels in their selectable ones. In such situations, the existing selection strategy of power levels, like a uniform selection strategy, may cause a more inhomogeneous per-level offered load; namely, a lower power level undergoes a larger offered load. Unfortunately, such a per-level offered load yields power collisions more frequently, and as a result, the achievable throughput becomes lower.

The throughput of GF-NOMA has been actively analyzed in related works [3]–[21]. Some works [3]–[14] analyzed the throughput under the common property over users; in other words, all the users can select all the power levels. In particular, the authors in [7]–[14] discussed the throughput in GF-NOMA with a random selection strategy in the general number of power levels. Other works [15]–[20] focused on the selection strategy reflecting the property of each user, like its location and channel. For example, the authors in [15], [16] proposed to divide a geographic space into concentric circles associated with power levels; the authors in [17]–[19] evaluated the throughput of the channel-dependent GF-NOMA schemes where each user decides its power level based on its channel. The other work [21] modeled a power level constraint...
reflecting the maximum transmission power in a channel-dependent GF-NOMA scheme with two levels.

However, these related works [3]–[21] have despised reflecting the property of each user to its power level constraint in the analytical model, and the throughput of the user-specific power-level-constrained GF-NOMA has remained unclear. The related works [3]–[14], assuming a homogeneous property between all the users, reflected no properties to power level constraints. The related works [15]–[20], considering the selection strategy using the property of each user, also reflected no properties to power level constraints. The related work [21], considering a user-specific power level constraint, supported GF-NOMA with only two levels and treated the power level constraint as a given parameter; in other words, the power level constraint discussed in [21] was irrelevant to the properties of users, like geographical properties. These limitations of the existing models [3]–[21] have also derived unsuitable selection strategies for the achievable throughput in the user-specific power-level-constrained GF-NOMA.

To overcome the limitations, this paper proposes an analytical framework for the throughput of the user-specific power-level-constrained GF-NOMA and analyzes the achievable throughput. Our proposed analytical framework uses stochastic geometry to reflect the power level constraint of each user caused by its geographical property and maximum transmission power to an inhomogeneous per-level offered load. Also, this paper derives a suitable selection strategy on the proposed analytical framework to analyze the achievable throughput. To this end, this paper proposes a PSO-based heuristic method combined with a deterministic algorithm minimizing the peak offered load at each level under the constraint. The selection strategy derived from our heuristic method mitigates the impacts of power collisions per level while using selectable power levels more effectively than the typically existing strategies. In summary, this paper has the following contributions and findings:

- This paper proposes an analytical framework for the throughput of the user-specific power-level-constrained GF-NOMA using stochastic geometry in Sections IV-A and IV-B.
- This paper emphasizes the proposed analytical model approximated the throughput more accurately than the existing models in Section V.
- This paper proposes a PSO-based heuristic method to approximately optimize the selection strategy of selectable power levels in the user-specific power-level-constrained GF-NOMA in Sections VI-A and VI-B.
- This paper highlights that the derived selection strategy by the proposed method outperformed the baseline strategy in the user-specific power-level-constrained GF-NOMA in Section VII.

II. RELATED WORKS

This section highlights the novelty of our work compared with the related works [3]–[21], summarized in Table I. The related works are divided into three groups to support user-specific properties and reflect the properties to power level constraints. The following subsections briefly describe the difference between our work and these related works.

The related works in the first group [3]–[14] supported a homogeneous property between users in GF-NOMA; namely, all the users are selectable for any level in a stochastic manner. References [3]–[6] analyzed the throughput of GF-NOMA with two levels. In particular, the two works [5], [6] optimized the selection strategy of power levels by the game theory. The authors in [7], [8] analyzed the throughput of GF-NOMA with any number of levels. The authors in [7], [8] formulated collision errors due to power collisions, and the authors in [9], [10] contained lower-power-level errors in addition to collision errors for an average packet arrival rate. References [11]–[14] formulated all the patterns of packet errors. In particular, the works [13], [14] proposed an accurate analytical model reflecting all the packet error patterns caused by GF-NOMA in a per-level offered load. However, these works have reflected no properties specified by users in the throughput analysis. This drawback has lost the impacts of inhomogeneous per-level offered load caused by power level constraints on the throughput.

The related works in the second group [15]–[20] focused on the property of each user in the selection strategy in GF-NOMA. The authors in [15], [16] proposed the selection method layering the coverage geographically. This method allows each user to select the power level associated with the circular layer covering its location. The works [17]–[19] discussed the channel-dependent selection strategy where each user selects a power level in the predefined thresholds of its channel gain. The work [19] proposed the game theory to optimize the thresholds for GF-NOMA with two power levels. Also, Reference [20] proposed a self-organized selection method to realize such a channel-dependent strategy. However, these works supported no inhomogeneous power level constraints between users, although selection strategies depend on the properties of users, like their locations and channels. This drawback has unrevealed the throughput of the user-specific power-level-constrained GF-NOMA.

The related work in the third group [21] focused on the user-specific power level constraint in a channel-dependent selection strategy in GF-NOMA with two levels. The work evaluated the throughput under the given number of users selecting each of the two levels; then, the work assumed that the users selecting their lower power level did not select the higher one. However, this work has two drawbacks. The first one is to limit the number of power levels to analyze the throughput. The second one is to unsuitably reflect the property of each user to its power level constraint; the given number of users in the work was not calculated from the geographical property of each user and its maximum transmission power. These

<table>
<thead>
<tr>
<th>User property</th>
<th>Power level constraint</th>
<th>Related works</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homogeneous</td>
<td></td>
<td>[3]–[14]</td>
</tr>
<tr>
<td>Inhomogeneous</td>
<td>Homogeneous</td>
<td>[15]–[20]</td>
</tr>
<tr>
<td></td>
<td>Partially user-specific</td>
<td></td>
</tr>
<tr>
<td></td>
<td>User-specific</td>
<td>[21]</td>
</tr>
<tr>
<td></td>
<td>Only our work</td>
<td></td>
</tr>
</tbody>
</table>
drawbacks have overlooked the characteristics of the user-specific power-level-constrained GF-NOMA and the suitable selection strategy for the achievable throughput.

Unlike these works, this paper models user-specific power level constraints by stochastic geometry. Our analytical framework reflects the geographical property and maximum transmission power of each user to an inhomogeneous per-level offered load in GF-NOMA. In the next section, we describe the system model for the framework.

III. SYSTEM MODEL

A. Baseline GF-NOMA System

This section describes the system model of a typical GF-NOMA system, i.e., the baseline system, as shown in [14], with a BS and its covered users. All the parameters throughout this paper are summarized in Table II. This system has a BS covering the circle range, defined as \( \Omega \), with a radius of \( R \). Each covered user with its packet \( k \), i.e., the active user, is distributed according to an HPPP, denoted as \( \Phi \), with an intensity \( \Lambda \) as the first step. Here, this user is located at \( \omega_k \). Its channel, denoted as \( h_k \), is formulated as follows for the mathematical tractability:

\[
h_k = \frac{v_k}{\sqrt{1 + |\omega_k|^2}},
\]

where \( v_k \) is an independent and identically distributed Rayleigh fading channel coefficient, i.e., \( v_k \sim CN(0,1) \), \( \nu \) is the path-loss exponent, and \( r_k \) is the distance between itself and the BS. The power of a channel \( h \), i.e., \( |h|^2 \), follows the cumulative density function (CDF) based on the Gaussian–Chebyshev quadrature in [22]:

\[
F_{|h|^2}(z) = \frac{2}{R^2} \int_{0}^{R} \left[ 1 - e^{-(1+r^\nu)z} \right] r \, dr
\approx \frac{1}{2} \sum_{m=1}^{M} \frac{\pi}{M} \sqrt{1 - \alpha_m^2} \left( 1 + \alpha_m \right) \left( 1 - e^{-\delta_m z} \right),
\]

where \( \alpha_m \) and \( \delta_m \) are written as follows:

\[
\alpha_m = \cos \left( \frac{2m - 1}{2M} \pi \right), \quad \delta_m = 1 + \left( \frac{R}{2} + \frac{R}{\alpha_m} \right)^\nu,
\]

where \( M \) is a parameter to control the trade-off between complexity and accuracy.

Each active user in \( \Phi \) immediately transmits its packet \( k \) at the time-frequency resource, considering its maximum transmission power, denoted as \( p_k^{(+)} \). Here, \( p_k^{(+)} \) follows the probability density function (PDF), denoted as \( f_p(.) \). Each time-frequency resource has \( L \) available power levels depending on the maximum transmission power in all the users, denoted as \( p^{(+)} \), as follows:

\[
p^{(+)} = \max_{\omega_k \in \Phi} p_k^{(+)}.
\]

A level \( \ell \in \mathcal{L} = [1,L] \) is associated with a target-received power value at the BS, denoted as \( P_\ell \), as follows:

\[
P_\ell = \Gamma (\Gamma + 1)^{L-\ell} N_0,
\]

where \( N_0 \) is the spectrum density of AWGN, denoted as \( \eta \); note that a smaller index in (5) shows a larger target received power value as follows:

\[
P_1 > P_2 > \cdots > P_L.
\]

To transmit the packet, the user obeys a strategy, discussed in Section IV, to select a power level \( \ell \) from its selectable power levels, denoted as \( \mathcal{L}_k \), and then sets its transmission power, denoted as \( p_k \), by using channel inversion as follows:

\[
p_k = \frac{P_\ell}{|h_k|^2}.
\]

where \( |h_k| \) is an estimated \( h_k \). Its available transmission power is constrained by \( p_k^{(+)} \); namely, \( p_k \leq p_k^{(+)} \), and thus, \( \mathcal{L}_k \) is constrained by \( p_k^{(+)} \), discussed in Section IV.

The BS receives the superposed signal from active users and uses SIC with capture effect to decode this signal. The superposed signal after the \( i \)th SIC iteration, \( i \geq 0 \), is formulated as follows:

\[
y^{(i)} = \sum_{k \in \mathcal{K}^{(i)}} \sqrt{p_k} h_k s_k + \eta,
\]

where \( \mathcal{K}^{(i)} \) is the set of remaining packets after the \( i \)th SIC iteration. Given a packet \( k \) provides the greatest-received power in \( \mathcal{K}^{(i)} \) with the BS, the SINR at the \( i \)th SIC iteration is presented as follows:

\[
\gamma_k^{(i)} = \frac{p_k |h_k|^2}{\sum_{k \in \mathcal{K}^{(i)} \setminus \{k\}} p_k |h_k|^2 + N_0}.
\]
Assumed that the BS perfectly estimates all the channels, i.e., \( \hat{h}_k = h_k \), as the first step to analyze the key characteristics of GF-NOMA, the SINR is transformed as follows:

\[
\gamma_k^{(i)} = \frac{P_{\ell_k}}{\sum_{k \in K^{(i)} \setminus \{k\}} P_{\ell_k} + N_0},
\]

where \( \ell_k \) is a power level occupied by \( k \). All the packets require the same data rate, defined as \( c \), and thus, the required SINR, i.e., \( \Gamma \), is presented as follows:

\[
\log_2(1 + \gamma_k^{(i)}) \geq c \iff \gamma_k^{(i)} \geq 2^c - 1 = \Gamma.
\]

After the perfect interference cancellation, the remaining superposed signal is presented as follows:

\[
y_k^{(i)} = y^{(i-1)} - \sqrt{p_k} h_k s_k \\
\approx \sum_{k \in K^{(i)} \setminus \{k\}} \sqrt{p_k} h_k s_k + \eta.
\]

### B. Throughput and Packet Errors with Per-Level Offered Load

This paper focuses on the number of received packets as the normalized throughput, simply called throughput. The throughput of GF-NOMA is simply modeled with the number of packet arrivals at all the power levels involved by a given per-level offered load. Let us consider the number of packet arrivals at each level, denoted as \( K_\ell \). Then, \( K_\ell \) follows a Poisson distribution with an average packet arrival rate (i.e., an offered load) at \( \ell \), denoted as \( \lambda_\ell \). Let us define \( q(\ell; \lambda_\ell) \) as a probability mass function for \( K_\ell = n \), following a Poisson distribution, and then, \( K_\ell \) obeys the following expression:

\[
\Pr(K_\ell = n) = q(n; \lambda_\ell) = \frac{e^{-\lambda_\ell} \lambda_\ell^n}{n!}.
\]

Then, a per-level offered load is defined as follows.

\[
\lambda = \begin{pmatrix} \lambda_1 & \lambda_2 & \cdots & \lambda_L \end{pmatrix},
\]

where \( \sum_{\ell \in \mathcal{L}} \lambda_\ell = \lambda \).

Given a per-level offered load, the related work [14] formulated the analytical model for the throughput. This analytical model has the following lower and upper-bounded throughput equations:

\[
T^- (\lambda) \leq T (\lambda) \leq T^+ (\lambda),
\]

where \( T^\pm (\lambda) \) is presented as follows:

\[
T^\pm(\lambda) = \sum_{\ell=1}^L T^\pm_\ell (\lambda) = \sum_{\ell=1}^L \left(1 - \Pr(\mathcal{E}_\ell | K_\ell = 1)\right) q(1; \lambda_\ell) \left(1 - \Pr(\mathcal{E}_\ell | K_\ell = 1)\right).
\]

The upper and lower-bounded event probability of higher-power-level errors is written as (18) and (19). Also, the related work [14] formulated the expected number of packet errors caused by each type. The expected number of collision errors \( N_\mathcal{E} \), denoted as \( \mathbb{E}[N_\mathcal{E}] \), is presented as follows:

\[
\mathbb{E}[N_\mathcal{E}] = \sum_{\ell=1}^L \lambda_\ell - \lambda_\ell e^{-\lambda_\ell}.
\]

The expected number of lower-power-level errors \( N_{\mathcal{E}} \), denoted as \( \mathbb{E}[N_{\mathcal{E}}] \), is written by using (17) as follows:

\[
\mathbb{E}[N_{\mathcal{E}}] = L \sum_{\ell=1}^L \Pr(\mathcal{E}_\ell | K_\ell = 1) q(1; \lambda_\ell).
\]

The upper and lower-bounded expected number of higher-power-level errors \( N_{\mathcal{E}} \), denoted as \( \mathbb{E}[N_{\mathcal{E}}] \), is written by using (18) and (19) as follows:

\[
\mathbb{E}[N_{\mathcal{E}}] = L \sum_{\ell=1}^L \Pr(\mathcal{E}_\ell | K_\ell = 1) q(1; \lambda_\ell).
\]

### IV. ANALYTICAL FRAMEWORK OF USER-SPECIFIC POWER-LEVEL-CONSTRAINED GF-NOMA

This section describes the proposed analytical model for the throughput in the user-specific power-level-constrained GF-NOMA in the following steps. First, we model the two key parameters in this GF-NOMA: a selection strategy of power levels and a power level constraint. Next, by using stochastic geometry, we formulate a per-level offered load based on these design parameters as an input of the throughput. This section qualitatively discusses the characteristics of the proposed analytical model and the throughput.

#### A. Modeling User-Specific Power-Level-Constrained Selection Strategy

Each user with a packet \( k \) has its power level constraint, reformulated as \( L_k = [\ell_k^{(+)}; L] \), to select its power level. The number of power levels, i.e., \( L \), is constrained by the maximum transmission power \( p^{(+)} \) in all the distributed users formulated in (4); in other words, the target-received power value with the highest power level in \( L \), i.e., \( P_{L} \), must be smaller than \( p^{(+)} \) under no attenuation based on (5) as follows:

\[
L = \max \{ L \in \mathbb{N} \mid \Gamma (\Gamma + 1)^{L-1} N_0 \leq p^{(+)} \}. \tag{23}
\]

\( \ell_k^{(+)} \) is constrained by its channel \( h_k \) and its maximum transmission power \( p_k^{(+)} \) based on (7) as follows:

\[
\ell_k^{(+)} = \min \{ \ell \in \mathbb{L} \mid P_{\ell} \leq p_k^{(+)} | h_k |^2 \} \tag{24}
\]
\[
\Pr(\delta^c_k | K^c_k = 1) = \sum_{\ell = \ell^c_k = 1}^{L} \left( \prod_{\ell = \ell^c_k + 1}^{L} \Pr(K^c_k = 1) \Pr(K^c_{\ell(c)} \geq 2) \right) = \sum_{\ell = \ell^c_k = 1}^{L} \left( \prod_{\ell = \ell^c_k + 1}^{L} q(1; \lambda) \right) \left( 1 - q(0; \lambda^c_{\ell(c)}) - q(1; \lambda^c_{\ell(c)}) \right) . \tag{18}
\]

\[
\Pr(\delta^c_k | K^c_k = 1) = \left( 1 - \prod_{\ell = \ell^c_k + 1}^{L} \Pr(K^c_k < | \Gamma + 1 \rangle \right) + \sum_{\ell = \ell^c_k + 1}^{L} \left( \prod_{\ell = \ell^c_k + 1}^{L} \Pr(K^c_k = 1) \Pr(2 \leq K^c_{\ell(c)} < | \Gamma + 1 \rangle \right) \left( \prod_{\ell = \ell^c_k + 1}^{L} \Pr(K^c_k < | \Gamma + 1 \rangle \right)
\]

Such a user-specific power level constraint is dominant to the selection strategy of power levels. Note that this paper focuses on a stochastic strategy, which is typical and flexible for application, as shown in [14]. To reflect this constraint to the selection strategy, we assume that a user with \( \ell^c_k = \ell^c \) follows the following probabilistic strategy, denoted as \( \Psi(\cdot) \):

\[
\Psi(\ell^c) = \left( \psi_{\ell^c_1} \ \psi_{\ell^c_2} \ \cdots \ \psi_{\ell^c_L} \right), \tag{25}
\]

where each element in the above vector denotes a conditional probability where a user with \( \ell^c_k = \ell^c \) selects a power level \( \ell_k = \ell \); namely, this probability is formulated as follows:

\[
\psi_{\ell^c_k} = \Pr(\ell_k = \ell | \ell^c_k = \ell^c), \tag{26}
\]

where \( \psi_{\ell^c_k} = 0 \) at \( \ell^c_k > \ell \) by the power level constraint. The summation of these probabilities is presented as follows:

\[
\sum_{\ell \in \mathcal{L}} \psi_{\ell^c_k} = 1. \tag{27}
\]

The matrix of these probabilities in \( \ell^c \in \mathcal{L} \), denoted as \( \Psi \), is presented as follows:

\[
\Psi = \begin{pmatrix}
\psi_{11} & \psi_{12} & \cdots & \psi_{1L} \\
\psi_{21} & \psi_{22} & \cdots & \psi_{2L} \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{L1} & \psi_{L2} & \cdots & \psi_{LL}
\end{pmatrix}, \tag{28}
\]

and also, the vector of probabilities to select \( \ell \) is formulated as follows:

\[
\Psi_{\ell} = (\psi_{1\ell} \ \psi_{2\ell} \ \cdots \ \psi_{L\ell})^\top. \tag{29}
\]

**B. Stochastic Geometry-based Throughput Analytical Model**

The throughput of the target GF-NOMA depends on a per-level offered load reflecting the impacts of the user-specific power level constraints. To this end, each element of a per-level offered load, i.e., \( \lambda_{\ell} \), is characterized by the selection strategy and the expected number of users \( k \) experiencing \( \ell^c_k = \ell^c \),

\[
\lambda_{\ell} \text{ is formulated as follows.}
\]

\[
\lambda_{\ell} = \mathbb{E} \left[ \sum_{\{k | \omega_k \in \Phi \}} \mathbb{I}(\ell_k = \ell) \right]
\]

\[
= \mathbb{E}[\Phi] \left[ \sum_{\{k | \omega_k \in \Phi \}} \mathbb{E}[\mathbb{I}(\ell_k = \ell)] \right]
\]

\[
= \mathbb{E}[\Phi] \left[ \sum_{\{k | \omega_k \in \Phi \}} \Pr(\ell_k = \ell) \right]. \tag{30}
\]

This equation is transformed by focusing on user-specific power level constraints and the selection strategy under a power level constraint as (31). Here, the equation of (a) in (31) is \( \lambda^c_{\ell^c} \) formulated as follows:

\[
\lambda^c_{\ell^c} = \mathbb{E}[\Phi] \left[ \sum_{\{k | \omega_k \in \Phi \}} \Pr(\ell^c_k = \ell^c) \right]
\]

\[
= \mathbb{E}[\Phi] \left[ \sum_{\{k | \omega_k \in \Phi \}} \Pr(P_{\ell^c_k} \leq p_k^{(+)} | |h_k|^2 < P_{\ell^c_k - 1}) \right]
\]

\[
= \mathbb{E}[\Phi] \left[ \sum_{\{k | \omega_k \in \Phi \}} \Pr(P_{\ell^c_k} \leq p_k^{(+)} | |h_k|^2 < P_{\ell^c_k - 1}) \right]. \tag{32}
\]

Then, this equation is transformed by a conditional probability of \( p_k^{(+)} \) by \( f_p(\cdot) \) in (33). The transformation of (b) in (33) is based on the Campbell theorem, and the transformation of (c) is based on \( \lambda^c_{\ell^c} = \lambda^c_{\ell^c} \) and polar coordinate transformation. From (33) and the CDF of \( |h_k|^2 \) in (2), \( \lambda^c_{\ell^c} \) is finally transformed as follows:

\[
\lambda^c_{\ell^c} = \lambda^c \int_0^{p_k^{(+)}} \left( F_g \left( \frac{P_{\ell^c_k - 1}}{p} \right) - F_g \left( \frac{P_{\ell^c_k}}{p} \right) \right) f_p(p) \, dp. \tag{34}
\]

The throughput is formulated by this derived per-level offered load. From (31), \( \lambda_{\ell} \) is reformulated as follows:

\[
\lambda_{\ell} = \sum_{\ell^c_k \in \mathcal{L}} \psi_{\ell^c_k} \lambda^c_{\ell^c_k}. \tag{35}
\]
To summarize the equation, we introduce $X'$ as the following per-level offered load:

$$X' = (\lambda'_1, \lambda'_2, \ldots, \lambda'_{\ell(+)}, \ldots, \lambda'_L).$$ (36)

Based on (28) and (36), a per-level offered load defined from (35) is formulated as the following function:

$$\lambda(\Psi) = X' \Psi,$$ (37)

where $\lambda = \lambda'$. Finally, the throughput is calculated in (16) as follows:

$$T^{\pm}(\Psi) = T^{\pm}(\lambda(\Psi)).$$ (38)

Also, the expectations of three types of packet errors are calculated by substituting the derived $\lambda(\Psi)$ to (20)–(22). Note that the upper and lower-approximated event probabilities of higher-power-level errors in this paper do not provide the lower and upper-bounded probabilities for the exact probabilities due to approximating the CDF of (2). As a result, $T^{\pm}$ and $\mathbb{E}[N_{5\pm}]$ do not necessarily guarantee the upper and lower-bounded ones, unlike (16), discussed in Section IV-C. Then, in this paper, $T^{\pm}$ is called the upper and lower-approximated throughput.

C. Analysis Characteristics

1) Analysis Accuracy: Let us discuss the validation of our analytical framework based on the analysis procedure. Our framework has three approximations. First, the analytical expressions approximate modeling the higher-power-level errors [14], and thus, the analysis error increases as the event probability of this error pattern increases. Increasing higher-power-level errors involves increasing analysis errors above the exact throughput. Thus, increasing $R$ or $p_k^{(+)}$ causes increasing analysis errors. Second, our framework approximates the number of arrived packets as the Poisson distribution model. This approximation is shown to be accurate enough to express the throughput in the analytical expression in the context of the mMTC in related works [14]. Third, our framework to derive the per-level offered load approximates the CDF of the channel in (2). Increasing $M$ involves decreasing the analysis error. Note that this analysis error prevents the proposed model from approximating the lower and upper-bounded throughput.

2) Analytical Throughput: Let us discuss the throughput of the user-specific power-level-constrained GF-NOMA qualitatively. The throughput depends on the geographical property and maximum transmission power, which are dominant to the power level constraint of each user, i.e., $\ell_k^{(+)}$. The geographical property depends on the coverage range, i.e., $R$. A smaller coverage range provides a more strict power level constraint for $k$. Also, using smaller maximum transmission power, $p_k^{(+)}$, undergoes a more strict power level constraint for $k$. A more strict constraint causes lower power levels to experience a larger offered load and thus causes power collisions to happen more frequently. Due to such more frequent power collisions, a lower power level is expected to experience collision errors and higher-power-level errors more frequently; these characteristics involve less frequent lower-power-level errors. Increasing collision errors is expected to depend on the throughput more significantly than decreasing lower-power-level errors, and as a result, the throughput becomes lower.

V. ANALYTICAL RESULTS

In this section, we validated the analytical model and analyzed the fundamental characteristics of the throughput of the user-specific power-level-constrained GF-NOMA.

A. Parameters

The parameters are summarized in Table III. $\nu$ was set to 3, and $M$ was set to 50 larger than [22] to provide more accurate
values
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Fig. 1. The expected number of users $k$ where $\ell_k^{(+)b} = \ell^{(+)b}$ or users with power level constraints at $R = 100, 1000$ at $\lambda = 1$.

results as possible. As the first step, the maximum transmission power was common over all the users; then, $p_{k}^{(+)b} = p^{(+)b} = 20$ dBm [23], and namely, this PDF is written as follows:

$$f_{p}(p_{k}^{(+)b}) = \begin{cases} 1 & p_{k}^{(+)b} = 20 \text{ dBm} \\ 0 & \text{otherwise} \end{cases} \quad (39)$$

where the maximum transmission power provided $L = 18$. As discussed in Section IV-C, one of the key parameters is the coverage range, i.e., $R$. As typical scenarios, we validated the analytical model in the coverage ranges of 100 and 1000 m; in particular, offered loads where each user selects the highest power level at $\lambda = 1$ at $R = 100, 1000$ are shown in Fig. 1. The horizontal axis is the power level constraint, i.e., $\ell^{(+)b}$, and the vertical axis is the offered load. Fig. 1 shows that each range had the peak $\lambda$, and each user $k$ had a large enough $\mathcal{L}_k$ to select at least a power level. Also, the peak $\lambda'$ was shown at $\ell^{(+)b} = 9$ at $R = 100$ and $\ell^{(+)b} = 13$ at $R = 1000$.

We used the uniform selection strategy, denoted as $\Psi^{(u)}$, as a typical strategy to validate the proposed model and analyze the throughput. $\Psi^{(u)}$ is written as follows:

$$\Psi^{(u)} = \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix}. \quad (40)$$

To validate the proposed analytical framework, we compared the throughput obtained by our analysis and Monte Carlo simulations. In the simulations, arrived packets were distributed according to a binomial point process with $\lambda$ in 1000 uniformly distributed users in $\Omega$. Its Rayleigh fading gain followed a time-variant exponential distribution with the intensity of 1 based on (2). Each simulation result was averaged over $10^6$ samples. To confirm the impacts of the power level constraint, we evaluated the throughput of the power-level-constrained GF-NOMA as the typically existing model [14], which expresses the general number of power levels unlike [21]. This channel-free power-level-constrained GF-NOMA allows all the users to uniformly select a level from $\mathcal{L}$ independently from their channels. The matrix of the selection probability, denoted as $\Psi^{(u+)}$, is written as follows:

$$\Psi^{(u+)} = \frac{1}{L} \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 1 \end{pmatrix}. \quad (41)$$

B. Analysis Accuracy

This section shows the analytical throughput in the proposed method with the uniform selection strategy, i.e., $\Psi^{(u)}$, and $\Psi^{(u+)}$ to discuss the fundamental characteristics. Fig. 2 shows the normalized throughput of the uniform selection strategy in the user-specific power-level-constrained GF-NOMA with increasing the offered load, i.e., $\lambda$. The horizontal axis is the power level constraint, i.e., $\ell^{(+)b}$, and the vertical axis is the offered load. Fig. 2 emphasizes that the proposed analytical model follows a time-variant exponential distribution with the in-

Fig. 2. The normalized throughput of the uniform selection strategy in the user-specific power-level-constrained GF-NOMA at $R = 100, 1000$ with increasing the offered load, i.e., $\lambda$. The horizontal axis is the normalized throughput. Also, Fig. 3 shows the three types of packet errors due to power collisions, formulated in (20), (21), and (22), in $R = 100, 1000$ with increasing $\lambda$. The horizontal axis is $\lambda$, and the vertical axis is the expectation of the number of packet errors. Fig. 3 (a) and (b) show the results at $R = 100, 1000$, respectively.

Fig. 2 emphasizes that the proposed analytical model showed enough accurate approximations to follow the throughput trends of the user-specific power-level-constrained GF-NOMA. At $R = 100$, the proposed lower-approximated model, i.e., $\mathcal{T}^-$, had the analysis error of only 0.1% compared with the simulation result at the offered load providing the peak throughput, i.e., $\lambda = 4.5$; then, the proposed upper-approximated one, i.e., $\mathcal{T}^+$, provided the analysis error of only 0.15%, compared with the simulation result. At $R = 1000$, the proposed models also followed the throughput trends obtained by the simulation results; the analysis error was at most 0.04%.
at $\lambda = 3$, providing the peak throughput at $R = 1000$. As discussed in IV-C, at the same $\lambda$, the analysis error increased as $R$ increased due to approximating higher-power-level errors; specifically, the analysis errors were at most 0.4% and 2% at $\lambda = 8$ at $R = 100$ and $R = 1000$, respectively. Fig. 3 shows that our analytical model expressed the expected number of packet errors in each pattern; in particular, at $R = 100$ and $R = 1000$, the expected number of higher-power-level errors was analyzed by the lower-approximated one with only analysis error of 0.07% and 0.6%, compared with the simulation results at $\lambda = 4.5$ and $\lambda = 3$ around the peak throughput, respectively. These results suggested that the lower-approximated model expressed better characteristics in the target GF-NOMA.

C. Throughput and Packet Error Analysis

This section discusses the analytical results of the throughput and packet errors in the user-specific power-level-constrained GF-NOMA. Fig. 4 shows the throughput with increasing the offered load at $R = 100, 1000$. The axes are the same as Fig. 2. Also, Fig. 5 shows the expected number of packet errors with increasing the offered load. The axes are the same as Fig. 3. Fig. 6 shows the offered load at each level in the uniform selection strategy at $\lambda = 4$ at $R = 100, 1000$. The horizontal axis is the power level, and the vertical axis is the offered load.

Fig. 4 highlights the impacts of the power level constraints on the throughput of the user-specific power-level-constrained GF-NOMA. The user-specific power-level-constrained GF-NOMA provided 44% higher peak throughput at $R = 100$ than $R = 1000$; Fig. 5 shows that using $R = 100$ involved 33% fewer collision errors and 46% fewer higher-power-level errors, calculating lower-approximated one, but 10% more lower-power-level errors than using $R = 1000$ at $\lambda = 4$, as discussed in Section IV-C. Fig. 6 highlighted that a lower power level experienced a larger offered load, compared with $R = 100$ and 1000 due to more severe constraints, as discussed in Section IV-C; in particular, the 14th to 18th highest power levels experienced larger offered loads at $R = 100$ than $R = 1000$.

Also, from Fig. 4, the proposed model expressed the throughput reflected by the geographical property more remarkably than the existing model [14]. Our proposed model at $R = 100$ provided 28% lower peak throughput than the existing model, i.e., the channel-free one and $\Psi^{(u)}$, due to the constraint, as discussed in Section IV-C; in other words, the existing model overestimated 33% higher throughput than the simulation result at $\lambda = 4.5$ at $R = 100$. Also, this GF-NOMA at $R = 1000$ provided 50% lower peak throughput than $\Psi^{(u)}$; namely, the existing model overestimated 58% higher throughput than the simulation result at $\lambda = 3$ at $R = 1000$.

VI. MAXIMIZING THROUGHPUT OF USER-SPECIFIC POWER-LEVEL-CONSTRAINED GF-NOMA

This section formulates the throughput maximization problem for the selection strategy in the user-specific power-
level-constrained GF-NOMA by using the proposed analytical model in Section IV. To this end, we propose a PSO-based heuristic method to solve this problem based on our analytical model.

A. Throughput Maximization Problem for Selection Strategy

This section describes the throughput maximization problem for the user-specific power-level-constrained GF-NOMA. We use \( \mathcal{T}^- \) to approximate the throughput, which is the most accurate analytical model in \( \mathcal{T}^\pm \) in (16) based on Section V. Given the properties of users, this problem is formulated as follows:

\[
\max_{\Psi} \mathcal{T}^- (\Psi) \tag{42a}
\]

\[
\text{s.t. } \psi_{\ell,+} \geq 0, \quad \forall \ell, \forall \ell(+) \tag{42b}
\]

\[
\psi_{\ell,+} = 0, \quad \forall \ell(+), \forall \ell \leq \ell(+) \tag{42c}
\]

\[
\sum_{\ell} \psi_{\ell,+} = 1, \quad \forall \ell(+) \tag{42d}
\]

This constrained problem is transformed into the following problem with the objective function adding a penalty term to satisfy (42b):

\[
\max_{\Psi} \mathcal{Y}(\Psi) \tag{43a}
\]

\[
\text{s.t. } (42c),(42d), \tag{43b}
\]

where \( \mathcal{Y}(\Psi) \) is the following function:

\[
\mathcal{Y}(\Psi) = \mathcal{T}^- (\Psi) - w_c \sum_{\ell \in \mathcal{L}} \sum_{\ell(+) \leq \ell} \max(-\psi_{\ell,\ell(+)}, 0)
\]

\[
- w_c \sum_{\ell \in \mathcal{L}} \max(\lambda_{\ell}(\Psi) - 1, -\lambda_{\ell}(\Psi), 0), \tag{44}
\]

where \( w_c \) is the weight of the penalty term.

B. PSO-based Heuristic Method for Selection Strategy

This section describes a PSO-based heuristic method to solve the aforementioned problem in our analytical framework.

This problem is too complex to be solved directly. To this end, we aim to approximately solve this problem by using PSO, a basic meta-heuristic technique adopted in [14], combined with a deterministic algorithm, defined as rumbling algorithm. Our heuristic method first discovers a sub-optimal and near-uniform per-level offered load, denoted as \( \Psi^* \), by the rumbling algorithm. Then, this method adopts \( \Psi^* \) obtained by the rumbling algorithm as one of the initial solutions in PSO and discovers a more near-optimal \( \Psi \), denoted as \( \Psi^* \), than \( \Psi^* \), referred to [14]. The derived strategy, i.e., \( \Psi^* \), is expected to balance the highest-power-level selection strategy at higher power levels and an inhomogeneous selection strategy at lower power levels.

1) Rumbling Algorithm: At first, this section discusses \( \Psi^* \) found by this algorithm under the power level constraints. As a basic approach, this algorithm aims to minimize the frequency of power collisions and thus minimize the offered load at each level. To this end, \( \Psi^* \) uses as many levels as possible and decreases the peak offered load at each level as follows:

- First, \( \Psi^* \) aims to use the power domain at maximum to minimize the potential peak offered load at each level. Each user selects its selectable and highest power level. The selection strategy, called the highest-power-level selection strategy, is written as follows:

\[
\Psi^{(h)} = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{pmatrix} \tag{45}
\]

- Second, \( \Psi^* \) aims to offload a larger offered load at \( \ell \), i.e., \( \lambda_{\ell} \), than other levels to lower power levels experiencing smaller offered loads than \( \ell \), supporting the power level constraint to minimize the peak offered load at each level. This offloading aims for a homogeneous per-level offered load, achieving a near-optimal solution [14] to reduce causing power collisions rather than the impacts of power collisions.

Based on the above discussions, the proposed algorithm initializes \( \Psi \) to \( \Psi^{(h)} \) and offloads the peak offered load under
the power level constraint. By this initialization, to satisfy the power level constraint, this algorithm only transfers a selection probability of $\ell$ to $\hat{\ell} > \ell$. The detailed algorithm is written in Algorithm 1. This algorithm repeatedly uniformizes the offered load at $\lambda_{t}$ and $\lambda_{t+1}$ by operating $\psi_{t(\ell)}$ at $\ell > \hat{\ell}(t)$ in the lines 10–14 until satisfying $\lambda_{t} - \lambda_{t+1} \leq \epsilon$ at all the levels in the lines 5–18, judged by a flag variable, denoted as $\theta$ in the line 19; note that $\epsilon$ is a constant value small enough to avoid the loss of digits.

**Algorithm 1 Rumbling Algorithm**

1. Input: $L$, $\Psi(h)$, $\lambda'$, $\epsilon$
2. Output: $\Psi^{*}$
3. Initialize: $\theta = 0$, $\Psi = \Psi(h)$
4. while $\textbf{True}$ do
5.   for all $\ell \leftarrow 1, \ldots, L$ do
6.     $\lambda = \lambda(\Psi)$
7.     if $\lambda_{t} - \lambda_{t+1} > \epsilon$ then
8.       $\zeta \leftarrow \frac{\lambda_{t} + \lambda_{t+1}}{2}$
9.       $\theta = 0$
10.      for all $i \leftarrow \ell, \ldots, 1$ do
11.         $\mu \leftarrow \min(\zeta, \lambda(\psi_{i}))$
12.         $\zeta \leftarrow \zeta - \mu$
13.         $\psi_{i(t+1)} \leftarrow \psi_{i(t)} + \frac{\mu}{\lambda(\Psi)}$, $\psi_{i(t)} \leftarrow \psi_{i(t)} - \frac{\mu}{\lambda(\Psi)}$
14.      end for
15.     else
16.       $\theta \leftarrow \theta + 1$
17.     end if
18.   end for
19. if $\theta > L$ then
20.   break
21. end if
22. end while

2) PSO: Our PSO-based heuristic method aims for discovering a more suitable $\Psi$, i.e., $\Psi^{*}$, to achieve the optimal $\lambda$ than $\Psi^{*}$, shown in [14]. The optimal $\lambda$ reduces the impacts of packet errors based on the level causing power collisions; specifically, the highest power level experiences a larger offered load than the second-highest one, and otherwise, a lower power level undergoes a larger offered load. The optimal $\lambda$ achieves slightly higher throughput than a homogeneous one based on [14]. Thus, the derived $\Psi$ is expected to show similar throughput to $\Psi^{*}$, a near-homogeneous $\lambda$ under power level constraints.

To discover $\Psi^{*}$, the proposed PSO-based framework initially contains a particle indicating $\Psi^{*}$ in the set of particles, denoted as $\mathbf{3}$. Each particle $z \in \mathbf{3}$ on a position at a time step $t$, denoted as $x_{z}^{(t)}$, explores a position experiencing a higher fitness value than the past positions of itself and other particles. Its position is updated by using its velocity, denoted as $v_{z}^{(t)}$, as follows:

$$x_{z}^{(t+1)} = x_{z}^{(t)} + v_{z}^{(t+1)},$$  (46)

where this velocity is defined as follows:

$$v_{z}^{(t+1)} = w_{m}v_{z}^{(t)} + w_{p}^{(t)} \odot (x_{z}^{(t)} - x_{z}^{(t)}) + w_{g}^{(t)} \odot (x_{g}^{(t)} - x_{g}^{(t)}),$$  (47)

where $w_{m}$ is a constant value, and $w_{p}^{(t)} = [0, w_{p}]_{L \times L}$ and $w_{g}^{(t)} = [0, w_{g}]_{L \times L}$ are matrices with random values from zero to constant values, defined $w_{p}$ and $w_{g}$, respectively. Also, $x_{z}^{(t)}$ is the personally best position in a particle $z$ until $t$, and $x_{g}^{(t)}$ is the globally best position in all the particles until $t$. These calculations are repeated until the number of time steps.

To independently calculate each element in $\Psi$ while satisfying the condition of (42d), our framework designs these positions of particles as ratios. Let us define that a function, denoted as $\rho(x)$, transforms a ratio matrix $x = (x_{i,j})_{L \times L}$ to a probability matrix $\Psi$ as follows:

$$\Psi = \rho(x) = \frac{\begin{pmatrix} \hat{x}_{11} & \hat{x}_{12} & \cdots & \hat{x}_{1L} \\ \hat{x}_{21} & \hat{x}_{22} & \cdots & \hat{x}_{2L} \\ \vdots & \vdots & \ddots & \vdots \\ \hat{x}_{L1} & \hat{x}_{L2} & \cdots & \hat{x}_{LL} \end{pmatrix}}{\begin{pmatrix} \sum_{i=1}^{L} x_{1i} & \sum_{i=1}^{L} x_{12} & \cdots & \sum_{i=1}^{L} x_{1L} \\ \sum_{i=1}^{L} x_{21} & \sum_{i=1}^{L} x_{22} & \cdots & \sum_{i=1}^{L} x_{2L} \\ \vdots & \vdots & \ddots & \vdots \\ \sum_{i=1}^{L} x_{L1} & \sum_{i=1}^{L} x_{L2} & \cdots & \sum_{i=1}^{L} x_{LL} \end{pmatrix}}.$$  (48)

By using $\rho(\cdot)$, $x_{z}^{(t)}$ and $x_{g}^{(t)}$ are calculated as follows:

$$x_{z}^{(t)} = \arg\max_{\{x^{(t)}_{i,j} | i \leq j \}} \Upsilon\left(\rho\left(x_{z}^{(t)}\right)\right),$$  (49)

$$x_{g}^{(t)} = \arg\max_{\{x^{(t)}_{i,j} | i \leq j \}} \Upsilon\left(\rho\left(x_{g}^{(t)}\right)\right).$$

Also, the initial position and velocity of each particle are upper triangular matrices where each element is randomly selected to satisfy the condition of (42c) as follows:

$$x_{z}^{(0)} \in [0, w_{0}]_{L \times L}, \quad v_{z}^{(0)} \in [0, w_{v}]_{L \times L},$$  (50)

where $w_{0}$ and $w_{v}$ are upper bounds of the initial position and velocity of each particle, and $x_{0}^{(0)} = \Psi^{*}$ to improve the throughput obtained by $\Psi^{*}$; namely, given the objective function is smaller than the throughput, the algorithm outputs $\Psi^{*}$.

C. Characteristics of Derived Selection Strategy

First, we qualitatively discuss the characteristics of the derived strategy by the proposed heuristic method discussed in Section VI-B. Lower-power-level errors provide a bigger impact on the throughput than higher-power-level errors based on [14]. To mitigate this impact while suppressing the occurrence of collision errors, $\Psi^{*}$ transfers offered loads at higher power levels except for levels experiencing small enough offered loads to lower power levels in $\Psi^{*}$; namely, a lower power level experiences a larger offered load. This transfer increases as the offered load, i.e., $\lambda$, increases, but above a specific $\lambda$, this transfer decreases to satisfy the penalty term in (44), and thus, $\Psi^{*}$ becomes more similar to $\Psi^{*}$.
Next, we qualitatively compare the derived strategy with the two typical and existing selection strategies. First, we compare $\Psi^*$ and the uniform selection strategy, i.e., $\Psi^{(u)}$. In this uniform one, each user offloads packets to the overall of its selectable power levels, although its selectable and highest power level occupies a small enough offered load to suppress the occurrence of power collisions. This characteristic causes a lower power level to experience a larger offered load monotonically. $\Psi^*$ uses the overall power domain more efficiently and thus is expected to cause fewer collision errors and higher-power-level errors than the uniform one, providing slightly more lower-power-level errors. Thus, the derived strategy is also expected to provide higher throughput than the uniform one.

Also, we compare $\Psi^*$ and a channel-dependent selection strategy extended from [15]–[21] to adopt the power level constraint, defined as a channel-dependent and uniform selection strategy. This strategy allows each user $k$ to select a power level $\ell$ as follows:

$$\ell = \max \left( \beta_k, \hat{\ell} \right),$$

(51)

where $\beta_k \in \mathcal{L}_k$ is a uniformly random value to offload $k$ over selectable power levels, and $\hat{\ell}$ is formulated as follows:

$$\hat{\ell} = \begin{cases} 1 & \tau_\ell \leq |h_k|^2 \\ \ell & \tau_\ell \leq |h_k|^2 < \tau_{\ell-1} \end{cases}, \quad \forall \hat{\ell} > 1.$$  

(52)

Each channel threshold $\tau_\ell$ is calculated from the CDF of channels in (2) by the golden section search. Formulating the selection probability matrix of this strategy in the power-level-constrained GF-NOMA is out of the scope of this paper, and thus this paper uses Monte Carlo simulations to show the throughput of this strategy. A better relationship between $\tau_\ell$ and power level constraints enables this strategy to use the power domain more efficiently; then, this strategy is expected to become a more similar strategy to $\Psi^*$ and also show similar throughput.

VII. THROUGHPUT MAXIMIZATION RESULTS

This section derives a suitable selection strategy of the user-specific power-level-constrained GF-NOMA and highlights the derived strategy outperforms other strategies, including baseline and some typical strategies.

A. Parameters

The parameters are summarized in Table IV. The wireless parameters were the same as V-A. We used $R = 1000$ to improve the throughput lowest in the analyzed ranges in Section V. The parameters for our heuristic method to maximize the throughput, i.e., rumbling algorithm and PSO, were summarized in Table III. We discuss the impact of each selection strategy on the calculation process; namely, the highest-power-level selection strategy, i.e., $\Psi^{(h)}$, the selection strategy applied by only the rumbling algorithm, i.e., $\Psi^*$, defined as rumbling-only, and the selection strategy applied by only PSO, defined as PSO-only. To discuss the contribution of the rumbling algorithm in PSO, we also evaluated the throughput obtained by the PSO using the uniform selection strategy, i.e., $\Psi^{(u)}$, as one of the initial particles, labeled Uniform + PSO, instead of $\Psi^*$. Then, we compared the throughput of the calculation results obtained by the derived selection strategy and the other selection strategies discussed in Section VI-C, i.e., $\Psi^{(u)}$ and the channel-dependent selection strategy.

B. Achievable Throughput by Suitable Selection Strategy

This section describes the achievable throughput of the user-specific power-level-constrained GF-NOMA at $R = 1000$. Fig. 7 highlights the normalized throughput of the user-specific power-level-constrained GF-NOMA with selection strategies with increasing $\lambda$ at $R = 1000$. The axes are the same as Fig. 2. Fig. 8 shows the expected number of packet errors at each pattern at $R = 1000$. The axes are the same as Fig. 3. Fig. 9 (a)–(c) show the selection probabilities calculated by only the PSO (labeled as PSO-only), only the rumbling algorithm (labeled as Rumbling-only), and the proposed heuristic method (labeled as Rumbling + PSO), respectively. The $x$-axes show the power level constraint, the $y$-axes show the selected power level, and the $z$-axes show the selection probability. Fig. 10 (a)–(c) show the offered load at each level by the highest-power-level selection strategy, $\Psi^*$, and $\Psi^*$, respectively, at $R = 1000$ and $\lambda = 3.5$. The horizontal axes show the power level, and the vertical axes show the offered load at each level.
Fig. 7 shows that the derived strategy, i.e., $\Psi^*$, achieved 20% higher throughput than the uniform selection strategy: $\Psi^*$ provided the peak throughput at $\lambda = 3.5$. Let us discuss each algorithm in the proposed algorithm: the rumbling algorithm and PSO. Then, the rumbling algorithm discovered a near-optimal solution enough for the mixed algorithm; the difference in the throughput between the two algorithms was only 0.18%. The rumbling algorithm and the PSO-only showed 18% and 13% higher peak throughput than the uniform one, respectively. Thus, the rumbling algorithm contributed more significantly than the PSO-only. As discussed in Section VI-C, at $3 \leq \lambda \leq 7$, PSO contributed to increasing the throughput above the rumbling algorithm, but at $\lambda > 7$, PSO showed the same $\Psi$ as $\Psi^*$. The PSO-only discovered a similar strategy to PSO with the uniform selection strategy at $\lambda \leq 5$. The proposed algorithm showed 5% higher peak throughput than the PSO-only. Fig. 8 highlights that PSO decreased lower-power-level errors by 13% below $\Psi^*$. Also, the derived selection strategy by the proposed method achieved 20% higher throughput than the channel-dependent and uniform selection strategy that showed a similar selection strategy to the uniform one.

From Figs. 9 and 10, we confirmed the derived selection strategy by the proposed heuristic method at $R = 1000$ at $\lambda = 3.5$, as discussed in Section IV. Fig. 9 (b) shows that the rumbling algorithm had only the selection probability of the highest power level at $\ell^{(+)} \leq 11$, i.e., $\psi_{\ell^{(+)}\ell^{(+)}} = 1$. The selection probability offloaded the offered load at $12 \leq \ell^{(+)} \leq 14$ experiencing larger $\lambda^*_\ell$ than other levels as shown in Fig. 1. The selection probabilities of the lowest power level were one at $15 \leq \ell^{(+)} \leq 18$. After the rumbling algorithm, PSO adjusted the offered load, as shown in Fig. 9 (c). The proposed heuristic method (i.e., Rumbling +PSO) used the power domain and offloaded the offered load more efficiently than the PSO-only method in Fig. 9 (a). Also, we confirmed the per-level offered load through the optimization process. As shown in Fig. 10 (a), the highest-power-level selection strategy showed packet arrivals along with $\Psi^*$ shown in Fig. 1. Fig. 10 (b) shows that the rumbling algorithm uniformized the offered load at $\ell \geq 12$. Based on Fig. 10 (b) and (c), $\Psi^*$ provided a larger offered load in a lower power level, compared with $\Psi^*$.

VIII. APPLICATIONS OF SELECTION STRATEGY TO SELECTION METHODS

This section discusses the applications of $\Psi$ to selection methods of power levels. Note that the detailed implementations are mainly out of scope in this paper. We can consider the following two applications. The first application is to apply the derived $\Psi$ to a probabilistic selection method. In this application, given the user-specific property (i.e., user distribution, channel distribution, and the maximum transmission power), the system pre-designs the probability matrix, and each user directly uses the probability to select its power level under its power level constraint. The second application is to apply $\Psi^*$ to the self-organized selection method proposed in [20] without the above information except for $p^{(+)}$.

IX. CONCLUSION

This paper proposed an analytical framework for the throughput of the user-specific power-level-constrained GF-NOMA in mMTC and derived a suitable selection strategy of power levels based on our framework to increase the achievable throughput. Our analytical framework applies stochastic geometry to calculating an inhomogeneous per-level offered load. This key idea reflects the power level constraint of each user, depending on its maximum transmission power and geographical property. Our analysis results highlighted that our analytical framework provided the throughput accurately enough for the Monte Carlo simulations; the difference was at most 0.1% at the offered load with the peak throughput at the coverage radius of 100 and 1000 m, although the existing model overestimated 58% higher throughput at the coverage radius of 1000 m. Also, our analysis results showed that the derived selection strategy achieved 20% higher throughput than the uniform selection one, i.e., the baseline, at the coverage radius of 1000 m.
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