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Abstract

Research shows that complex terrain can affect the spatial distribution of solar radiation and atmospheric physical processes. Based on the high-resolution topographic data, there are already several parameterization schemes available to couple the terrain effects on solar radiation with atmospheric models. However, to reduce the amount of calculation, some methods that can lead to errors are used in the sub-grid parameterization schemes for clear-sky direct solar radiation (SPS-CSDSR). In addition, the common finite difference slope algorithms and the assumption of consistent sub-grid atmospheric transparency can also result in errors. This renders existing SPS-CSDSRs unsuitable for complex terrain in middle and high latitudes and in turbid weather. In this study, these three problems have been effectively solved. The most accurate geometric algorithms for direct solar radiation so far, a
high-precision and fast terrain occlusion algorithm and the triangulated sub-grid algorithm, are proposed. On Taiwan Island, the accuracy of the two methods is verified in the virtual vacuum atmosphere. Based on the fact that atmospheric transparency actually increases with altitude, a correction term based on sub-grid anomaly altitude is proposed for converting the sub-grid terrain effect factors into the atmospheric model. Overall improvements constitute a high-precision SPS-CSDSR in complex terrain. Eleven reduced calculation methods and common finite difference slope algorithms can no longer be used. In further study, atmospheric models need improvement in coupling the terrain effects on solar radiation to accurately describe vertical distributions. In this case, the high-precision scheme proposed in this study can play a key role.

Plain Language Summary

Research shows that complex terrain can affect the spatial distribution of solar radiation and atmospheric physical processes. Based on the high-resolution topographic data, there are already several parameterization schemes available to couple the terrain effects on solar radiation with atmospheric models. However, to reduce the amount of calculation, some methods that can lead to errors are used in the sub-grid parameterization schemes for clear-sky direct solar radiation. In this study, problems on errors have been effectively solved. The most accurate geometric algorithms for direct solar radiation so far, a high-precision and fast terrain occlusion algorithm and the triangulated sub-grid algorithm, are proposed. Based on the fact that atmospheric transparency actually increases with altitude, a correction term based on sub-grid anomaly altitude is proposed for converting the sub-grid terrain effect factors into the atmospheric model. Overall improvements constitute a high-precision parameterization scheme for clear-sky direct solar radiation in complex terrain. Eleven reduced calculation methods and common finite difference slope algorithms can no longer be used. In further study, atmospheric models need improvement in coupling the terrain effects on solar radiation to accurately describe vertical distributions. In this case, the high-precision scheme proposed in this study can play a key role.
1. Introduction

The spatial distribution of clear-sky solar irradiance can be strongly affected by terrain factors (altitude, slope, slope direction, and terrain occlusion, etc) (Swift, 1976; Dubayah & Rich, 1995; Kumar et al. 1997; Fu, 2000; Hofierka & Suri, 2002). Converting the clear-sky solar irradiance in complex terrain based on high-resolution DEM (Digital Elevation Model) data to atmospheric models with several to 100 kilometers of horizontal resolution, which will also be significantly different from that on the flat (Zhang et al., 2006; Essery & Marks, 2007; He et al., 2019; Huang et al., 2022). In order to introduce the terrain effects on solar radiation into the atmospheric model, sub-grid parameterization schemes based on high-resolution DEM data are developed to couple terrain effects on direct solar radiation, diffuse radiation, and reflected radiation with atmospheric model variables (Dubayah et al., 1990; Essery & Marks, 2007; Gu et al., 2020; He et al., 2019; Helbig & Löwe, 2012; Huang et al., 2022; Müller & Scherer, 2005; Zhang et al., 2006; Zhang et al., 2022). The coupling simulation experiments show that terrain effects on solar radiation can change the simulation results of the energy budget, surface temperature, and precipitation, such as in the Tibetan Plateau and related regions (Cai et al., 2023; Gu et al., 2020; Gu et al., 2022; Hao et al., 2021; Müller & Scherer, 2005; Yue et al., 2021; Zhang et al., 2006; Zhang et al., 2022). In order to reduce the computational cost, many methods that may lead to significant errors are employed in SPS-CSDSR for complex terrain.

The power of direct solar radiation received in complex terrain can be measured by the clear-sky horizontal direct solar irradiance (CSHDSI), which represents the total direct solar radiation received per unit area of a horizontal plane per unit time. The CSHDSI in an atmospheric model grid cell can be calculated from which in sub-grid cells by the following equations:

\[ CSHDSI_{mt} = \frac{1}{N_s} \sum_{k=1}^{N_s} CSHDSI_{sk} \]  

(1)

with

\[ \begin{align*}
CSHDSI_{sk} &= DNI_{sk} \cdot MAX(\cos \theta_{sk}, 0.0) \cdot SF_{sk} \cdot A_{sk}/A_{shk} \\
\cos \theta_{sk} &= \cos \beta_{sk} \sin \alpha_{sk} + \sin \beta_{sk} \cos \alpha_{sk} \cos(\varphi_{sk} - \gamma_{sk}).
\end{align*} \]  

(2)

(3)
Where $m, t, s$, and $h$ indicate the atmospheric model grid cell, terrain, sub-grid cell, and horizontal plane. $N_s$ and $k$ are the number of sub-grid cells within an atmospheric model grid cell and the sequence number of a sub-grid cell, respectively. $DNI$ is the Direct Normal Irradiance. In the sub-grid cell $k$, $\theta_{sk}$ is the angle between the plane normal and the solar beam, $SF_{sk}$ is the shading factor (0 for shadow, 1 for shadowless). $A_{sk}$ and $A_{shk}$ are the surface area and horizontal plane area of the sub-grid cell, respectively. Equation 3 is given by Kondratyev (1977), in which $\theta_{sk}$ depends on slope $\beta_{sk}$, aspect (slope direction) $\gamma_{sk}$ (0 for the north, and increasing clockwise), solar altitude angle $\alpha_{sk}$ between the solar beam and the horizontal plane, and solar azimuth angle $\varphi_{sk}$.

The existing SPS-CSDSRs use the basic assumption that a sub-grid cell and its parent grid cell have the same DNI, i.e., $DNI_{sk} \approx DNI_{m}$, thus establishing

$$CSHDSI_{mtp} \approx DNI_{m} \cdot f_{mtp}$$

with

$$f_{mtp} = \frac{1}{N_s} \sum_{k=1}^{N_s} (\text{MAX}(\cos \theta_{sk}, 0,0) \cdot SF_{sk} \cdot A_{sk}/A_{shk}).$$

where $p$ indicates parameterization. $DNI_{m}$ can be obtained from the radiation model of atmospheric model. The $f_{mtp}$ depends only on the solar position and terrain factors, which can be calculated offline earlier than the atmospheric model runs. Equations 4–5 are other forms in some SPS-CSDSRs.

Because calculating terrain occlusion requires evaluating each point in the solar direction, the calculation for $f_{mtp}$ based on high-resolution DEM data is quite intensive. The early computers had slow calculation speeds, and there was a lack of a high-precision and fast terrain occlusion algorithm. As a result, numerous methods have been proposed to reduce calculations (Table 1). Due to the lack of precise models for comparison and the difficulty of observational verification, the accuracy of these methods has not been fully confirmed in complex terrain.
Table 1. The methods to reduce calculation for $f_{\text{mtp}}$ in complex terrain.

<table>
<thead>
<tr>
<th>Index</th>
<th>Method</th>
<th>User</th>
<th>Our views on using them</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ignoring shadows.</td>
<td>Dubayah (1990); He (2019), Gu (2020);</td>
<td>The CSHDSI$_{\text{mt}}$ will be significantly overestimated.</td>
</tr>
<tr>
<td>2</td>
<td>Assuming that sub-grid cells in a atmospheric model grid cell have the same slope and the slope direction is evenly distributed in all directions.</td>
<td>Dubayah (1990).</td>
<td>It does not apply to the areas where the model grid cell has many hills. Especially when vertical distribution needs to be taken seriously.</td>
</tr>
<tr>
<td>3</td>
<td>Using low resolution DEM data.</td>
<td>Muller &amp; Scherer (2005) used the 30&quot; (~1 km); Zhang (2006) used the 5' (~9 km).</td>
<td>Underestimating terrain effect.</td>
</tr>
<tr>
<td>5</td>
<td>Ignoring $A_{sk}/A_{shk}$.</td>
<td>He (2019); Gu (2020), Zhang (2022).</td>
<td>The CSHDSI$_{\text{mt}}$ will be seriously underestimated.</td>
</tr>
<tr>
<td>6</td>
<td>Using average terrain factors in the atmospheric model grid, such as the slope cosine $\cos \beta_m = \frac{1}{N_s} \sum_{k=1}^{N_s} \cos \theta_{sk}$.</td>
<td>He (2019); Zhang (2022), Huang (2022).</td>
<td>This results in the need to use the shadowless coverage factor. If the shadows are not evenly distributed with the size of CSHDSI$_{sk}$, it will lead to errors.</td>
</tr>
<tr>
<td>7</td>
<td>*Using shadowless coverage factor $SFC_m = \frac{1}{N_s} \sum_{k=1}^{N_s} SFC_{sk}$.</td>
<td>Zhang (2022).</td>
<td>Shadows often occur in the low $\cos \theta_{sk}$ regions. This will underestimate CSHDSI$_{mt}$.</td>
</tr>
<tr>
<td>8</td>
<td>** Correcting $SFC_m$ to $SFC_p$ by a function of model horizontal resolution (km) to reduce excessive shadows.</td>
<td>Huang (2022).</td>
<td>There is no clear physical relationship between the atmospheric model horizontal resolution and $SFC_m$. It is not applicable on non-uniform shadows.</td>
</tr>
<tr>
<td>9</td>
<td>Using small radius for searching occlusion.</td>
<td>Huang (2022) used the 27 km; Zhang (2022) used the 9 km; and others are unknown or ignoring shadows.</td>
<td>The CSHDSI$_{mt}$ will be overestimated.</td>
</tr>
<tr>
<td>10</td>
<td>Ignoring the earth's curvature.</td>
<td>Usually it is.</td>
<td>At low solar altitude angles, the CSHDSI$_{mt}$ will be underestimated.</td>
</tr>
<tr>
<td>11</td>
<td>Ignoring that mountains can get sunlight when the solar altitude angle is below zero.</td>
<td>Usually it is.</td>
<td>The CSHDSI$_{mt}$ in mountains may be underestimated.</td>
</tr>
</tbody>
</table>

* $f_{\text{mtp}} = SFC_m$, $f_{\text{other}}$, $f_{\text{other}}$ will be calculated in another way. ** $SFC_p = 1 - C_{ad}(1 - SFC_m)$ with $C_{ad} = 0.1849 dx^{-1.443} + 0.04561$. $dx$ is the atmospheric model horizontal resolution (km).

In addition, the slope algorithms may also affect the accuracy of the CSHDSI calculation.

Tang et al. (2013) found statistical differences in slope results across 8 algorithms. Four scholars believe that the slope accuracy of the third-order finite difference algorithm (3FDA)
is higher than that of the second-order finite difference algorithm (2FDA), while three scholars have reached the opposite conclusion (Liu et al., 2004). Using 10-meter-resolution DEM data of a concave ellipsoid surface and a Gauss-synthesized surface, Liu et al. (2004) point out that 2FDA has the highest accuracy under high-quality DEM data, while 3FDA has the highest accuracy under low-quality DEM data.

Up to now, the effect of slope finite difference algorithms on the accuracy of calculating CSHDSI has not received any attention. 2FDA and 3FDA algorithms are commonly used. For example, Dozier & Frew (1990), Dubayah et al. (1990) used 2FDA, and Huang et al. (2022) used 3FDA.

The actual atmospheric transparency usually increases with altitude, as does DNI. The existing SPS-CSDSRs are all based on the assumption that a sub-grid cell and its parent grid cell have the same DNI, which may result in deviation.

Usually, direct solar radiation occupies the highest proportion during clear skies in the daytime, especially in the mountains. It can be used as a parameterized factor for diffuse radiation and reflected radiation. Therefore, ensuring the accuracy of the calculation for direct solar radiation is crucial. The purpose of this study is to optimize algorithms and schemes in order to reduce reliance on reduced calculation methods, and enhance the accuracy of SPS-CSDSR in complex terrain.

2. Three Improvements

2.1 Triangulating the Sub-grid

The smooth effects of 2FDA and 3FDA can cause errors in calculating CSHDSI in sub-grid cells (The analysis result is presented in Chapter 4.1 of this paper). As a result, the two triangular planes algorithm (2TPA) has been developed.

In Figure 1, \((i, j)\) represent the grid coordinates of the DEM data. The two triangles are formed by connecting coordinate points. When \(\tan \varphi_{sk} \geq 0\), the triangles in a sub-grid cell are positioned in the northwest and southeast. When \(\tan \varphi_{sk} < 0\), they are positioned in the
northeast and southwest. This can reduce the occlusion of adjacent grid lines. \( \alpha_{sk} \), \( \varphi_{sk} \), and \( SF_{sk} \) will be calculated at the center \((i', j')\) of the DEM grid cell. The grid lines closest to \((i', j')\) are not included in the occlusion calculation; otherwise, there are too many shadows when using the 90-meter horizontal resolution DEM data (DEM90). The "Local Altitude" \( H_A \) of \((i', j')\) is the average of altitudes at four coordinate points surrounding it, and this, altitude will be used except for calculating occlusion.

\[
\tan \varphi_{sk} > 0
\]

\[
\tan \varphi_{sk} < 0
\]

**Figure 1.** The Schematic diagram of the two triangle algorithm for CHSDSI. \((i, j)\) represents the grid coordinates of the DEM data. The point \((i', j')\) at the center.

Based on Equation 1, the equation to calculate \( CSHDSI_{mt} \) from its triangulated sub-grid CHSDSI is:

\[
CSHDSI_{mt} = \frac{1}{N_s} \sum_{k=1}^{N_s} DNl_{sk} \cdot SF_{sk} \cdot TCS_{sk}
\]

with

\[
TCS_{sk} = \sum_{g=1}^{2} MAX(\cos \theta_{skg}, 0.0) \cdot A_{skg}/A_{shk},
\]

where \( g \) is a triangular serial number, \( \theta_{skg} \) is the angle between the normal of the triangular plane and the solar beam, and \( A_{skg} \) is the triangle area calculated using Heron's formula. \( TCS_{sk} \) is a composition-factor of the tow triangles in sub-grid cell.

The slope \( \beta_{sk} \) and aspect \( \gamma_{sk} \) of the sub-grid are calculated by the following equations (Li and Weng, 1987):

\[
\beta_{sk} = \arctan \sqrt{\left( \frac{\partial H}{\partial x} \right)^2 + \left( \frac{\partial H}{\partial y} \right)^2}.
\]
\[
\gamma_{sk} = \begin{cases} 
\frac{3\pi}{2} - \arctan \left( \frac{\partial H}{\partial y} / \frac{\partial H}{\partial x} \right), & \text{if } \frac{\partial H}{\partial x} > 0 \\
\frac{\pi}{2} - \arctan \left( \frac{\partial H}{\partial y} / \frac{\partial H}{\partial x} \right), & \text{if } \frac{\partial H}{\partial x} < 0 \\
0, & \text{if } \frac{\partial H}{\partial x} = 0 \quad \frac{\partial H}{\partial y} < 0 \\
\pi, & \text{if } \frac{\partial H}{\partial x} = 0 \quad \frac{\partial H}{\partial y} > 0 \\
\text{undefined}, & \text{if } \frac{\partial H}{\partial x} = 0 \quad \frac{\partial H}{\partial y} = 0
\end{cases} \quad (9)
\]

\(\frac{\partial H}{\partial x}\) and \(\frac{\partial H}{\partial y}\) are calculated by coordinates and altitudes at the three points of triangle. For example, when \(\tan \varphi_{sk} < 0\), in triangle T2,

\[
\begin{aligned}
\frac{\partial H}{\partial x} &= (H_{i+1,j-1} - H_{i,j-1})/D_x \\
\frac{\partial H}{\partial y} &= (H_{i,j} - H_{i,j-1})/D_y
\end{aligned}
\]

where \(D_x\) and \(D_y\) are the east-west and north-south spacing of the DEM data, respectively.

2FDA and 3FDA will be examined in Chapter 4.1, whose equations are as follows:

2FDA (Dozier & Frew, 1990)

\[
\begin{aligned}
\frac{\partial H}{\partial x} &= (H_{i+1,j} - H_{i-1,j})/(2 \cdot D_x) \\
\frac{\partial H}{\partial y} &= (H_{i,j+1} - H_{i,j-1})/(2 \cdot D_y)
\end{aligned}
\]

3FDA (Sharpnack & Akin, 1969)

\[
\begin{aligned}
\frac{\partial H}{\partial x} &= (H_{i+1,j+1} - H_{i-1,j+1} + H_{i+1,j} - H_{i-1,j} + H_{i+1,j-1} - H_{i-1,j-1})/(6 \cdot D_x) \\
\frac{\partial H}{\partial y} &= (H_{i-1,j+1} - H_{i-1,j-1} + H_{i,j+1} - H_{i,j-1} + H_{i+1,j+1} - H_{i+1,j-1})/(6 \cdot D_y)
\end{aligned}
\]

When using 2FDA and 3FDA for calculating CSHDSI, the equation \(A_{sk}/A_{shk} = 1/\cos \beta_{sk}\) will be used together in Equations 2 and 5.

2.2 The High-Precision and Fast Terrain Occlusion Algorithm (HPFTOA)

The HPFTOA uses a dynamic lossless search occlusion radius to expedite calculations while also considering the earth’s curvature. The most methods in Table 1 are aimed at reducing the calculations associated with terrain occlusion. Therefore, the detailed algorithm with high
precision and fast speed is given here. This algorithm cannot be implemented in an interpreted programming language such as Python. Fortran 90 was used in this study.

There are five steps to determine whether point A is obscured in Figure 2.

2.2.1 Determining Whether Point A is Obscured by the Horizon in the Data Area

The area of CSHDSI is defined as the study area, while the area of used data is defined as the data area. The calculation for occlusion requires that the data area be larger than the study area. The method for determining the size of the data area is given in 2.2.2.

Firstly, the lowest solar altitude angle $\alpha_0$ in the study area is calculated. When the solar altitude angle $\alpha \leq \alpha_0$, point A is obscured by the horizon with an altitude $H_{\text{min0}}$. $H_{\text{min0}}$ is the minimum altitude in the data area.

In Figure 2, the point O is the center of the earth, the line AG is horizontal, and the line AT is the tangent of the sphere with a radius $(R_0 + H_{\text{min0}})$. $T$, $R_0$, and $H_A$ are the tangent point, the earth’s radius, and the altitude of point A. According to geometry, the angle $\alpha_0$ equals the angle AOT, then

$$\alpha_0 = -\arccos\left(\frac{(R_0 + H_{\text{min0}})}{(R_0 + H_A)}\right).$$ (13)
The study area can be divided into many small rectangular regions to quickly determine whether these regions are completely obscured by the horizon. A smaller search occlusion radius in the small data area can also be obtained.

### 2.2.2 Obtaining the Maximum Search Occlusion Radius in the Data Area

The idea is to take the farthest distance, where the highest point in the data area can occlude point A, as the maximum search occlusion radius \( S_R^{\text{A max}} \). Set \( H_{\text{max}0} \) represents the maximum altitude in the data area. In Figure 2, the altitudes of points \( C_1, C_2, \) and \( C_3 \) are \( H_{\text{max}0} \). The line \( AC_2 \) is horizontal. The points \( B, D_1, D_2, \) and \( D_3 \) are the sea level coordinate positions of points \( A, C_1, C_2, \) and \( C_3 \). Similar to the principle of analyzing radar terrain masking (Zhou et al., 2013) (The analysis is omitted here.), the equation for \( S_R^{\text{A max}} \) is as follows:

\[
S_R^{\text{A max}} = \begin{cases} 
\min(R_1, R_2), & \text{if } \alpha \geq 0 \\
R_3 + R_4, & \text{if } \alpha_0 < \alpha < 0 
\end{cases}
\]  

(14)

with

\[
\begin{align*}
R_1 &= \frac{(H_{\text{max}0} - H_A)}{\tan \alpha_s} \\
R_2 &= \sqrt{(H_{\text{max}0} - H_A)(2R_0 + H_{\text{max}0} + H_A)} \\
R_3 &= \sqrt{(H_A - H_{\text{min}0})(2R_0 + H_A + H_{\text{min}0})} \\
R_4 &= \sqrt{(H_{\text{max}0} - H_{\text{min}0})(2R_0 + H_{\text{max}0} + H_{\text{min}0})}
\end{align*}
\]

This study adopts the simplification as shown in \( R_2 = \sqrt{2(H_{\text{max}0} - H_A)(R_0 + H_{\text{max}0})} \) to speed up.

When \( \alpha < 0 \), the width of the data area increases by \( 2R_4 \) around the study area to calculate occlusion. When \( \alpha \geq 0 \), the width is \( R_4 \).

### 2.2.3 Determining Whether Point A is Obscured by the Horizon in Solar Azimuth

...
First, in the solar azimuth, a set of altitudes $H_c$ of point C is obtained from DEM data within
$SRA_{max}$. That is the same principle used in 2.2.1 to determine whether point A is obscured
by the horizon with an altitude $H_{min}$. $H_{min}$ is the minimum value of $H_c$.

To obtain $H_c$:

(1) For latitude-longitude grid, the grid coordinates (including decimals) of $H_c$ are the
intersections of the lines with the solar azimuth angle and the rectangular grid. When
determining whether point C obscures point A, $H_c$ is the linear interpolation of altitudes of
two nearby DEM data points. For other cases, the grid coordinates of $H_c$ can be converted to
integers to speed up the calculation. This method has been verified.

Due to the curvature of the latitude line, there is an error in the coordinate of C. When the
error exceeds half of the DEM data spacing, the 2.2.3(2) algorithm is used. At this time, the
distance between the coordinates of A and C is defined as $L_{C_{grid}}$.

In the actual calculation, a lookup table algorithm is used to obtain $L_{C_{grid}}$, and the
calculation for coordinates of C by the rectangular grid is within $L_{C_{grid}}$. The lookup table,
based on the DEM data spacing and latitude, has to be calculated in advance.

When using 2TPA, the calculation for coordinates of point C does not include the grid lines
closest to the local point $(i', j')$ in Figure 1. For the usual case where the local point (i, j)
corresponds to the coordinate position of the DEM data, the grid lines closest to (i, j) should
be included. This is related to the spacing of DEM data. The spacing here is 90 meter.

The following method is used to reduce the calculation time: if $|\sin \varphi_{sk}| \geq 0.5$, select the
longitude lines to calculate the intersections; if $|\sin \varphi_{sk}| \leq 0.8$, select the latitude lines.

(2) If the search distance $Lc > L_{C_{grid}}$, the latitude-longitude coordinates of point C are
calculated using Equation 15 with the solar azimuth $\varphi_{sk}$ and $Lc$. Then the coordinates are
converted to grid coordinates as integers (Pay attention to the negative longitude.). Equation
15 is from Aviation Formulary V1.47 (Ed., 2013). For speeding up, it is simplified based on that the $S_{RA_{max}}$ being less than 700 km for Mount Everest and sea level.

\[
\begin{align*}
    d &= \frac{Lc}{R_0} \\
    tc &= 2\pi - \varphi_{sk} \\
    \text{latC} &= \arcsin(\sin(latA) \cos(d) + \cos(latA) \cdot d \cdot \cos(tc)) \\
    \text{lonC} &= \begin{cases} 
        \text{lonA}, & \text{if } \cos(latA) = 0 \\
        \text{mod}((\text{lonA} - \arcsin(\sin(tc) \cdot d / \cos(latC)) + \pi, 2\pi) - \pi), & \text{if } \cos(latA) \neq 0
    \end{cases}
\end{align*}
\]

where $\text{lonA}$ and $\text{latA}$ are the latitude and longitude of point A. $Lc$ is determined by incrementally increasing the value of $D_{Lc}$ on $L_{C_{grid}}$. The $D_{Lc}$ can be 1–3 times as much as $D_y$. This depends on the balance between the accuracy and speed of calculation. For the latitude-longitude grid, a smaller $L_{C_{grid}}$ at high latitudes results in slower calculation speed. The appropriate map projection can be selected to reduce calculation time.

2.2.4 Obtaining the Search Occlusion Radius in Solar Azimuth

In the same principle as 2.2.2, the search occlusion radius $S_{RSA_{max}}$ in solar azimuth can be obtained based on $H_\text{c}$.

2.2.5 Determining Whether A is Obscured Within $S_{RSA_{max}}$

In Figure 2, the points B and D are the coordinates of points A and C at sea level. The lines AG and BH are horizontal. The lines AB and CH are perpendicular to the lines AG and BH. The point F is the intersection of the solar ray and the line CH. $\lambda$ is the angle AOC. $H_A$ and $H_c$ are the altitudes of points A and C, respectively. $\alpha_s$ is the solar altitude angle.

The $H_{GC}$ (line GC) is compared with the $H_{GF}$ (line GF) to determine whether point A is obscured, as in Equation 16. $L_{BD}$ is the arc distance between points B and D.

\[
S_{F_{sk}} = \begin{cases} 
    0, & H_{GC} \geq H_{GF} \\
    1, & H_{GC} < H_{GF}
\end{cases}
\]  

with
\[
\begin{align*}
\lambda &= \frac{L_{BD}}{R_0} \\
L_{DE} &= \frac{R_0}{\cos \lambda} - R_0 \\
H_{GC} &= (H_e - L_{DE}) \cdot \cos \lambda - H_A \\
H_{GF} &= (R_0 \tan \lambda + (H_e - L_{DE}) \sin \lambda) \cdot \tan \alpha_s
\end{align*}
\]

Because considering the earth’s curvature, Equation 16 is also applicable when the solar altitude angle $\alpha < 0$. The analysis diagram is omitted.

**2.3 Add a Sub-grid Altitude Anomaly Correction Term to Parameterization**

As the actual atmospheric transparency increases with altitude, so does DNI. The existing SPS-CSDSRs are all based on the assumption that a sub-grid cell and its parent grid cell have the same DNI, which may lead to errors.

The DNI model (Equation 17) from the Solar Radiation Model *r.sun* will be used to observe the changes in DNI with altitude.

\[
DNI_{sk} = G_0 \exp(-0.8662T_{LK}m\delta(m))
\]

with

\[
\begin{align*}
G_0 &= I_0(1.0 + 0.03344 \cdot \cos(2\pi N_d/365.25 - 0.048869)) \\
\delta(m) &= \left\{ \begin{array}{ll}
0.6296 + 1.7513m - 0.1202m^2 + 0.0065m^3 - 0.00013m^4, & \text{if } m \leq 20 \\
10.4 + 0.718m, & \text{if } m > 20
\end{array} \right.
\end{align*}
\]

Where $G_0$ is the extra-terrestrial irradiance, $I_0 = 1367 \text{W/m}^2$ (the solar constant), $N_d$ is the day number starting from 1th January of the year, $T_{LK}$ is the Linke turbidity factor for an air mass equal to 2, $H$ is the altitude, and $\alpha$ is the solar altitude angle (in degrees).

The *r.sun* can calculate direct, diffuse, reflective, and total solar irradiance (Hofierka & Suri, 2002). It has been implemented in the GRASS® Geographic Information System environment (Neteler & Mitasova, 2008), and its applicability has been demonstrated by the works of Hofierka & Kaňuk (2009), Nguyen & Pearce (2010), Pintor et al. (2015), and Ruiz-Arias et al. (2009).
Equation 17 is from the model of direct solar radiation in the \( r_{sun} \). Like the atmospheric model, Equation 17 does not take into account atmospheric refraction. According to Hofierka & Suri (2002), Equation 17 is from Rigollier et al. (2000). Equations 18 and 19 are from Kasten & Young (1989) and Kasten (1996), severally.

Equation 21 is used to simulate \( T_{LK} \) changes with altitude, which borrows from Remund (2003). \( T_{LK0} \) is the \( T_{LK} \) at zero altitude.

\[
T_{LK} = \exp(\ln(T_{LK0})(1 - H/(2 \cdot 8435))).
\]  

(21)

**Figure 3.** The curves of DNI with altitude when taking \( T_{LK0} = 3.0 \)
in Equation 17. \( \alpha \) is the solar altitude angle.

Taking \( T_{LK0} = 3.0 \) in Equation 17, a set of curves showing DNI with altitude at different solar altitude angles is obtained (Figure 3). Upon observing Figure 3, it is evident that DNI increases in an approximately linear fashion with altitude. In an atmospheric model grid cell, assuming that the DNIs in the horizontal direction are same, then

\[
DNI_{sk} \approx DNI_m + RDMI_{Hm} \cdot (H_{sk} - H_m).
\]  

(22)

Where \( DNI_m \) is in the atmospheric model grid, and \( RDMI_{Hm} \) is the vertical change rate of \( DNI_m \). Then Equation 6 is changed to
\[ CSHDSI_{mtp} \approx DNI_m \cdot f_{mtp} + \Delta CSHDSI_{mtph} \quad (23) \]

with
\[
\begin{align*}
    f_{sk} &= SF_{sk} \sum_{g=1}^{2}(\text{MAX}(\cos \theta_{skg}, 0.0) \cdot A_{skg}/A_{shk}) \\
    f_{mtp} &= \frac{1}{N_s} \sum_{k=1}^{N_s} f_{sk} \\
    \Delta CSHDSI_{mtph} &= RDNI_{Hm} \frac{1}{N_s} \sum_{k=1}^{N_s} (H_{sk} - H_m) \cdot f_{sk}
\end{align*}
\] (24)

Equation 23 has one more term \( \Delta CSHDSI_{mtph} \) than Equation 4. Usually, \( H_m \) is the mean value of altitudes at sub-grid cells, and then \( (H_{sk} - H_m) \) is the altitude anomaly at a sub-grid cell. Then, \( \Delta CSHDSI_{mtph} \) can be referred to as the sub-grid altitude anomaly correction term for Equation 4.

The calculation of Equation 23 can be divided into offline steps (before the atmospheric model runs) and online steps (while the atmospheric model running).

Offline steps:
\[
\begin{align*}
    f_{sk} &= SF_{sk} \sum_{g=1}^{2}(\text{MAX}(\cos \theta_{skg}, 0.0) \cdot A_{skg}/A_{shk}) \\
    f_{mtp} &= \frac{1}{N_s} \sum_{k=1}^{N_s} f_{sk} \\
    \Delta f_{mtph} &= \frac{1}{N_s} \sum_{k=1}^{N_s} (H_{sk} - H_m) \cdot f_{sk}
\end{align*}
\] (25)

Online steps:
\[
\begin{align*}
    RDNI_{Hm} &= (DNI_{mL0+500m} - DNI_{mL0})/(H_{m+500m} - H_{mL0}) \\
    \Delta CSHDSI_{mtph} &= RDNI_{mDH} \cdot \Delta f_{mtph} \\
    CSHDSI_{mtp} &\approx DNI_m \cdot f_{mtp} + \Delta CSHDSI_{mtph}
\end{align*}
\] (26)

In the atmospheric model, \( H_{mL0} \) is the altitude at the bottom level, \( H_{m+500m} \) is the altitude of the atmospheric model level at an altitude of about 500-meter above \( H_{mL0} \). The 500-meter can be adjusted according to the altitude difference in the study area. \( DNI_{mL0+500m} \) and \( DNI_{mL0} \) are DNI at \( H_{m+500m} \) and \( H_{mL0} \).
3. The Plans and the Data for Verification

The validation includes the following: (1) in Taiwan Island, verifying the accuracy of 2TPA and the HPFTOA, and verifying 2FDA and 3FDA; (2) in Taiwan Island, verifying the methods of ignoring shadows and using shadowless coverage; (3) in the Qinghai-Tibet Plateau, testing the calculation speed of the HPFTOA, and verifying the deviations of several simplified schemes; (4) in the Tianshan Mountains, verifying the role of $\Delta CSHDSI_{mtph}$.

Validation 1 will evaluate the consistency of the CSHDSI with and without terrain when under a virtual vacuum atmosphere on Taiwan Island. In this scenario, there is no atmospheric absorption or scattering, so $DNI_{sk}$ is a constant. If there is an error, it is due to the geometric algorithm of the terrain factor, which includes slope $\beta_{sk}$, aspect $\gamma_{sk}$, the shading factor $SF_{sk}$, and $A_{sk}/A_{shk}$.

In this study, the DEM data with 90-meter horizontal resolution (DEM90) being used is the Shuttle Radar Topography Mission (SRTM) data with a resolution of 3 arc sec (~90 m). In this paper, the horizontal resolution of the atmospheric model is about 3 km (Model-3KM), with each grid cell containing 33x33 sub-grid cells of DEM90 data.

The DNI model (Equation 17) will be used for verification simulating.

4. Verification

4.1 The Accuracy of 2TPA, the HPFTOA, 2FDA, and 3FDA

Taiwan Island is surrounded by seas, and the Central Mountain Range extends from north to south of the island. There are 100 peaks above 3 km, and the highest peak reaches 3952 m (Lai et al., 2010). This region is ideal to verify the accuracy of the CSHDSI model in complex terrain. To eliminate the interference of the surrounding islands and continent, which altitudes is set to 0.

Solar radiation is not absorbed and scattered in the virtual vacuum atmosphere. Based on the law of conservation of energy, when the solar altitude angle is greater than zero, the direct
solar radiation received on the land and in the shadow regions on the sea (such as the shadows in the purple region in Figure 5b) would be the same as when there is no terrain.

**Figure 4.** The hourly errors in the average CSHDSI of Model-3KM from 06:50 to 16:50 LST on the winter solstice (a), and from 05:30 to 18:30 LST on the summer solstice (b). The average CSHDSI is the mean value of all grid points within the land and shadows on the sea. The error is the difference between the average CSHDSI with and without terrain. All plans are set $DNI_{sk} = 1367 \text{ W/m}^2$ and $D_{LC} = 1.0D_y$. OP2T: the directions of the triangle opposite to 2TPA. 2TPA-AHS: substituting $H'_A = 0.95 H_A + 0.05H_{4min}$ for $H_A$ ($H_{4min}$ is the minimum altitude of four coordinate points surrounding $(i',j')$), and substituting $\beta'_sk = 0.998\beta_{sk}$ for $\beta_{sk}$.

Using the HPFTOA, 2TPA, 2DFA, and 3DFA, the CSHDSI with and without terrain in a virtual vacuum atmosphere has been calculated on the winter solstice and the summer solstice. Figure 4 shows the errors in the average CSHDSI, which is the difference between the average CSHDSI with and without terrain, within the land and the shadow regions on the sea. Furthermore, it is also calculated that the directions of the triangle opposite to 2TPA (OP2T in Figure 4). When the altitude of the hypotenuse of the triangle is lower than the average altitude $H_A$, the shadows calculated by $H_A$ may be slightly less, and the CSHDSI by 2TPA is slightly lower when there is no shadow around noon on the summer solstice in Taiwan Island. Therefore, the plans to amend the Local Altitude and slope (2TPA-AHS in Figure 4) were calculated to reduce minor errors as 2TPA in Figure 4. These two conditions may be related to the strong undulation of the terrain in Taiwan Island.
The CSHDSI Differences (W/m²) from 2TPA-AHS

Figure 5. Altitudes (a). For 3FDA (2FDA) and 2TPA: on the winter solstice (LST), and in the Model-3KM, and taking $T_{LK0} = 2.0$, (b–d) are the CSHDSIs by 2TPA, and (e–l) are differences of CSHDSI with shadows or without shadows. In (e–l), the CSHDSI at point (i’, j’) (in Figure 1) of 3FDA or 2FDA is the average value of the neighboring northwest and southeast DEM data points. The "min" is the minimum value.
In Figure 4, comparing 2TPA and OP2T, it can be seen that the triangles follow the solar azimuth is very effective in reducing occlusion by the adjacent gridlines. For the hilly terrain of Taiwan Island, a slight reduction in local height and slope are also effective. For using the HPFTOA and 2TPA-AHS, the CSHDSI of the statistical region is in good agreement with that without terrain. Terrain analysis studies often use curved surfaces to simulate real terrain, as the research by Liu et al. (2004). 2TPA substitutes a plane for a curved surface. If the raised face of the curved surface does not obscure others, the CSHDSI measured on the triangular plane is consistent with that on the curved surface. Even if this occlusion exists, it is also a displacement of radiated energy over a very short distance. The CSHDSI measured on an atmospheric model grid cell with many triangular planes should not differ significantly from with triangular curved surfaces. Therefore, the accuracy of 2TPA is highly credible. Combining with the analysis in Figure 4, it can be inferred that the accuracy of the HPFTOA is also highly credible.

In Figure 4, 2FDA and 3FDA show negative errors at solar altitude angles of 14-34°. Although the average values are low, they are mainly from the complex terrain.

Figures 5b–5l are simulated results under a real atmosphere. In Figure 5b–5d, it can be observed that the horizontal gradient of CSHDSI is very strong in Model-3KM, and the length of the longest terrain’s shadow is about 100 kilometers in Figure 5b. The differences of CSHDSI between using 2FDA (3FDA) and 2TPA-AHS show there are more significant negative deviations (Figures 5e–5l). Tang et al. (2013) pointed out that the more points involved in the calculation for slope, the stronger the smoothing effect of the finite difference. Statistics show that on Taiwan Island, the proportion of DEM90 points with 3FDA, 2FDA and 2TPA slopes greater than 30° is 19.0%, 20.8% and 22.9%, respectively. Figure 6 shows that at a low solar altitude angle, a decrease in slope can cause deviations in $\cos \theta_{sk}$. These lead to low $CSHDSI_{mt}$ in Equation 1. Because 3FDA has a stronger smoothing effect than 2FDA, it shows larger errors in Figure 4 and Figures 5e and 5g. Figure 6 can also explain why negative errors decrease at high solar altitude angles, even if the reduction of slope also results in a lower area by the actor $1/ \cos \beta_{sk}$, because the decrease in slope increases $\cos \theta_{sk}$ at this time.
By comparing Figures 5e–h and 5i–l, it can be observed that the smoothing effect primarily occurs at the low sub-grid cells (such as the base of mountain), which is often obscured when the solar altitude angle is low. In addition, comparing Figures 5h and 5l, it can also be observed that the terrain occlusion calculated routinely in 2FDA at the grid position of DEM90 data is slightly more than 2TPA-AHS.

Figure 6. Changes of $\cos \theta_{sk}$ when the slope of 15 degrees is reduced by 1, 2, 3, and 4 degrees, respectively, at different solar altitudes, assuming the slope direction is equal to the solar azimuth.

In winter, the solar altitude angle can remain low for a long time in the middle and high latitudes. Therefore, 2FDA and 3FDA method are not suitable for calculating CSHDSI in complex terrain in these regions.

4.2 The Errors of Ignoring Shadows or Using Shadowless Coverage

The methods of ignoring shadows and using shadowless coverage have been used in 2019 and beyond. These methods will be verified by being compared with the control plan in the Model-3KM. The control plan uses 2TPA-AHS, the HPFTOA, and Equations 6 and 17, and sets $T_{LK0} = 2.0$ and $D_{LC} = 1.0D_y$. The “ignoring shadows” method involves the equation

$$CSHDSI_{mt} = \frac{1}{N_s} \sum_{k=1}^{N_s} DN_{islk} \cdot TCS_{sk}.$$  

The “using $SFC_m$” method involves the equation

$$CSHDSI_{mt} = SFC_m \frac{1}{N_s} \sum_{k=1}^{N_s} DN_{islk} \cdot TCS_{sk}.$$  

The “correcting $SFC_m$” as $SFC_p$ method
involves the equation $\text{CSHDSI}_{mt} = SFC_p \frac{1}{N_s} \sum_{k=1}^{N_s} DNI_{sk} \cdot TC_{S_k}$. The definitions of $SFC_m$ and $SFC_p$ are shown in Table 1.

![Figure 7](image_url)

**Figure 7.** At 07:50 LST and 08:50 LST on the winter solstice, (a–c) are errors in $\text{CSHDSI}_{mt}$ of ignoring shadows, and using shadowless coverage $SFC_m$, and correcting $SFC_m$ as $SFC_p$. All of them use the HPFTOA, 2TPA and take $T_{L0} = 2.0$. The "max" and "min" are the maximum and the minimum value of the errors, respectively. The definitions of $SFC_m$ and $SFC_p$ are shown in Table 1.

Figure 7 shows the errors distribution at two moments. The errors are too big relative to the value in Figures 5c–5d. Since some shadows with low $\cos \theta_{sk}$ (self-occlusion, etc.) are counted into $SFC_m$, using $SFC_m$ must result in negative biases in CSHDSI (Huang et al.,...
The errors of using $SFC_m$ are not uniform (Figures 8b and 8f), so correcting $SFC_m$ as $SFC_p$ by a linear factor (Huang et al., 2022) does not solve the problem of errors. At that time, solar altitude angles of the central point of Taiwan Island are 14.4° and 25.1°, indicating that these three methods are especially unsuitable for the middle and high latitudes.

4.3 The Calculation Speed of the HPFTOA

According to the plans outlined in Table 2, the calculation speed of the HPFTOA was tested in the eastern part of the Tibet Plateau (84.68°–105.32°E, 24.68°–40.32°N) (Figure 8a). Mount Everest (86°55′31″ E, 27°59′17″ N) is located within the blue rectangle. The largest difference in every simplification plan in Model-3KM is analyzed. The plan SUTSM is the same as that of Huang et al. (2022).

Table 2. The test plans and results in the eastern part of the Qinghai-Tibet Plateau*

<table>
<thead>
<tr>
<th>Plan</th>
<th>Time (minutes) spent on calculation</th>
<th>Maximum difference (W/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>08:00</td>
<td>09:00</td>
</tr>
<tr>
<td>$D_{LC} = 1.0D_y$</td>
<td>1.85</td>
<td>6.73</td>
</tr>
<tr>
<td>$D_{LC} = 1.5D_y$</td>
<td>1.40</td>
<td>5.32</td>
</tr>
<tr>
<td>$D_{LC} = 2.5D_y$</td>
<td>1.03</td>
<td>4.20</td>
</tr>
<tr>
<td>$D_{LC} = 5.0D_y$</td>
<td>0.81</td>
<td>3.45</td>
</tr>
<tr>
<td>SUTSM</td>
<td>0.30</td>
<td>1.58</td>
</tr>
</tbody>
</table>

* The time spent on calculating slope, slope direction, area, solar position, and occlusion at 08:00, 09:00, 10:00, and 13:00 LST, as well as during the daytime (08:00–19:00 LST) on the winter solstice; the maximum difference of CSHDSI in Model-3KM between the plans and the plan $D_{LC} = 1.0D_y$. The SUTSM acronym stands for the simultaneous use of three simplified methods.

Three simplified methods are taking the lowest solar altitude angle $\alpha_0 = 0$, ignoring the earth’s curvature, and using the fixed search occlusion radius of 27 km. All plans take $T_{LK0} = 2.0$, and use 2TPA and DEM90 data.

The area of Figure 8a is divided into 10x8 small rectangles to speed up the calculation. Based on the location of this region, judging pole and converting positive-negative longitude in Equation 15 are ignored. The testing computing server is equipped with two Intel (R) Xeon (R) Gold 6132 CPUs (14 cores, @2.60GHz), 128GB of RAM, a Linux operating system, and
the Intel (R) Fortran compiler version 2021.5.0. This server is very common. The OMP parallel computation uses 26 threads. The testing results are presented in Table 2.

Figure 8. Altitudes of the eastern Tibetan Plateau (a); differences of CSHDSI in the Model-3KM between the three simplified methods and the plan $D_{LC} = 1.0D_y$ (b–e). The "max" and "min" is the maximum and the minimum value of the differences, respectively.
During the daytime, the time required to calculate one of the plans $D_{LC} = 1.0D_y$, $1.5D_y$, and $2.5D_y$ increases by 0.41 to 0.66 times compared to using three simplified methods. In an area of less undulating terrain, because of the decrease in search occlusion radius, it can be expected that the increase in the HPFTOA calculation time will be reduced, or even faster than a fixed search occlusion radius of 27 km. This calculation cost is perfectly acceptable for institutions conducting numerical atmospheric simulations. The loss of accuracy in the plan $D_{LC} = 2.5D_y$ is minimal. This plan is equivalent to using 225-meter horizontal resolution DEM data to calculate occlusion at a far distance. When calculating far terrain occlusion, the sparse DEM data can be used after testing.

Figure 8b-8e (locating in the blue rectangle in Figure 8a) shows the differences between the three simplified methods and the plan $D_{LC} = 1.0D_y$. It can be seen that the simplified methods have large deviations in some areas. Although these are very short (a few minutes), it can last for a longer time at high latitudes, and the atmospheric refraction effect also prolongs which.

The verification in this section shows that the calculation cost of using the HPFTOA is feasible.

4.4 The Role of $\Delta CSHDSI_{mtp}$

The role of $\Delta CSHDSI_{mtp}$ is verified in the middle part (Figure 9d) of the Tianshan Mountains (Figure 9c). The Tianshan Mountains are nearby six deserts. The turbid weather often occurs there. The errors in $CSHDSI_{mtp}$ by using or not using $\Delta CSHDSI_{mtp}$ are compared in general and turbid weather ($T_{LK0} = 3.0$ and 6.0). All of these use the HPFTOA, 2TPA and $D_{LC} = 1.0D_y$. The times are from 10:40 LST to 18:40 LST during the 1-hour interval of the winter solstice.

The results show that when using $\Delta CSHDSI_{mtp}$, the maximum absolute error during the daytime is less than 2.3 W/m². When not using $\Delta CSHDSI_{mtp}$, the maximum absolute error of can reach 23.3 W/m² in the turbid weather ($T_{LK0} = 6.0$). In Figures 10a and 10b, it can be
observed that not using $\Delta \text{CSHDSI}_{mntp}$ mainly lead to negative errors, which increases in turbid weather than general weather ($T_{LK0} = 3.0$).

**Figure 9:** Errors in $\text{CSHDSI}_{mntp}$ at 11:40 LST on the winter solstice when not using $\Delta \text{CSHDSI}_{mntp}$ (a–b), and the "min" is the minimum value of errors. Altitudes of the Tianshan Mountains (c) and in the blue rectangle (d).

Since $\frac{1}{N_s} \sum_{k=1}^{N_s} (H_{sk} - H_m) = 0$, when CSHDSI is distributed randomly with altitude, $\Delta \text{CSHDSI}_{mntp} \approx 0$, and this is equivalent to Equation 4. However, because the shadow often appears at a low place, not using $\Delta \text{CSHDSI}_{mntp}$ mainly presents a negative error.

This also reminds us that $H_m$ and $H_{sk}$ must meet the condition $\frac{1}{N_s} \sum_{k=1}^{N_s} (H_{sk} - H_m) = 0$ for SPS-CSDSR. Otherwise, no matter using Equation 4 or Equation 23 for parameterization, unexpected deviations are brought about. Therefore, it is necessary to unify the altitude data sources of atmospheric model and SPS-CSDSR.
Figure 10. In an atmospheric model with a horizontal resolution of 9 km (97x97 DEM90 grid cells), and at 10:00 LST on the summer solstice, the following parameters were calculated: the terrain roughness (a) calculated by using 2TPA, the maximum altitude difference (b) within a grid cell, and the CSHDSI differences (c) between above (high) and below (low) the average altitude. All used 2TPA-HPFTOA, with $T_{LK0} = 2.0$, and measured high and low CSHDSI on the full area of the grid cell. When the maximum altitude difference is less than 600 meters, the CSHDSI difference in an atmospheric model is set to zero.
5 Conclusion and Discussion

The verification shows that the existing SPS-CSDSRs use a small search occlusion radius and the common finite difference slope algorithms, ignore shadows or use shadowless coverage, and assume consistent DNI of sub-grid cells within an atmospheric model grid cell, all of which can lead to significant errors in the Model-3KM. This renders existing SPS-CSDSRs unsuitable for complex terrain in middle and high latitudes and in turbid weather. Of course, the size of these errors in the horizontal plane also depends on the horizontal resolution of the atmospheric model. In the undulating mountains, the distributions of terrain effects are scattered, as are their errors. When the atmospheric model's horizontal resolution is reduced (such as Huang's study in 2022), they are smoothed in the horizon plane, and the errors become smaller. Instead, it can be amplified. At present, many weather forecasting models with a horizontal resolution of 3km are in operation at national meteorological agencies. For example the CMA-MESO and the High-Resolution Rapid Refresh (HRRR) of NOAA. Therefore, verifications in this paper with a horizontal resolution of 3 km are appropriate.

Even if these errors are small in the horizontal grid cells of the atmospheric model, they should not be ignored when introducing sub-grid terrain effects at different heights of the atmospheric model. Existing land surface physical models are designed for flat ground, using real physical parameters such as aerodynamic roughness and emissivity of the surface, heat capacity of the soil, etc. The current practice of directly coupling the terrain effects on solar radiation into the horizontal plane of the land surface model needs to be improved, as the area size and altitude of the received solar radiation deviate from the real situation. For example, in an atmospheric model with a horizontal resolution of 9 km (97×97 DEM90 grid cells), and in the south-east part of the Qinghai-Tibet Plateau, the terrain roughness (ratio of surface area to horizontal area) of many grid points are above 1.2 (Figure 10a), and the land relief in a grid cell can reach 3000 meters (Figure 10b). In complex terrain, most high sub-grid cells receive more direct solar radiation than the low ones (Figure 10c). Therefore, it is necessary to make reasonable improvements in the land-air physical process and vertical
distribution rather than simply coupling to the horizontal plane. Improvements in the vertical distribution require raising the horizontal resolution of the atmospheric model, or introducing sub-grid terrain effects at different heights of the atmospheric model. This is important for improving the accuracy of simulating the high influence factors on radiation, such as snow cover, frozen soil, and terrain clouds (fogs). In this case, the three improvements of this study will play a key role because those errors at the atmospheric model grid mainly occur in the lower sub-grid cells.

This study also notes that some coupled simulation studies incorporated solar irradiance on the slope plane into the horizontal plane of the atmospheric model, or ignored the $A_{sk}/A_{shk}$ factors of the sub-grid when parameterizing. As a result, the total solar radiation in regions with high terrain roughness (such as those shown in Figure 10a) will be significantly underestimated. Therefore, in this paper, the acronym "CSHDSI" has been used in the equations to prevent confusion and to help clarify this issue.

The three improvements in this study effectively avoid the errors of the existing SPS-CSDSRs. 2TPA avoids the errors caused by the finite difference algorithms, and the HPFTOA solves the problems of calculation accuracy and speed. These two improvements made the direct solar radiation model with the most precise geometric algorithm to date and suitable for terrain at any latitude. The sub-grid altitude anomaly correction term reduces errors in parameterization, letting SPS-CSDSR adapt to the turbid weather in complex terrain. These have improved all four factors that can lead to errors in Equations 2–3 and constitute a high-precision SPS-CSDSR in complex terrain in the atmospheric model. Evaluating the consistency of CSHDSI with and without terrain in a virtual vacuum atmosphere is a successful endeavor. By this way, the accuracy of the proposed schemes is confirmed, and the systematic deviations by the second- and third-order finite difference slope algorithms for direct solar radiation are identified.

Evaluating the consistency of direct solar radiation with and without terrain in a virtual vacuum atmosphere is a successful endeavor is a successful endeavor. Through this approach, the deviation of the geometric algorithm for direct solar radiation can be identified and used
to adjust the adaptability of the geometric model to terrain features, such as local altitude. This is particularly important for accurate calculations of the CSHDSI for a specific area, as shown in 2TPA-AHS in Figure 4. When the horizontal resolution of the DEM data is not 90 meters that for this study, it is recommended to also use this method for testing.

The methods for reducing calculations in Table 1 began in 1990. Although the performance of the computer has been greatly improved, these practices continued to before this study. This paper has verified that seven of these methods can lead to significant errors, and the problems with other methods are also obvious. The methods of ignoring shadows or using a small search occlusion radius and shadowless coverage are still in use after 2019, and the large errors led by them have not been paid attention to. This paper has clarified that the HPFTOA's skill and computer advances can make all methods in Table 1 no longer be used.

The evaluation of calculation costs in this study is based on 90-meter horizontal resolution DEM data. For the higher-horizontal resolution DEM data, the preliminary research conclusion is that the DEM data can be sparse with only a small loss of accuracy when calculating the far terrain occlusion. The specific scheme can be determined by comparing the accurate scheme.

In terms of subject classification, 2TPA and the HPFTOA should belong to the field of solar radiation modeling. Although there have been more than 20 solar radiation models (introduced by Yang (2016)) for inclined surfaces, HPFTOA and the problem of the finite difference slope algorithms have been neglected, but these are important for atmospheric physical processes. Since some parameters of the scattering or reflection model are related to slope and direct solar irradiance, we are not yet sure of the accuracy of these highly ranked models (ranked by Yang (2016)) when using 2TPA instead of finite difference or direct solar irradiance by 2TPA-HPFTOA. Therefore, these effects need to be evaluated when the algorithms and schemes presented in this paper are used to calculate the total solar radiation.
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