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Abstract

The introduction of artificial intelligence (AI) capabilities in business applications provides significant benefits but requires organizations to manage critical risks of AI ethical consequences. We survey a range of large organizations on their use of enterprise risk management (ERM) processes and toolsets to predict and control the ethical risks of AI. Four serious gaps in current ERM systems are identified from analyses of the survey results: (1) AI ethical principles do not translate effectively to ethical practices; (2) Real-time monitoring of AI ethical risks is needed; (3) ERM systems emphasize economic not ethical risks; and (4) When ethical risks are identified, no solutions are readily at hand. To address these gaps, we propose a proactive approach to manage ethical risks by extending current ERM frameworks. An enhanced ERM (e-ERM) framework is designed and evaluated by subject matter expert focus groups. We conclude with observations and future research directions on the need for more aggressive pro-ethical management oversight as organizations move to ubiquitous use of AI-driven business applications.

I. Introduction

The effective integration of Artificial Intelligence (AI) technologies and methods into business applications generates significant benefits for organizations and their stakeholders through efficiency gains, greater repeatability, and new business models [1]. However, these benefits must be balanced with the potential for unintended ethical consequences resulting in business and stakeholder harm as seen by the many examples found in AI incident databases.11E.g., The AI Algorithmic and Automation Incidents and Controversies repository which is found at: https://www.aiaaic.org/home, The AI Incident Database which is found at: https://incidentdatabase.ai/, or AI Global’s dataset which is found at: https://map.ai-global.org/ AI technologies have the potential to revolutionize business applications not only because of their unique capabilities (e.g., self-learning potential, intelligent capabilities, and inscrutability) but also because of AI’s integration and interdependence with human users, which establishes it into tight socio-technical systems of human-plus-machine [2-4].

The management controls of AI-based business systems design, implementation, and use provide significant challenges. While some initial control approaches have been offered [5, 6], we focus on risk management in an organization, particularly its processes and tools for enterprise risk management (ERM). Wirtz et al. [7], in defining an integrative framework for the governance of AI, identify six dimensions of AI risks: “(1) technological, data, and analytical (2) informational and communicational, (3) economic, (4) social, (5) ethical, as well as (6) legal and regulatory AI risks” [7]. To constrain the scope, rather than attempt to address all these risk dimensions, our research focuses on the dimension of ethical risks associated with AI-based solutions (AIS). An organization’s ethical climate and culture support a set of ethical principles and norms that its leaders espouse and lead to the ethical practices that staff members are held accountable
to [8]. These AI ethical principles may be applied to AIS creation and use [9, 10]. Deviating from these ethical principles and norms creates a risk for the organization.

Our research goal is to study the current state of business organizations to manage ethical risks in AIS. We present a survey of large organizations on their use of enterprise risk management (ERM) processes and toolsets to predict and control the ethical risks of AI. From analyses of the data, we identify four critical gaps in current ERM systems: (1) AI ethical principles do not translate readily to ethical practices; (2) Real-time monitoring of AI ethical risks is needed; (3) Most ERM systems focus on economic not ethical risks; and (4) When ethical risks are identified, no solutions are at hand. To address these gaps, we propose a proactive approach to manage ethical risks by extending existing ERM frameworks. An enhanced ERM (e-ERM) framework is designed and evaluated by subject matter experts. We conclude with observations on the need for more aggressive pro-ethical management oversight over AI-driven business applications.

II. Background

There is a high level of international visibility and, thus, attention to the regulation of AI-based applications. For example, the USA National Institute of Standards and Technology’s (NIST) AI Risk Management Framework version 1.0 [11] is a guidance document for managing and mitigating the risks associated with creating and operating AIS. The goal of the framework is “to help manage the many risks of AI and promote trustworthy and responsible development and use of AI systems” [11]. Further, the European Union’s AI Act aims to ensure safe and trustworthy AI applications using a “regulatory approach to AI that is limited to the minimum necessary requirements to address the risks and problems linked to AI” [12].

The International Standards Organization 23894:2023 standard extends the ISO 31000:2018 Risk Management standard [13] to address AI-related risks by adding AI-specific guidance. It has similar goals to the NIST AI RMF, to guide the management of risk related to the creation and use of AI. It goes further to “assist organizations to integrate risk management into their AI-related activities and functions” and describes the processes necessary for the implementation of AI risk management [14].

A. Enterprise Risk Management

Organizational risk can generally be described as the uncertainty of an event and its outcomes, which could harm the performance of an organization or the achievement of its goals [15, 16]. Risk is a function of an event, its likelihood of occurring, and the anticipated extent of the impact should it occur. Risk management is a process that considers risks and opportunities associated with an action. It is successful when the greatest potential benefit is achieved with the least possible harm. According to Hillson [17], risks are first identified through various structured and unstructured processes within the risk management cycle. Second, risks are assessed to determine the likelihood of their occurrence and potential impact. The assessment results in a matrix of probability versus potential impact. The third step in the risk management cycle defines the actions that should be taken to maximize benefit over harm. These include avoiding, transferring, limiting the impact or likelihood, or accepting the risk and planning for the potential impact. Action can also be deferred due to time constraints or lack of a good solution. [13, 15, 17]

ERM applies this concept to the whole enterprise and may be understood as a business strategy process and set of tools used to achieve business goals [18]. This will lead to organizational and stakeholder value maximization for an organization. The risk categories associated with ERM are organization-dependent but can generally be categorized into financial, operational, strategic, and compliance risks [15, 18]. Others also include reputational risk [e.g., 19]. We propose that ethical risks should be an additional ERM risk category, especially when AIS are created and used in an organization.
B. Artificial Intelligence Systems

As a working definition for this research, we define AI as the ability of an algorithm to perform tasks commonly associated with humans. We further sharpen the focus on the cognitive abilities of AI that Sheth et al. [20] describe as the “ability to simulate human thought process in a computerized model.” These cognitive abilities result in “cognitive services,” which include AI capabilities related to language, speech, vision, knowledge, decision support, and search [20, 21]. The Organization for Economic Co-operation and Development (OECD) illustrates this integration and interdependence in their Framework for the Classification of AI Systems [22]. They define five dimensions that can be grouped into the AIS dimensions of the “AI model,” its “Data and Input,” and its “Task and Output.” These are related to the two context dimensions in which it operates, the “Economic context” and the “People and Planet” dimensions. These dimensions interact and influence one another within the socio-technical solution.

A cognitive AIS socio-technical solution is particularly complex as the technical aspect of the AI (e.g., self-learning potential, intelligent capabilities, and inscrutability) may continue to change, and the environment in which it operates may also vary in unpredictable ways. NIST posits that as socio-technical systems, AI systems “are influenced by societal dynamics and human behavior” [11]. They go on to state that the risks and benefits of the AIS can, therefore, emerge from how an organization uses it and the social context in which it is used. Its socio-technical nature makes AIS a complex technology both for businesses and their stakeholders.

Seeber et al. [4] indicate that human and AI interaction in a socio-technical system is more than a human accessing an intelligent algorithm; it requires communication, acting together as a team, and for the AI to be aware of the human (and we would add the human’s awareness of the AI), especially when this happens in an uncertain and unpredictable environment. With the current pace of AI advances, they indicate that the ethical and moral challenges are being elevated, implying the need for us to grapple with the questions of whose ethics need to be considered by the algorithm and the level of AI’s agency. Further, Asatiani et al. [2] indicate that the operating logic that AIS employs in approaching problems may differ from how humans approach the problem, making it hard to understand and explain the AIS’s decisions or actions. As it learns, the AIS may exhibit biases based on the data it is trained on. This becomes more complex when the AI system uses self- or reinforcement learning.

C. Artificial Intelligence Ethics

The field of ethics can be described as consisting of: (1) meta-ethics, which considers universal moral truths and the nature of right and wrong; (2) normative ethical theories that relate to the principles and standards used to judge right from wrong; and (3) applied ethics, which are the practices used when faced with ethical dilemmas [23, 24]. This study does not consider meta-ethics in detail, it simply accepts the existence of a universal moral truth and adopts the concepts of right and wrong.

Ethical principles, specifically AI ethical principles, are core to this research. They may be considered “part of a normative theory that justifies or defends moral rules and/or moral judgments; they are not dependent on one’s subjective viewpoints” [25, p. 365]. Furthermore, these AI ethical principles are derived from the universal ethical principles that an organization inculcates as its organizational code of ethics. Applied ethics are the principles utilized in solving ethical dilemmas or making ethical decisions. AI ethical practices is an example of applied ethics.

Ethical risks are the unexpected negative consequences of those actions misaligned with an organization’s norms or codes of ethics. Francis [26] stated that “ethical risk is to be seen as a part of overall risk management” and that “managing ethical risk is an important aspect of managing risk in general.” Thus, we argue that ethical risk is an additional ERM category that must be managed as a core part of the enhanced ERM framework. When these AI capabilities are considered in the light of ethical theory, it is possible to derive a set of AI Ethical Principles to guide a business’s design, development, and use. We adopt Floridi
and Cowls’ [27] AI Ethical Principles of autonomy, beneficence, non-maleficence, justice, and explicability for this study.

III. Industry Survey on Ethical Risks

To investigate the current use of ERM to manage AI ethical risks in large business organizations, we performed a large-scale online survey using Qualtrics11https://www.qualtrics.com. Questions addressed the extent of using AI-enabled solutions across organizations, approaches to AI ethics, the related AI risks, and how they were managed. We used an online structured survey approach, using Prolific22https://www.prolific.co/, to gather the information. For us to obtain a large enough sample, online panels were used. It was necessary to use two surveys due to the nature of the panel consisting of respondents from larger organizations creating AI-enabled solutions based in the United States. The first screened potential participants. We then invited the filtered respondents to participate in the second survey.

The use of an online panel provided two advantages. First, it yielded a random sample outside our influence. Second, it allowed a blind study in which we were aware of neither the organization nor the name of respondents (only their unique identifier). This permitted greater privacy for the respondents and their organizations than we could otherwise have provided.

A. Survey Questions

Saunders et al. [28] enumerate several well-known research strategies for research, including surveys. Tengli [29] indicated that the survey method was helpful in analyzing data collected from a sample of participants to answer what, who, and where types of research questions. When considering the research strategies available, we were guided by the overall research question. We used surveys to gain a broad understanding of what was happening in the industry. The design for the surveys was informed by Hewson [30] and Toepoel [31], with the questions in the survey built on findings from Corea [32], Morley et al. [10], and Shneiderman [6], among others.

The survey consisted of several sections: First, the consent form was followed by questions on the demographic information used to validate the responses and filter out poor inputs. It included questions relating to the role of the responder, to confirm that they had an AI decision-making role, and to the use of AI-based resources. The third section tested the importance of AI to the organization and asked about the level of investment in AI-enabled solutions. The fourth and fifth sections as about the organization’s experience in AI and the extent of the implementation. The latter was tested by asking which organizational components it was deployed to, the AI capabilities used [32], and the anticipated benefits [33]. The next section asked about the organization’s approach to AI ethical risks through a request to rate a selection of risks from the literature [34-38]. Their use of risk approaches [39] was then assessed.

The survey asked about AI ethics in terms of, first, the organization’s approach to its AI Ethical Principles [36, 38] and, second, whether these principles had been inculcated into AI Ethical Practices that were implemented and enforced. AI Ethical Principles are those used in the e-ERM framework [40]. In addition, the frequency of use of the underlying ethical lenses was assessed, namely, fairness/justice [41, 42], duty [43], virtue ethics [42, 44], common good [42], utilitarian [42, 44, 45], and rights [42, 44, 45]. The level of the implementation of the AI Ethical Principles was probed, considering if they were “Documented,” “Published,” “Training provided,” or “Enforced and monitored.”

A selection of AI Ethical Practices [6, 33] was then provided, and the responder was asked to indicate the extent of use and efficacy, and, if they were not present, were they desired (“Available, used, and beneficial,” “Available and used,” or “Not available, but desired” [33]). As with the AI Ethical Principles, the extent of the implementation was assessed (“Documented,” “Published,” “Training provided,” “Embedded in daily practices and processes,” and “Enforced and monitored”).
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B. Survey Execution

We issued the Qualtrics survey via Prolific’s website to a predefined panel of respondents who indicated that they were currently employed in organizations in the United States and who had been active on Prolific in the last 90 days. This represented a pool of 128,904 potential responders. After an initial pilot test of 20 participants to ensure that it was working as planned, we opened the survey to groups of 20, 30, 50, 100, and 200 based on capacity to process and analyze the responses.

We received a total of 2,047 screening survey responses over a 6-week period. Of the respondents whose organizations were developing AI-enabled solutions, 69 organizations employed less than 100 people. These were removed as they did not meet our selection criteria of a 100+ person organization. The next filter eliminated respondents with no responsibility for AI, even if their organizations were developing AI solutions. Those without this responsibility were considered too remote from the AIS development process to provide accurate responses to the main survey. As a result, 45.3 percent of the balance (230 respondents) were eliminated, resulting in a candidate pool of 278 responses. One response was excluded in error, resulting in 277 respondents who we invited to participate in the main survey.

We piloted the main (second) survey with a group of doctoral students to ensure that the questions were clear, that the logic worked correctly, and that the results were being properly processed by Qualtrics. We made minor changes to the wording of some questions and to the spacing and page breaks to make the survey flow more easily.

Part way through the survey, we changed a single question relating to the most critical AI-related risks. After the first 100 responses, it was clear that the question was not producing clear results. It was therefore adjusted to force a selection of the three most critical AI risks instead of asking the participants to rate all the risks on a 5-point Likert scale. This latter approach resulted in an unambiguous response from the remaining respondents.

The 277 custom panel respondents were invited to participate in this main survey. This was done using a “custom allow list” containing only the selected Prolific IDs. The survey was issued via the Prolific web site in the same manner as the screening survey. The main survey ran for two months and resulted in 206 valid responses.

C. Demographics of Survey Participants

Comparing the demographics of the respondents to the 2019 data from the U.S. Census Bureau [46], it was evident that the sample was not representative of the distribution of the population of all organizations with more than 100 employees in the United States (see Table I). For instance, there were significantly fewer smaller organizations in the sample than would be required to be representative and significantly more responses from larger organizations. Even so, the responses did provide a balanced sample across the various organization sizes, notwithstanding some overrepresentation of the 1,000- to 9,999-size organizations and under-representation in the 10,000- to 19,999-size organizations.

From a statistical validity perspective, the number of responses for each organizational size group was sufficient to provide a margin of error of 7.6 percent or less for a 95 percent confidence level across the groups (see Table I). So, conclusions can be drawn from the screening survey results about the level of AI-enabled development in each organizational size segment. It was possible to compare their levels of AIS development. For the entire sample, the margin of error was 2.2 percent at the 95 percent confidence level, which implied that we could draw general conclusions from the data, including, for instance, in which parts of the organization AI-enabled solutions were generally deployed and the representative AI-related roles of the various leaders and staff within an organization.

| TABLE I: Organizational Size – Margin of Error |
IV. Survey Results

In the screening survey, 28.2 percent of the respondents indicated that their organizations are developing AI-enabled solutions. When normalized for all organizations, 11.6 percent of all organizations are developing AI-enabled solutions and about 26.8 percent of those organizations with more than 100 staff are doing so. As we anticipated, the results reveal that the percentage of organizations developing AI-enabled solutions increased with the size of the organizations indicating that larger organizations can more effectively invest in the development of AIS. This expectation is confirmed with a linear regression of the percentage of those organizations developing AIS for each of the organizational size ranges sampled, which resulted in a positive slope coefficient of 0.072, an $R^2$ of 0.938 and a p-value of 0.001, thereby demonstrating a strong linear correlation with a high certainty of validity.

A. AIS Investments and Anticipated Benefits

Considering the importance and investment levels in AIS in the various organizations, we find that the likelihood of organizations to create AI-enabled solutions increases from around one in four for organizations in the 100-499 range of employees to more than 50 percent for organizations with over 20,000 staff. This implies that the larger the organization, the greater propensity for AI-enabled solutions.

The main survey provided more insights into the importance of AI to the organizations. All 206 responses to this survey indicated that organizations developing AI-enabled solutions consider AI to be more than moderately important. The mean of the responses was 2.675 (which is above the mid-point of 2.5 with a range of 1 to 4) with a kurtosis of -0.756, implying that more respondents select very-or-extremely-important than those who select moderate-or-slightly-important options. In terms of spending on AI-enabled solutions as a proportion of spending on other assets, based on 192 responses, the mode is 10-20 percent of the overall asset budget, with a smaller percentage of responses above 20 percent than those below 10 percent of the overall asset budget. The mean is 2.667 (below the mid-point of 3 with a range of 1 to 5) with a kurtosis of -0.701, thus leaning slightly towards less than 10-20 percent of asset expenditure on AIS development.

The position that AI was more than moderately important for most of the participating organizations was supported by an average spend in the 10 to 20 percent range for the organizations. At face value, the importance of AI drove the level of spend on average across the responding organizations. So, those organizations that believed that AI-enabled solutions were important for their organizations, spent more on AI (see Table II). For those organizations with greater than 20,000 staff, 72.2 percent rate AIS as very important or extremely important compared to 60.2 percent for all 206 responses, with higher spend mean of 2.830.
TABLE II: Importance of AI vs. Percentage of Capital Spend on AI

<table>
<thead>
<tr>
<th>Importance vs. Spend</th>
<th>Count</th>
<th>Less than 5%</th>
<th>5 to 10%</th>
<th>10 to 20%</th>
<th>20 to 50%</th>
<th>More than 50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slightly Important</td>
<td>25</td>
<td>59.10%</td>
<td>4.50%</td>
<td>27.30%</td>
<td>9.10%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Moderately Important</td>
<td>57</td>
<td>20.30%</td>
<td>34.00%</td>
<td>35.80%</td>
<td>7.50%</td>
<td>1.90%</td>
</tr>
<tr>
<td>Very Important</td>
<td>84</td>
<td>4.94%</td>
<td>25.93%</td>
<td>44.44%</td>
<td>23.46%</td>
<td>1.23%</td>
</tr>
<tr>
<td>Extremely Important</td>
<td>40</td>
<td>0.00%</td>
<td>30.60%</td>
<td>33.30%</td>
<td>33.30%</td>
<td>2.80%</td>
</tr>
</tbody>
</table>

*Note*: the average spend percentage for that level of importance is shown as a progressive bar.

The main anticipated benefits from AI-enabled solutions are improved competitiveness, improved profits, increased market opportunities, and greater product quality (see Table III). There are also high levels of agreement on the benefits of AIS for improved reputation, enhancing customer trust, improving staff satisfaction, and improved customer loyalty. The lowest agreement is for greater social impact, but it is still seen to be a benefit by more organizations than those who do not.

TABLE III: Anticipated Benefits

<table>
<thead>
<tr>
<th>Anticipated Benefits</th>
<th>Strongly Agree</th>
<th>Agree</th>
<th>Neither Agree nor Disagree</th>
<th>Disagree</th>
<th>Strongly Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved competitiveness</td>
<td>87</td>
<td>85</td>
<td>26</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Improved profits</td>
<td>82</td>
<td>88</td>
<td>28</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Increased market opportunities</td>
<td>73</td>
<td>97</td>
<td>28</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Greater product quality</td>
<td>76</td>
<td>90</td>
<td>31</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Improved reputation</td>
<td>48</td>
<td>88</td>
<td>56</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Enhanced customer trust</td>
<td>43</td>
<td>96</td>
<td>49</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>Improved staff satisfaction</td>
<td>42</td>
<td>96</td>
<td>49</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>Improved customer loyalty</td>
<td>43</td>
<td>87</td>
<td>59</td>
<td>13</td>
<td>4</td>
</tr>
<tr>
<td>Improved staff retention</td>
<td>34</td>
<td>68</td>
<td>69</td>
<td>23</td>
<td>12</td>
</tr>
<tr>
<td>Greater social impact</td>
<td>34</td>
<td>66</td>
<td>62</td>
<td>27</td>
<td>15</td>
</tr>
<tr>
<td>Other</td>
<td>9</td>
<td>6</td>
<td>44</td>
<td>2</td>
<td>7</td>
</tr>
</tbody>
</table>

*Note*: n=206

B. AI Risks

The survey samples the most concerning risks associated with the use of AI. The responses are contextual as they differ organization to organization, differ based on the AIS application used, and differ on the cognitive capabilities applied. Overall, the answers provide interesting insights regarding the general level of concern, and, thus, the priority with which the risks should be mitigated. There are 105 responses to this question with each survey participant allowed to select up to three risks they are most concerned about (see Fig. 1).
The AI risk of highest concern is lack of accuracy or reliability of the AIS (selected by 44 of the 105 participants), followed, 7.6 percentage points lower, by concerns over the lack of control of the AIS by humans. Safety, security and robustness, fear and trust, lack of accountability, and lack of transparency are grouped together as the next most concerning set of AIS-associated risks.

![Most concerning risks associated with AI (Select up to three)](image)

**Fig. 1.** Most Concerning AI Risks (n=105, up to three selections permitted)

**C. Maturity of AI Ethical Principles**

While many organizations document (69.9 percent) and train their staff on the AI Ethical Principles (56.8 percent), there are fewer who focus on monitoring and enforcing the use of these principles (41.7 percent) or making them available by publishing them (36.9 percent). (see Fig. 2).

![Implementation of AI Ethical Principles](image)

**Fig. 2.** Implementation of AI Ethical Principles (n=201, multiple selections permitted)
D. Maturity of AI Ethical Principles

Fig. 3 provides insights into the level of definition of AI Ethical Practices in the responding organizations. A total of 57.8 percent of the respondents indicate that their AI Ethical Practices are defined. A total of 89 out of the 119 organizations with defined AI Ethical Practices also have the practices documented, 59 have them published, and 85 provide regular training. Of the 86 organizations that have AI Principles enforced and monitored, 55 of them (64 percent) also have AI Practices enforced and monitored.

E. Risk Approaches Used

Another important research goal is to gain an understanding of the risk approach used by the responding organizations. The survey showed that all but 13 of the 206 respondents have a structured way of addressing risk management. The majority (150 organizations) make use of their technology processes, 75 organizations use their existing overall ERM processes, and four use another process (e.g., the use of a cross-functional AI review board, spot check validations, and tests run in selected groups). Respondents can select multiple answers, indicating that 33 organizations use both ERM and technology processes, two use technology and another process, and one use ERM and another process.

We anticipated that the larger the organization, the more prevalent the use of ERM for AI risk management would be, but this did not turn out to be the case (see Table IV). For the three organizational size groups below 10,000 people this is the case, with a linear regression of $R^2$ of 0.977 ($p$-value of 0.098), but when all groups are included, this moves to $R^2$ of 0.309 ($p$-value of 0.33). Thus, there is no clear relationship between the larger size of the organization and its greater propensity to use ERM for AIS risk management. There is also no significant relationship between organization size and the use of technology risk processes. It was apparent, as anticipated, that the smallest organizations (100-499 employees) have a greater chance of not using a structured risk management approach.

TABLE IV: Distribution of the Risk Management Approaches Compared to Organization Size
V. Gap Analysis of Ethical AI Enterprise Risk Management

A gap analysis identifies and measures the space between ‘where we are’ (present state) and ‘where we want to be’ (desired state) in the assessment of a business unit. Gap analyses are used in many disciplines to support the identification of critical problem gaps and the magnitude of the challenges required to close the gaps to achieve satisfactory solutions. For example, Robinson et al. [47] apply gap analysis to identify research challenges in clinical healthcare and Lawn et al. [48] present a gap analysis for gambling rehabilitation research.

The results of the literature-based survey above were used to perform a gap analysis of the present state of ERM management of ethical AI risks and a desired state of proactive AI ethical awareness and control. We identified four significant gaps, each of which is elaborated below along with the related analysis.

A. Gap 1 – AI Ethical Principles -> AI Ethical Practices

Our survey results demonstrate that most organizations formally document AI Ethical Principles with required training requirements. However, the translation of principles to practices is inconsistent. The lack of clear AI ethical practice statements results in confusion and limited enforcement when ethical principles are violated. Many of the organizations do not monitor or enforce ethical practices (just 62), and only 65 have embedded the AI Ethical Practices into the organization’s daily operational processes. Nearly two-thirds of the organizations that monitor and enforce the principles, have well-defined ethical practices in place, while only 57.0 percent have ethical practices embedded in the organization’s daily processes and practices.

This gap between the definition and implementation of AI Ethical Principles in an organization and the moving of these principles from their cognitive acceptance to practical implementation in the day-to-day business activities of the organization is a major concern. If all the organization has is a set of principles that do not change its daily practices, they are of little practical effect. This “principles-to-practice” quandary is a recognized problem in the literature, and while many researchers have proposed solutions that include frameworks, toolkits, and guidelines [5, 6, 49-51], their lack of organizational adoption persists [33, 52-54].

Unfortunately, AI Ethical Principles are often abstract, complex, and challenging to apply in practice by those implementing AIS and making them tangible and implementable may be difficult [33, 54, 55]. For instance, translating the AI Ethical Principle of “autonomy” (e.g., the level to which decision-making is allocated from humans to the algorithm) into practice when creating an AIS requires us to answer questions like what determines which decisions or types of decisions are retained and which are delegated to AI? How and when should we revoke the delegation to the artificial agent? Designers, developers, and testers of AIS require specific rules and guidelines on how to address the need for autonomy in the system. It is often unclear who in the organization has the responsibility to translate AI Ethical Principles into practices to guide their work. Without these practices, they find it hard to be sure that the autonomy principle is effectively implemented within their AIS. While addressing this quandary may be left to the AIS designers,
developers, and testers to solve, we and others [e.g., 34, 56, 57] argue that it is, in fact, a broader challenge that business and IT leaders should be accountable for.

B. Gap 2 – Static Assessment of AI Systems -> Dynamic Monitoring of AI Systems

The survey data provide a rich understanding of how organizations’ view AI risks in Figure 1. An analysis of the highest ranked risks (e.g., accuracy, human control, security, accountability, transparency, etc.) point to a need for real-time monitoring of the AIS performance and decisions. The nature of these risks requires a dynamic approach to risk management which ERM static risk assessments of AI systems do not address. This gap is exacerbated by the costs and complexities of performing real-time monitoring of critical business applications with time-sensitive requirements.

Inherent to an AIS is the potential of making decisions, providing recommendations, or arriving at conclusions using a logic that is not clear to the user. Second, considering our working definition of AI, namely, “the ability for an algorithm to perform tasks commonly associated with humans,” acting like humans implies the potential for integration and interdependence between AI and its human users. Because this is at an “intelligent” level, it establishes a tight socio-technical system of human plus machine [2, 3]. Further, this complex socio-technical system operates within a multi-faceted environment of dynamic social expectations, developing regulatory rules, and ever-changing cultural perspectives. These complexities create the need for increased business risk management agility and responsiveness.

As a result, fixed-cycle ERM approaches with scheduled reviews fall short. To maximize the business and societal gain and to minimize harm, an agile and dynamic ERM approach is needed. This requires a continuous process because of the dynamic nature of the environment in which an organization operates. ISO [13] defines eight principles of risk management to enable value creation and value protection. One of these principles is the dynamic principle, described as follows: “Risks can emerge, change or disappear as an organization’s external and internal context changes. Risk management anticipates, detects, acknowledges and responds to those changes and events in an appropriate and timely manner” [13, Section 4[e]].

This need for agility is core to a business’s ability to sustain competitive advantage, and leaders of an organization achieve agility by sensing and responding to opportunities and risks, seizing opportunities, and making appropriate changes to the organization [58]. Nair et al. [59] focuses on ERM as a dynamic capability that enables businesses to react and respond positively to change in the environment. Bogodistov and Wohlgemuth [60] suggest that ERM needs a dynamic capability to allow for the continuous reassessment of risks to drive strategic and operational risk responses [60]. This dynamic capability is especially important in relation to high velocity changes caused by technologies such as AI. An organization’s business leadership will need to address this gap through making the ERM approaches more dynamic and responsive.

C. Gap 3 – ERM focuses on Economic Risk -> ERM balances Ethical and Economic Risks

The survey demonstrates that organizations value broader benefits from AIS, like reputation, customer trust and loyalty, and social impact. This requires that the ERM focus must be more than purely economic. Risk categories associated with ERM depend on the organization but fall into the broad categories of financial, operational, strategic, and compliance risks [15, 18]. Others [e.g., 19] have added reputational risk to this list. Wirtz et al. [7] define a broad classification of AI risks using six categories, one of which is AI ethical risks.

This need to include an ethical aspect into the ERM approach is critical because of the socio-technical nature of AIS. Above, we discussed AIS acting like humans, leading to the potential for integration and interdependence between AI and its human users. This leads to the need to define and adhere to AI Ethical Principles like those defined by Floridi and Cowls [27] in terms of autonomy, beneficence, non-maleficence,
justice, and expicability. Violating these principles and norms leads to ethical risks which need to be balanced with the appropriate financial risks. Thus, we must extend ERM processes to place greater weight on ethical AI risks to achieve an effective and sustainable balance with economic risks. In this way, the ERM will continue to drive the achievement of organizational goals and value maximization but do so in an ethical way.

D. Gap 4 – Ethical Risk Problem Identified -> Ethical Risk Solutions Designed and Implemented

While concept of ERM is well understood, there is a gap in its application in an integrated way with technology risk processes to provide solutions to mitigate the ethical risks associated with the AIS applications. The survey shows that all but 13 of the 206 respondents have a structured way of addressing risk management. The majority (150 organizations) use their technology processes, 75 organizations use their existing ERM processes, and four use another process (e.g., a cross-functional AI review board, spot check validations, and tests run in selected groups). Respondents were able to select multiple answers, indicating that only 33 organizations used both ERM and technology processes, two used technology and another process, and one used ERM and another process. The data indicate a wide range of approaches for addressing ethic risks once identified. However, in all cases there is a ‘hand-off’ to another internal group to design and implement a solution to ethical risk found. Thus, there is a ‘solution’ gap made more evident when dynamic monitoring (Gap 2) reveals the presence of a significant ethical risk and no ‘at-hand’ remedy is available. This reinforces the need for an ERM framework in which available solutions are designed beforehand and ready for application.

VI. Extending ERM for AI Ethical Risks

Business leaders who are most effective, assess opportunities and their associated risks using ERM frameworks [17, 61]. These frameworks use the risk management cycle to maximize business and stakeholder value by first identifying risks, second, assessing the probability of the occurrence of a positive or negative risk event, and third, acting to mitigate it. AI-enabled solutions are complex, adding both new risks and new opportunities because of their capabilities and the socio-technical nature of the AIS.
AIS operate within uncertain and unpredictable environments. Environmental dimensions include changing ethical expectations, like emerging public pressures relating to facial recognition [62, 63], a developing regulatory environment exemplified by the recent release of the European Union AI Act [12], and an evolving cultural environment as the system is used in new countries around the world [64]. As a result, standard risk management approaches fall short. To maximize business and societal gain, a more agile and dynamic ERM approach is needed. Fig. 4 presents a conceptual model of an enhanced ERM (e-ERM) process that is embedded in both the AIS development life cycle and as a monitoring capability in the performance of AIS applications. The enhanced model is compatible with existing ERM frameworks from the ISO 31000:2018, Risk Management Process [65], and the NIST conceptual AI Risk Management Framework [66]. For instance, the NIST model recognizes the need to integrate risk management into the AIS lifecycle (i.e., pre-design, design and development, test and evaluation, and deployment). This integration between risk management and the AIS development lifecycle drove the need for managing risks throughout the creation of the AIS and once it is operational.

VII. e-ERM Extensions

We now provide further extensions to e-ERM to address the four critical gaps. Fig. 5 provides an expanded vision of the e-ERM with the proposed extensions.

A. AI Ethical Principles to Practices

Organizations must ground AI ethical principles with actionable practices that relate to business applications. We recommend the development and use of a risk reference database (RRD) to record the evolving risks and the best practices to mitigate them. The RRD can be grounded on evolving experiences both internal and external to the organization. Based on the literature, many frameworks, toolkits, and guidelines have linked AI Ethical Principles to proposed AI Ethical Practices. These included the IEEE’s Ethically Aligned
Design principles [5] for AI system design, Shneiderman’s [6] fifteen proposals for bridging the gap between ethics and practice using an enhanced governance approach, Peters et al.’s [50] proposal for balancing a responsible design process with the user’s interaction with the technology, and Vakkuri and Kemell’s [51] nine-step “RESOLVEDD strategy” for rational ethical decision-making. These various approaches form the foundation for part of the problem space that the RRD can address.

The RRD will relate the AI Ethical Principles to relevant AIS capabilities, which would guide the AIS creators to select the most pertinent AI Ethical Practices for their solution. In addition, specific AI capabilities appear to be more controversial than others, e.g., facial recognition. The RRD could take specific AI capabilities and applications and relate them to the most applicable AI Ethical Principles, which could highlight the most appropriate AI Ethical Practices. This filtering process would reduce the need to consider all the possible AI Ethical Practices and limit them to a relevant subset based on the AI capabilities and applications being considered.

![Fig. 5. Extensions to e-ERM to Manage AI Ethical Risks](image)

Segmentation and extension of the RRD for industry and organization types are essential. Also, because of the need for a point-in-time state to be maintained, e.g., in the case of litigation, an immutable, secure (role-based) backup solution for the e-ERM is needed.

B. Dynamic Monitoring of AIS Applications

To support real-time reactions to occurrences of AI risks, we identified three essential components: mechanisms for continuously monitoring and sensing (CMS component), an agile risk assessment tool and approach (RAT), and the aforementioned risk reference database (RRD) to record the evolving relationships between risks and the best practices to mitigate them.

Because of the changing nature of the AIS and its operating environment, effective monitoring of the operation of the AIS by the CMS is necessary. The problems the CMS needs to address includes identifying emerging risks in both direct and indirect environments. Manual and AI agent-based tracking are required to register changes in system behaviors and deviations from defined goals (e.g., biased decisions, privacy exposures, and low transparency of outputs). From an environmental perspective, active operational monitoring is needed to identify any changes in outcomes (e.g., failures due to unforeseen inputs, exploitation of vulnerabilities, and activities of adversaries). In terms of the broader environment, the analysis of new AI incidents is needed to establish new insights into the evolving ethical expectations of the AIS users. The evolution of cultural perspectives on ethics is also required to be monitored.
Based on its monitoring and sensing, the CMS needs to trigger risk alerts with an indication of the criticality to initiate the risk management cycle and an underlying risk assessment tool (RAT) capability. The RAT component would support the execution of the risk management process described above. Importantly, it must not be isolated from the rest of the organization’s ERM risk assessment process but integrated to ensure that AIS-related risks are appropriately handled along with the other enterprise risks.

Another vital part of the RAT concerns engaging the right people at the right time in various risk assessment steps. Nagbøl et al. [67] segments the risk assessment process into three distinct modules that each relate to a specific group. This allows them to target the right participants achieving an efficient risk assessment. The first module considers business needs for the AIS, which engages business domain experts. The second focuses on the system’s technical details, thus using data scientists. The final module is a synthesis of the outputs of the previous two modules requiring a combination of business and data science experts. We use a similar approach in the e-ERM design.

C. Balancing Ethical Risks with Other Categories of Risk

ERM approaches support the accepted risk management cycle described above (see Fig. 4). These solutions address the generally accepted risk categorized into financial, operational, strategic, compliance [15, 18] and reputational risk [19]. Core to the Risk Assessment Tool (RAT) is the risk management cycle of identification, assessment, and mitigation, considering the various risk categories. For the e-ERM to be effective, an organization’s core ERM should be well established and embedded into its business processes.

One way of understanding the additional impact of the AIS on the risk profile of an organization is to consider the European AI Act [68]. The Act, which is built on a legal framework of ethical principles, “combines a risk-based approach based on the pyramid of criticality, with a modern, layered enforcement mechanism” [69]. The European Union’s [70] pyramid of criticality classified AI systems into levels of criticality based on the types of remedies suitable for four different levels of risk. AI systems at the unacceptable level of risk can cause substantial harm, such as cognitive behavioral manipulation, and are banned from use. High-risk systems need careful assessment and monitoring (e.g., critical infrastructure or law enforcement relating to fundamental rights). Limited-risk systems have specific transparency requirements (e.g., chatbots). Finally, minimal or no-risk AI systems are those that pose no direct risk to users (e.g., spam filters).

This range of ethical risks based on the European Union’s classification (and other classifications as they develop) is an important input into the RAT of the e-ERM system because it will guide the necessary risk-mitigation actions based on the type of a proposed AI-enabled solution. Consequences of ineffective risk management within the European Union are dire in terms of fines and sanctions.

Thus, the balance of the effective management of the generally accepted ERM risks along with the incorporation of the additional ethical risks resulting from the creation and use of AIS in an organization is essential. Not doing so may result in censure and significant financial consequences to a business, and thus the proposed e-ERM design.

D. Availability of AI Ethical Risk Solutions

Our research identified that there are multiple approaches used in business today to mitigate ethical risks associated with AIS. These include making use of current ERM solutions in the organization, the use of IT processes, or a combination of these. A small number of organizations use other approaches. As indicated, the study reveals the presence of significant ethical risks for which no ‘at-hand’ remedies are readily available.

To address this gap, the e-ERM design proposes the use of the Risk Reference Database to link the risk identification and assessment process (using the RAT) with potential solutions through the identification of best practice mitigation approaches associated with the ethical risks. The selection of the most appropriate approach is determined by considering what AI capability is used in the system, and therefore what AI ethical risk category is impacted. For example, if the trigger is an ethical risk associated with facial recognition,
the risk category may relate to privacy, an element of the non-maleficence AI ethical principle. A range of best practices could include removal of the facial recognition capability from the AIS, constraining the use of facial recognition, or adding additional controls.

Identifying, collecting, and categorizing these AI best practice solutions is complex as organizations that have experienced AIS-related incidents are reluctant to reveal what changes they made to mitigate the issue because of the potential of litigation. Solving the free flow of emerging best practices is a topic for future research. For this study, the AI incident databases, where some organizations have indicated what was done to address the issue, provide sufficient examples to validate the design.

E. e-ERM Scenario

As a proof-of-concept demonstration that illustrates the novel extensions of the e-ERM process, we use a realistic scenario of an ethical AI incident that was reported on the AIAAIC repository. The incident related to pressure groups’ response to a web conference service’s planned use of AI emotional recognition to “monitor and detect the feelings and emotions of its users” [71]. This is not the first time this emotional AI capability has raised concerns, as according to the AIID, a popular recruitment system removed expression tracking due to a complaint [72].

Fig. 6. e-ERM Scenario Walk-Through

Fig. 6 uses the example of an organization that has created or deployed an AIS with emotion detection capabilities and implemented the e-ERM framework. The steps it takes are the following: (1) as the press release relating to the pressure groups’ concern with the organization’s plans is recorded as an incident in the AIAAIC repository, it (2) triggers the CMS, which issues a dynamic risk alert since the organization has deployed an AIS system that uses emotional analysis. Then, (3) the risk tool establishes the likelihood and impact of the risk, and (4) the RAT assesses the situation based on the information available, e.g., the reason for the concerns being raised by the pressure groups, the related level of validation testing, and the ease of explaining the organization’s use of the emotion detection capability. As a result, (5) based on the emerging best practices, e.g., another organization’s decision to remove micro-expression analysis from its tool, (6) the organization may choose to remove this feature from the deployed AIS or enhance the system to provide better explanations of its decisions.

This same process could be triggered by a deviation from a design goal because of the AIS’s learning and adapting to a change in the cultural environment or new ethical expectations resulting from the EU [12] AI
VIII. e-ERM Focus Group Evaluation

We conducted two structured focus groups to evaluate the new e-ERM model with subject matter experts in ethical risk management [73, 74]. The focus group participants were drawn from experienced managers who were familiar with ERM processes. We presented the participants with the revised e-ERM model (Fig. 5) and asked them to provide feedback on the utility, effectiveness, and implementation possibilities of the model for assessing the risks of ethical AI violations.

In order to analyze the output of the focus groups, we used three coding cycles based on Saldana [75]. Because the focus groups used a structured approach of topics and broad questions, the most appropriate first cycle of coding was structural coding. The second coding cycle used axial coding to group the initial codes from the first coding cycle into conceptual categories. Finally, in line with the selected thematic structure for the focus groups, the third coding cycle extracted the themes for each of the categories. We then applied these themes to the various topics to identify those aspects that the focus group participants supported, and those aspects that needed to be changed or adapted.

We identified 47 code phrases, which were grouped into eight categories, and finally combined into three major themes. The themes were: (1) core attributes of the e-ERM model; (2) the organizational governance categories; and (3) impact factors in the broader organizational environment. The themes can be illustrated as three concentric circles with the model at the center, and the other two themes emanating from it (see Fig. 7). These were used to validate the model in its ability to address the four critical ERM gaps. The categories in the outer, external environmental theme circle reinforce the importance of a clear ethical framework in which the model operates. Other environmental issues included the cultural impact on ethics, the differing ethical risks in various industries, and the speed of changes in this evolving and dynamic area of AI ethics. The focus group results reinforced those ethical risks that were pertinent to the model. They highlight how the model addresses closing gap 3 to ensure that the ethical environmental aspects are considered, as well as addressing the dynamic nature of AI risks (gap 2).

Two categories make up the governance-related issues theme. These are the pre-requisites for the e-ERM model, which related to the definition of the benefit of the system to stakeholders and employees, the goals of the model, and the foundational elements of the model. The implementation considerations related to how best to implement the model across the organization. These focus group results confirmed the need for the e-ERM model as a means of addressing gap 4.

Fig. 7. Focus Group e-ERM Themes
The categories included in the model-related theme focus on three aspects, namely, clarifying the model’s requirements, its processes, and data collection and maintenance considerations. These focus group results focus on the model itself (gap 4), and confirmed the processes needed to close gap 1, the AI Principles to Practices quandary.

IX. Discussion

The landscape of ethical AI risk management in business applications is continuously changing with new problem spaces and solution opportunities. Our objectives in this research are to better understand the current state of how organizations apply ERM processes to manage risk and to propose enhanced capabilities (e-ERM) to close current processing gaps. The following observations are relevant to our research findings.

A. e-ERM Implementation

The three-phase risk management cycle of identifying the risk, assessing its likelihood of occurrence and potential impact, and then acting to mitigate the risks is often executed on a regular time-based cycle, e.g., every quarter. This study, and the three recent documents, NIST AI RMF, EU AI Act, and the ISO 23894:2023 standard, highlight the need for a dynamic approach to ERM, indicating that changes in the internal and external context drive the risk changes, requiring risk management to sense and respond to the changes in an agile way. This same expectation was discovered in discussions with the focus groups. Some may contend that their organizational processes are in line with the dynamic ERM requirement from the literature, but we argue that, unless these are integrated into a broad approach like that of the e-ERM, the management of the ethical risks from AIS will be difficult to achieve.

B. AI Ethical Incident Repositories

One of the important elements of the e-ERM is the AI Incident Database. Rather than create a new database, there are a number of currently available databases. The first step in the process is the identification of publicly available databases of AI incidents. Three potential repositories are:

- AI Incident Database [76]. McGregor [77] worked with the XPRIZE Foundation and established the AIID which provides “a systematized collection of incidents where intelligent systems have caused safety, fairness, or other real world problems” [77].
- AI, Algorithmic, and Automation Incidents & Controversies Database [78]. An independent, open, public interest resource that is the most comprehensive, detailed, and up-to-date resource of its kind, the AIAAIC Repository details 850+ incidents and controversies driven by and relating to AI, algorithms, and automation. Started in June 2019 as a project to better understand the reputational and other risks of these important technologies, the repository helps researchers, academics, advocates, policymakers and industry experts across the world get a better handle on how to design, develop, deploy, and regulate them. [78]
- AI Global Database [79]. This dataset provides a record of helpful and harmful AI around the world.

For an approach to assessing the quality of the data in these AI incident databases, we turned to Cichy and Rass [80] who provide an overview of the available data quality frameworks. By analyzing the twelve common frameworks, they posit that the most frequently occurring dimensions were completeness, timeliness, accuracy, consistency, and accessibility. Wang and Strong [81] defined each of these as follows:

- Completeness: The extent to which data are of sufficient breadth, depth, and scope for the task at hand.
- Timeliness: The extent to which the age of the data is appropriate for the task at hand.
- Accuracy: The extent to which data are correct, reliable, and certified free of error.
- **Representational Consistency**: The extent to which data are always presented in the same format and are compatible with previous data.
- **Accessibility**: The extent to which data are available or easily and quickly retrievable. [81]

We then analyzed these databases using the above criteria. In addition, we assessed the level of metadata relevant for this research. For the completeness criteria, the focus was on the level analysis done by the database curators, the availability of links to source data, and whether the most recent incidents reaching the press were included. Timeliness was concerned mainly with how long it took for data relating to the latest incidents to be made available in the database. This was measured from the time of the incident to its appearance in the database. Accuracy relied on the level of peer reviewing provided and the validation of the information through cross references of the sources. Consistency was judged on the format of the data from record to record.

### C. Addressing the Principles to Practices Gap

One of the main causes of the principles to practice gap was the level of definition, documentation, monitoring, and enforcement of both the AI Ethical Principles and the related AI Ethical Practices. The main survey found that only about 53 percent of the organizations sampled had defined their AI Ethical Principles, with 42 percent monitoring and enforcing them. Around 58 percent of the respondents indicated that they had their AI Ethical Practices defined, with 30 percent monitoring and enforcing them, and a smaller number indicated that they had been embedded into the organization’s daily operational processes. Without publishing, monitoring, and embedding these practices, the principle-to-practice gap will remain.

Further, embedding practices that are not perceived as beneficial was a potential second reason for the continued gap. From the main survey, several AI Ethical Practices were available for use but were not seen as beneficial. These included ethical frameworks, ethical design specifications, and explainable UI designs. While these practices are key for pro-ethical solutions, if AIS creators do not perceive them to be beneficial, they will, over time, stop using them, thereby reinforcing the principles-to-practice gap. Thus, the second reason indicated for this continued gap was practices not being perceived as beneficial and therefore being ignored over time.

A potential third cause of the gap was that many of the practices were applications of common business practices to the AIS space. For instance, building of trust and credibility is a common practice for a business leader as they seek to grow their business. What we found was that the practices did not need to be new or complex, but many were simply standard business practices appropriately applied to mitigate AI ethical risks. As a result, a portion of the principles-to-practice gap could be related to trying to define a complex AI-specific practice, when a common practice would suffice.

### X. Conclusions and Future Research Directions

We conducted this research in two complementary stages. To assess the current use of ERM processes for managing AI ethical risks we surveyed over 200 large business organizations. From the analysis of the survey results, we identified four critical gaps driving the need to extend current ERM approaches: (1) AI ethical principles do not translate effectively to ethical practices; (2) Real-time monitoring of AI ethical risks is needed; (3) ERM systems emphasize economic not ethical risks; and (4) When ethical risks are identified, no solutions are readily at hand.

For the second research stage, we designed and evaluated an enhanced ERM process model (e-ERM). The novel e-ERM approach maximizes business and stakeholder value through the effective management of dy-
Dynamic AI ethical risks presented by advanced AIS. We contribute to the ERM research by extending existing proposals for managing AI risks [6, 27, 33, 55, 57]. The results of our research contribute to practice by enriching the software engineering technical procedures at the organizational level by adding actionable risk management procedures to the safety culture and closing the AI ethical principles-to-practice gap. Through this study, we have co-created the e-ERM framework with subject matter experts and practitioners. The designed framework is ready for implementation at organizations that recognize the potential of AI-enabled solutions and are seeking to implement AIS in a way that is most beneficial for their organization and stakeholders. Of particular importance to business leaders are the resulting design principles that provide specific actions that can be taken by their AIS creators, process changes they should make, and aspects of the external environment that should be monitored and responded to. Implementing this e-ERM framework has the potential to significantly impact organizations that wish to take advantage of it.

As with any research, this study has limitations. While the e-ERM model has been evaluated in rigorous focus groups with subject matter experts, it has yet to be fully implemented in an operational organizational environment. Experimental evaluation of the e-ERM approach in context requires the consideration of operational controls and the definition of measures to assess improvements in the ethical results of AIS operations. Along these lines, we identify several important future research directions.

Research must assess the effectiveness of the dynamic e-ERM engine to identify and respond to changes in the inputs (e.g., the change in the AIS, its deployment to a new geography with a different culture, or the impact of regulatory changes). An approach would be to perform a manual audit of the system’s responses to ethical triggers. Linking AI capabilities to the appropriate AI ethical practices and principles would be an important to study e-ERM effectiveness. A sample of the recommendations made by the e-ERM could be used and their effectiveness tested by subject matter experts in terms of systems or process changes.

A future research project on the e-ERM monitoring and sensing capabilities relates to AI incidents. The amount of data and the frequency of the updates on AI incidents quickly become unmanageable. We must implement and test the efficacy of using AI-enabled agents to continuously scan press releases and website posts to identify published fixes. For instance, pointing a machine learning-based AI agent at the press releases relating to incidents in the AI incident database to provide a concise summary of the incident and to identify any fixes discussed in the articles would be beneficial. Further, using AI-enabled agents to discover trends and provide early indications of emerging incident patterns would enrich the e-ERM. Emerging from this research would be a clearer understanding of the relationship between the AI incidents and the related ethics, as well as a clearer understanding of how the ethical perceptions of AI’s capabilities are changing.

Beyond the AIS’s internal changes, our research touched on the impact of national culture on ethics, and the monitoring of changes in culture-based ethical thinking is embedded into the current e-ERM framework. The current design can be informed by additional research into the extent of the impact of changes in ethical expectations worldwide. One of the approaches Awad et al. [82] used for this purpose is the longitudinal study called the “Moral Machine Experiment” that seeks to crowd-source moral perspectives on ethical dilemmas, like those experienced by self-driving cars, to understand the variations in ethical perspectives across countries. Additional research into the cultural implications on ethics and how they change over time, e.g., based on the work of the World Value Survey [83], will enrich the e-ERM framework.

We bounded the research to cognitive AI solutions. AI continues to evolve, and the capabilities are quickly becoming more sophisticated. With this evolution comes further ethical expectations that need to be managed carefully. A potential future research project in this space could considering how effective the e-ERM framework is at managing the risks associated with self-learning AI algorithms like Generative Pre-Trained Transformers [84]. These transformers have been trained on large amounts of data and are being used, for instance, to generate text, write articles, produce marketing collateral, and to do so without the human in the loop. The potential risks are broader and less predictable than those of cognitive AI discussed in this research, so a different risk management framework and approach may be needed. Automated mechanisms to track and respond to what the AIS is doing are therefore needed. Research on how this can be done effectively is critical.
As another topic for future research, one may also consider how ethics-based risk management research relates and generalizes to other emerging technologies like quantum computing. Quantum computing is a powerful emerging technology that makes use of a faster and more powerful approach to computing, as a result significantly accelerating AI's capabilities. In addition, its non-classical computing design, opens new opportunities to address problems particularly suited to quantum computing [85]. There are already some researchers, e.g., Kop [86], who are investigating applying AI ethical thinking to quantum computing. Many of the principles described in the e-ERM framework are applicable to ethics associated with quantum computing, so research into quantum ethics to contribute to the thinking, approaches, and regulations is valuable.
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