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Cryptography has become an essential tool in information security, preserving data confidentiality, integrity, and availability. However, despite rigorous analysis, cryptographic algorithms may still be susceptible to attack when used on real-world devices. Side-channel attacks (SCAs) are physical attacks that target cryptographic equipment through quantifiable phenomena such as power consumption, operational times, and EM radiation. These attacks are considered to be a significant threat to cryptography since they compromise the integrity of the algorithm by obtaining the internal cryptographic key of a device by seeing its physical implementation. The literature on SCAs has focused on real-world devices, yet with the growing popularity of sophisticated devices like smartphones, fresh approaches to SCAs are necessary. One such approach is electromagnetic side-channel analysis (EM-SCA), which gathers information by listening to electromagnetic (EM) radiation. EM-SCA has been demonstrated to recover sensitive data like encryption keys and has the potential to identify malicious software, retrieve data, and identify program activity. This study aims to evaluate how well EM-SCA compromises encryption under various application scenarios, as well as examine the role of EM-SCA in digital forensics and law enforcement. Regarding this, addressing the susceptibility of encryption algorithms to EM-SCA approaches can provide digital forensic investigators with the tools they desire to overcome the challenges posed by strong encryption, allowing them to continue playing a crucial role in law enforcement and the justice system. Furthermore, this paper seeks to define the current state of EM-SCA in terms of attacking encryption, the encryption algorithms and encrypted devices that are most vulnerable and resistant to EM-SCA, and the most promising EM-SCA on encryption approaches. This study will provide a comprehensive analysis of EM-SCA in the context of law enforcement and digital forensics and point towards potential directions for further research.
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I. INTRODUCTION

In recent years, cryptography has emerged as a key tool in information security, preserving the availability, confidentiality, and integrity of data. By convention, cryptographic algorithms are rigorously analyzed in terms of computational complexity to assure their security. However, when used on real-world devices, these algorithms may still be susceptible to attack. The focus has switched to side-channel attacks (SCA) since cryptographic algorithms are made to resist conventional methods of breaking secrecy [1]. SCA are physical attacks that are not invasive and are seen as a severe threat to cryptographic equipment. To extract a device’s internal cryptographic key, SCAs take advantage of quantifiable phenomena present in the device, such as its power consumption, EM radiation, and operational times [2]. SCAs can be carried out with low-cost, generic tools, but invasive attacks call for a more expensive setup that physically contacts the target device to harvest internal signals. In side-channel attacks, attackers gain knowledge of the algorithm’s internal state by observing its physical implementation, which can undermine the algorithm’s integrity. The academic literature on side-channel attacks focuses on real-world devices, yet these devices could be simple in terms of architecture or electronic design. The growing popularity of sophisticated devices with extensive functionality, such as smartphones, emphasizes the need for fresh approaches to side-channel attacks. When compared to other techniques like power analysis, such as electromagnetic (EM) side-channel leakage is a desirable alternative because it is less invasive and versatile [3]. On a System-on-Chip (SoC), it also enables the targeting of particular regions or components.

Electronic equipment that is in operation emits EM noise at different frequencies. This is a result of the electrical currents being used, which vary over time. Running computers and mobile devices also produce significant amounts of EM noise [4]. Due to the quick clock pulses that are employed on them, CPUs are regarded as one of the strongest EM noise producers in computing. The software instructions being followed and the data being handled determine the pattern of electrical pulses sent through the CPU of a computer. Consequently, it has been demonstrated that CPU EM emissions leak data as well as information about software processes [5]. Furthermore, the power usage of a smart card running an unprotected implementation of an algorithm is one illustration of a side-channel attack that can be used to guess the key and break the cryptosystem [6]. While EM attacks are a more covert alternative that uses EM emissions that coincide with specific computations, measuring power usage requires direct physical access. Although the feeble emissions of low-power devices restrict the range of these attacks, EM attacks use magnetic-field antennas within millimeters of the target chip.

The discipline of information security known as EM side-channel attack (EM-SCA) analysis, collects data by capturing EM signals. A single such capture is called an EM trace,
which contains three signal characteristics: amplitude, phase, and frequency \[7\]. Once a sufficient number of traces are captured, these can be fed into an EM-SCA analysis algorithm to gain insights into the patterns of data operations captured. The approach can be applied to tasks like identifying malicious software, retrieving data, and detecting software behavior. Cryptographic keys are particularly valuable for evidence collection. There are several methods for doing this, such as Simple EM Analysis (SEMA) \[8\], Differential EM Analysis (DEMA) \[9\], and Correlation EM Analysis (CEMA) \[10\]. EM side-channel attacks can offer an easy access point for the attacker without the target device running any specialized software or allowing the attacker to access its internal hardware. Recent developments in the field demonstrate the capability of such attacks to recover sensitive data, such as encryption keys \[11\].

In the context of digital forensics and law enforcement, EM-SCA can be a valuable tool for accessing encrypted data in legally authorized situations \[4\]. Law enforcement authorities have a legitimate need to break encryption under warrant in certain situations. For instance, when criminal and illegal activities involve electronic and computing devices, such as child exploitation, terrorism, drug trafficking, and other serious crimes, access to encrypted data may be essential to collect potentially pertinent evidence \[12\]. In such cases, digital forensics plays a crucial role in investigating and prosecuting these crimes. Additionally, law enforcement authorities may require access to encrypted data to recover important information lost due to hardware failure, accidental deletion, or other reasons. Another situation where breaking encryption may be necessary is in cases of ransomware attacks. Ransomware is a type of malware that encrypts the victim’s data, making it inaccessible, and then demands payment in exchange for the decryption key. In such cases, law enforcement authorities may need to break the encryption to recover the victim’s data and track down the perpetrators. However, it is important to note that any such access to encrypted data must be done under a proper warrant and following due process. Digital forensics specialists use specialized tools and procedures to acquire and analyze digital evidence in a forensically-sound manner, ensuring that the evidence is admissible in a court of law \[13\]. Any new methods of acquiring digital evidence must be thoroughly scrutinized to ensure reliability and admissibility in a court of law.

The main focus of these systematic literature reviews is to analyze the use of EM-SCA to break cryptographic algorithms, while the paper by Lou et al. \[14\] provides a wider survey of microarchitectural side channels with a focus on attacks and defenses in cryptographic applications, including power consumption and acoustic emission; however the authors did not cover physical side-channel attacks including EM-SCA, which was stated as out of scope. Although both papers discuss side-channel attacks in cryptography, these papers provide a more specialized and detailed analysis of the EM-SCA, which is particularly significant for law enforcement and digital forensics purposes. In contrast, Lou et al. \[14\] covers a broader range of side-channel attacks and defenses, which results in a more comprehensive, but less targeted analysis. While some topics overlap between the two papers, this research analysis is more practical and specific to the use of EM-SCA. Therefore, this study endeavors to assess the effectiveness of EM-SCA in compromising encryption under a variety of application conditions. The primary contributions of this research are as follows:

- A thorough and systematic review of the existing literature on EM side channel analysis as it relates to breaking encryption is provided, with a focus on recent advancements.
- The encryption algorithms and encrypted devices that are most vulnerable and resilient to EM-SCA are identified.
- The practical application of EM side channel analysis is demonstrated through the examination of multiple digital device investigation scenarios.
- The most promising approaches to EM side channel analysis on encryption are demonstrated, highlighting avenues for future research.

A. Review Questions

This systematic literature review’s objective is to synthesize and retrieve information from a substantial body of EM-SCA on encryption. This is achieved by identifying the characteristics of empirical studies in data encryption operations – to better understand how EM-SCA is represented in user studies, the value of these publications and any relevant documentation for any research findings they represent. Three review questions were defined to focus the analysis performed as part of this paper:

**RQ1** What is the state of the art of EM-SCA with respect to attacking encryption?

**RQ2** Which encryption algorithms and encrypted devices are the most susceptible to, and resilient against, EM-SCA attacks?

**RQ3** Which approaches to EM-SCA on encryption prove most fruitful, or demonstrates the most promise for the future?

II. METHODOLOGY

This section provides a thorough overview of the study’s systematic literature review, including the article selection method and research process. The standard guidelines for systematic literature reviews by Kitchenham \[15\] were adopted for this review in order to identify and select the articles that would be included. For this paper, the strategy and implementation steps comprised of:

1) Specifying the review questions and focus.
2) Defining the data sources and search strategy.
3) Identifying the articles/studies to be included or excluded.
4) Data extraction.
5) Data synthesis.

Each of these steps is outlined in greater detail in the following subsections:
A. Defining the Review Questions

A fundamental component of the systematic review process is defining the research questions, as it serves as the foundation for all other tasks. The review questions will inform the data that should be gathered from the reviewed literature, as well as which relevant articles should be included or removed from the review. The systematic literature review’s conclusions should include the answers to the identified research questions.

**RQ1: What is the state of the art of EM-SCA with respect to attacking encryption?**

EM-SCA is a highly effective approach for attacking encryption systems. Cryptographic algorithms are executed in software or hardware on physical devices that connect with and are affected by their contexts. On the other hand, side-channel attacks are predicated on the fact that when cryptosystems exist, they generate unintentional physical effects, and the information from these effects can reveal evidence about the system, e.g., the EM radiation emitted by an operation. EM-SCA is one approach that could potentially overcome the encryption challenge facing legitimate and lawful investigation by recovering cryptographic keys and other types of critical information. The effectiveness of EM-SCA is dependent on a variety of factors, such as the number of plaintext-ciphertext pairs available for analysis, the complexity of the encryption algorithm, and the quality of the equipment used for data collection. Investigating the state of the art of EM-SCA with regard to combating encryption is therefore crucial in order to pinpoint current limitations and future development areas. The evaluation needs to take into account both new trends in hardware architecture and their possible effects on EM-SCA performance, as well as recent advancements in EM-SCA and how they have affected the strategy’s efficacy. A comprehensive overview of the state of the art of EM-SCA will be presented by addressing these important questions.

**RQ2: Which encryption algorithms and encrypted devices are most susceptible to, and resilient against, EM-SCA attacks?**

In order to conduct a thorough and informative systematic literature review on EM-SCA in attacking encryption, it is crucial to not only evaluate the state of the art of EM-SCA but also to investigate which encryption algorithms and encrypted devices are most vulnerable and resistant to these attacks. RQ2 aims to address this issue by exploring the current knowledge on the susceptibility of various encryption algorithms and encrypted devices to EM-SCA attacks, as well as the effectiveness of countermeasures proposed to mitigate these attacks. To provide a comprehensive answer to RQ2, the systematic literature review will consider a range of factors that may affect the susceptibility of encryption algorithms and devices to EM-SCA. These factors could include the design and implementation of the algorithm, the hardware and software used to run the algorithm, the environment in which the algorithm is executed, and the characteristics of the attacker. Additionally, this review question will evaluate the quality and reliability of the studies that investigate the susceptibility of encryption algorithms and devices to EM-SCA, and the effectiveness of the proposed countermeasures. The RQ2 is to critically evaluate the existing literature on the susceptibility of encryption algorithms and encrypted devices to EM-SCA, and to identify any gaps in the knowledge or inconsistencies in the findings. In order to help digital forensics experts and law enforcement authorities make informed choices about which encryption algorithms and encrypted devices are more susceptible/resilient against EM-SCA in various scenarios, this RQ2 can address this question and offer insightful information about the strengths and weaknesses of various encryption approaches.

**RQ3: Which approaches to EM-SCA on encryption prove most fruitful or demonstrates the most promise for the future?**

In the field of electronic device security, approaches to EM-SCA have demonstrated success in retrieving encryption keys from specific devices. However, it is important to determine which approach holds the most potential for future development in this area. In particular, it is crucial to evaluate and compare various EM-SCA methods in terms of their practicality and usability under real-world conditions, where attackers may not have access to ideal laboratory conditions or cherry-picked victim devices. Thus, investigating how EM-SCA attacks can be conducted in real-world contexts is necessary to determine the most useful and practical approaches. This investigation becomes even more relevant given the ongoing trend toward hardware architectures featuring multiple-core processors and dynamic voltage-frequency scaling (DVFS), which is an energy-saving technique that adjusts the CPU core’s frequency to meet processing demand while minimizing energy usage. As processor design advances, the number of cores per chip increases, and each core operates at its frequency, which could significantly increase power consumption. The usefulness of existing EM-SCA approaches on hardware with multiple core processors, and dynamic voltage-frequency scaling must therefore be investigated and evaluated, to determine whether these techniques could still extract meaningful signals from the EM emanations of a device, given the changing and unpredictable nature of the EM environment. In particular, it is critical to investigate the effectiveness of these approaches under emerging hardware trends, as the techniques may become less effective or even obsolete as hardware evolves. In addition, dedicated hardware components for cryptographic operations are being increasingly incorporated into CPUs for embedded systems. In contrast to software solutions, these hardware components produce EM radiation in a unique manner and are built to conduct cryptographic operations more quickly and efficiently. Therefore, the evaluation should explore how specialized hardware affects EM-SCA performance and decide whether new strategies are required to address the problems these components pose. This RQ3 finding can contribute to the development of novel and
potent EM-SCA methods for breaking encryption by assessing
the impact of specialized cryptographic hardware on EM-SCA
performance.

B. Data Source Selection and Conducting Searches

The first stage in the planning of the review involves a
keyword list for the search and identifying the appropriate
search engines. Figure 1 depicts how the systematic review
was carried out. Defining search keywords is crucial to ensure
that the search keywords used are specific and relevant to
this topic. The primary goal of this systematic literature
review is to provide insights into how law enforcement and
digital forensics experts can break encryption using EM-SCA
methods, and to identify the vulnerabilities and strengths of
various encryption algorithms and devices. To achieve this, a
keyword list was compiled to cover the primary focus of the
paper. The search phrases chosen were selected based on their
ability to provide a comprehensive overview of EM-SCA in the
context of encryption and digital forensics. It was necessary to
avoid keywords that were either too general, which could lead
to irrelevant publications, or too specific, which could result
in relevant papers being overlooked. The following search
phrase combinations were selected, which covers the focus
of this paper and was used to search across several electronic
academic article databases:

- “EM side-channel attack” AND encryption
- “EM side-channel attack” AND forensics
- “EM-SCA” AND encryption
- “EM-SCA” AND forensics

The selection of appropriate search keywords is a critical
factor for the success of this systematic literature review. It is
imperative that the chosen search phrases effectively capture
the focus of the paper and yield relevant and targeted search
results. The chosen search phrases were carefully selected to
align with the review questions and to yield comprehensive and
relevant results. The systematic review strives to offer critical
analysis and evaluation of the retrieved studies, ultimately
leading to an informative and insightful assessment of the
state-of-the-art EM-SCA techniques in attacking encryption.

Furthermore, the software Publish or Perish was used to
retrieve and evaluate academic citations. It leverages a range of
information sources to gather the raw citations and generates a
variety of citation metrics, i.e., the quantity of papers and total
citations, and the h-index [16]. Publish and Perish facilitated
the literature review’s search strategy – focusing on gathering
peer-reviewed articles and papers in journals and conference
proceedings that matched the chosen keywords anywhere in
the resulting publications and electronic databases. These
included Google Scholar, Scopus, the ACM Digital Library,
Web of Science, and Elsevier ScienceDirect. The search terms
were then applied to selected databases’ titles, abstracts, and
keyword fields. The search was conducted on 14 July 2022.

The one-by-one keyword search began by conducting a
keyword search in each electronic database to ensure that
the paper was not duplicated, and then folders were created
based on the databases examined. The total number of articles
found before eliminating duplicates was 773. Duplicate papers
and non-English articles were deleted from each folder during
the first round of paper elimination. In the second stage,
all collected data were merged into a single folder, and
duplicate papers were removed. This is required because most
of the papers in ACM Digital Library, Science Direct, Scopus,
Google Scholar and Web of Science were also found else-
where. Executing the above deduplication on the five databases
resulted in 458 articles to proceed to the next analysis step.

C. Selecting Studies

The next phase of a systematic review is to determine the
topics for which the papers that will represent its basis. Mendeley, a bibliography
management tool, was used to collaboratively manage the
sorting and organization of each paper. There were 4 steps
in the article selection process: Step 1 – involved sorting the
articles based on title and abstract analysis, Step 2 – addition
of the conclusion to the analysis, Step 3 – scanning the full
article, and Step 4 – final sorting of the articles based on
thorough article analysis and classification of each article’s
primary contribution, i.e., attack approach, data gathering
technique, devices, targeted algorithms and topic eliminated.
While each article was assigned to its corresponding primary
focus, Mendeley’s tags feature was employed to make it
efficient to find articles later and to identify which folder the
article belongs to. Any articles that did not clearly address
the use of EM-SCA to break encryption or countermeasures
to such attacks were deemed irrelevant and categorized as
“topic eliminated”. Papers that were not full conference papers
have also been eliminated at this stage, e.g., workshop articles,
extended abstracts, or where they explicitly marked as “work
in progress”. This selection of articles resulted in 150 papers
remaining for consideration.

D. Data Extraction

The information gathered at this point regarding each article
consisted of creating brief summaries of the main contributions
of each article as they related to the subjects under considera-
tion. At this phase, each of this paper’s authors annotated and
classified the articles in Mendeley. After further reading of
each article, several were reclassified based on the article’s
primary focus, while other papers were dropped from the
review due to an out-of-scope focus. To respond to the above-
stated review questions, the following data was taken from the
source studies:

- The source of publication
- The accessibility of the full text
- Relevance of paper on EM-SCA on encryption
- The quality of the paper reviewed in journals and con-
ferences.

Executing this data extraction phase resulted in 114 articles
remaining for inclusion in the final systematic literature review.

E. Data Synthesis

As mentioned in Kitchenham and Charters’ Systematic Lit-
terature Review guidelines [15], there are many data synthesis
strategies. The majority of the data in this review is based
Fig. 1: The process followed as part of this systematic review

Fig. 2: EM-SCA Publications by Year deemed “Potentially Relevant” from Initial Search
on qualitative research, and the use of Mendeley to keep all the data has been maximized. The strategy for combining data involves categorizing the papers based on the type of encryption and device being analyzed, the analytic technique, and the findings. The initial step was to perform a search on Publish or Perish and extracted the data to the Mendeley, which, after removing duplicate results, revealed a total of 458 research papers on EM-SCA. Figure 2 depicts papers that were recognized as having an upward trend in the EM-SCA study. Then, each document was carefully examined as a part of the filtering procedure. Figure 3 illustrates the 114 publications that are exclusively those that concentrate on EM-SCA on encryption. The second histogram likewise showed a trend toward more EM-SCA research being done on encryption. These results imply that EM-SCA usage in the field of encryption is becoming more popular. This might be a result of the growing demand for secure data storage and transfer, the development of technology, and the accessibility of cutting-edge equipment for conducting EM-SCA.

Furthermore, the review analyzed 114 research papers on EM-SCA in attacking encryption, categorized by encryption type and relevance level, as illustrated in Figure 4. The term low, medium, and high relevancy are commonly used in systematic literature reviews to indicate the level of relevance of a paper to the research topic. Categorizing collected papers into these group streamlines will make this analysis of the literature more efficient. It allows focusing on the most relevant papers that provide useful insight into the research question. This study classifies papers into low, medium, and high relevancy categories based on the specific focus on particular encryption algorithms. Papers with a strong focus on the algorithms are considered highly relevant, while papers with a weaker focus are rated as low relevancy. This approach helps to identify the most valuable papers for the systematic review and ensure that the analysis is focused on the research questions.

As demonstrated in Figure 4, a significant number of studies focused on AES encryption, emphasizing the utilization of EM-SCA to compromise encryption. The majority of the papers focused on AES encryption with high relevance, which suggests that AES encryption is a popular target for EM-SCA due to its widespread use. In contrast, DES encryption had a lower frequency of papers, which may indicate that it is less vulnerable to EM-SCA or less popular as a target for such attacks. Interestingly, the number of publications focused on ECC encryption was relatively small, which may suggest a lack of research in this area. Two papers on EEA encryption with low relevance may indicate that it is less commonly used or less vulnerable to EM-SCA. Finally, the data shows that RSA encryption had a relatively low frequency of papers with high relevance, which suggests that EM-SCA less commonly targets it. Results indicated that AES encryption is vulnerable to EM side channel analysis under various application conditions. These data syntheses allow for conclusions to be drawn regarding the effectiveness of EM-SCA in compromising encryption and for areas for future research to be identified.

Additionally, Table 1 provides a comprehensive overview of each publication analyzed in the review. The table includes the reference, encryption type, targeting device, Instrumented/Uninstrumented, the device that captures EM, machine learning, deep learning, key recovery and the relevance level assigned to each paper. This level of detail in the table allows for a more thorough understanding of the focus of each publication, aiding in the identification of the most valuable papers for the systematic review. Figure 5 provides an overview of the relevance levels for each encryption type, while Table 2 offers a more in-depth analysis for each individual publication.
III. BACKGROUND

A. EM radiation

EM radiation is strongly tied to human existence and generated by various electrical systems, including mobile phones, the Internet of Things (IoT), wearable devices, communication base stations, electronic devices, and other EM technology [18]. EM radiation is a type of energy that is produced when electricity is transmitted through conductive material. The fundamentals of wave theory show that all EM radiation has common characteristics and acts in predictable ways. An EM radiation consists of electrical (E) and magnetic (B) fields that are oscillating in two perpendicular planes. The resulting EM wave travels in a direction perpendicular to both E and B at the speed of light in vacuum [19]. Figure 5 depicts this phenomenon. Due to the electric and magnetic fields’ right-angle intersection, which results in the disturbance, the combination wave moves perpendicular to the oscillating electric and magnetic field. EM radiation is characterized by a magnetic field (B) directed at a right angle to the electrical field and an electrical field (E) whose magnitude varies in a direction perpendicular to the direction of the radiation.

Each electronic device, e.g., IoT devices, can gather data, transmit it to other devices using wired or wireless networks, and receive data from other devices utilizing EM waves [20]. Several technologies may be used, depending on the needs of wireless communication range and data transfer rate, e.g., WLAN (Wi-Fi), satellite communication, Radio Frequency Identification (RFID), mobile telephone system (Cellular communication), Bluetooth, ZigBee, and global positioning systems (GPS) [21, 22]. However, any vulnerability in the hardware at the core of a data system might seriously compromise its security. Three general categories can be used to group EM radiation-related vulnerabilities [23, 24]:

1) Unintentional EM radiation generated during information processing
2) Intentional EM interference with electronic devices
3) Unintentional alteration of the system’s hardware causing variations in their EM radiation patterns

The EM radiation signals from these parts have a substantial amount of side-channel information about the data processing and software implementation events. The microcontroller (MCU) chip is the most significant hardware component onboard that acts as an EM radiation source on the majority of IoT devices because it stores both the CPU and RAM [2, 25].

B. EM Noise

EM noise is a term used to describe unintentional EM radiation that is generated by various electrical and electronic devices. This type of noise can result from a variety of sources including electronic components, power supplies, cables, and connectors [26, 27]. The operation of other electronic devices in the same environment can be hampered by the emission of EM noise, which is often encountered in electrical device-busy environments. The Industrial Internet of Things (IIoT) has emerged as a critical competency of a country and is a
significant area of attention due to its potential to improve efficiency in various industrial processes. However, the EM noise generated in industrial environments is diverse and different from other locations like office spaces and this diversity can result in increased levels of EM noise. The presence of EM noise can negatively affect the functionality of electronic components in the environment, due to the electrical and magnetic fields of these components interfering with each other. This noise is a result of the large amounts of data generated by various sensors used to track processes and anticipate errors. This data flow can result in EM interference (EMI), which can negatively affect the functionality of electronic components in the environment.

The performance and security of electrical systems can be impacted by two types of EMI: unintentional and intentional. Unintentional EMI refers to the emissions from electrical equipment as a by-product of normal operation, while intentional EMI refers to deliberate emissions with the intention of disrupting equipment. Both types of EMI are critical areas of concern and require ongoing research efforts to minimize emissions and develop mitigation techniques. The performance and security of electrical systems are affected by two types of EMI: unintentional and intentional. Intentional EMI is defined as deliberate emissions with the intent to interfere with equipment, whereas unintentional EMI refers to unintentional emissions from electrical equipment. Through EM compatibility (EMC) design strategies, jamming countermeasures, and secure communication protocols, research in both areas is focused on reducing emissions, raising susceptibility, and developing mitigation strategies. Radio frequency (RF) radiation is a significant contributor to unintentional EMI. RF radiation is produced by digital devices that use clocks, oscillators, or other high-frequency pulses, and these devices are known to generate unintended emissions. The leaked state information from these emissions can be used to determine the internal status of the emission-producing device, potentially compromising confidential and sensitive information, including cryptographic key material. The security measures of vulnerable electronic devices are significantly affected by this realization, since the leaked state information is frequently essential for determining precisely what operations the device is performing and what data it is processing. Such information may comprise very confidential and sensitive information, including cryptographic key material.

However, attackers are constantly using intentional EM interference due to EM waves that can disrupt or even harm digital devices and are produced by attackers at strengths above those covered by EMC. In addition, any source of extra electrical load requires energy and produces EM noise, both of which are detectable from the outside. Based on the well-known side-channel attacks approach, the side-channel monitoring device system is being developed with an emphasis on power supply tracking and information extraction for spotting unusual activity on Internet-connected devices. van Eck developed the first eavesdropping method that took advantage of unintended emissions. EM emissions from Cathode Ray Tube (CRT) video interfaces can be remotely collected and reassembled by an eavesdropper at a significant distance. The attack is conducted by passively seeing a real-time duplicate of what is being displayed on a remote target computer using low-cost commercially available receiver technology. Van Eck’s attack has now been expanded to demonstrate that it is still applicable to flat panel technology today. The following section describes how EM signals are produced by various electronic device components, what data they might include, and what techniques and instruments could be employed to acquire these signals.

1) Electronic Device that emits EM radiation: Electronic devices emit EM energy, which is widely recognized to cause
interference, i.e., EMI, with surrounding devices. Government agencies control such unintentional EM radiation, and consumer electronics must pass certification tests on complying with the Federal Communications Commission (FCC) [36]. Due to the integrated circuit operations, e.g., clock distribution and transistor switches, currents flowing across the device generate EM fields that are produced by dynamic interaction and transmit as time-varying EM waves via radiation and conduction. It is well known that since their inner operations, electronic devices can emit EM radiation on undesired frequencies, as explained by Maxwell’s equations [37].

When an electronic device, e.g., a communication device, a personal computer, or random access memory (RAM), operates in a coordinated, sequential manner in accordance with clock signals, it frequently creates inadvertent radiated EM fields that interfere with surrounding devices. In contrast, emissions in the area around such equipment frequently reduce its performance [38]. Due to a target device’s dependence on different hardware features, its EM emission frequencies are unpredictable. Consequently, it is challenging to create a general-purpose device with the capability to capture EM emissions from a variety of systems and retrieve side-channel information. The following subsections discuss a number of tools that can be utilized to detect EM emissions from electronic devices.

2) Software-defined Radio: A radio communication system classified as a software-defined radio (SDR) system processes various EM signals on the software domain, e.g., modulation, demodulation, and decoding [39]. These radio devices are much more adaptable and versatile than typical radio communication systems. Research and development related to mobile communications make up the majority of SDR use cases. An analogue front end and a digital back end constitute the majority of SDR systems [40]. An analogue front-end controls a radio communication system’s send-and-receive operations. The highest bandwidth SDR platforms typically go as high as the DC-18 GHz range and are built to operate over a high sampling rate as well. The Realtek RTL2832U controller and tuner integrated circuit is a common (and affordable) SDR receiver for Digital Video Broadcast (DVB-T) transmissions. They were originally designed to receive video, but they have since been converted to receive radio signals and are now referred to as RTL-SDR devices.

One example SDR is the HackRF One. This device was created to facilitate the testing and development of contemporary and next-generation radio technologies. It can transmit or receive radio signals between 1 MHz and 6 GHz [41]. The device can sample signals at a rate up to a maximum of 20 MHz. HackRF One is categorized as a mid-range system due to its capabilities. For educational purposes and convenient research projects, it serves as transceivers with a full-featured system and suitable sample rates and spectral bands, which comprise the frequencies of FM radios, GSM, and WiFi systems [42]. The HackRF One is capable of acting as a USB peripheral to be controlled by software running on a PC, or it can be configured for autonomous operation. In the former case, HackRF One serves as the computer’s sound card. It converts between analog EM waves and digital samples, making it possible to incorporate extensive communication networks. It is intended to evaluate, improve, improvise, and change modern radio frequency systems.

3) Oscilloscope: An oscilloscope is a type of electronic test tool that, according to its definition, enables the analysis and observation of continuously differing signal voltages as a two-dimensional graph of one or more electrical potential variations using the Y-axis and depicted as a function of time on the X-axis. When an electrical signal changes over time, the oscilloscope is applied to monitor it. As a result, voltage and time describe a structure that is continually graphed against a calibrated scale [43]. An oscilloscope is a piece of electronic test equipment that makes it possible to observe waveforms, which makes it much more efficient to notice any issues that might be present in an electronic circuit. Simulating an electrical signal of any complexity is possible with a simple modification of values for amplitude, frequency, phase, and other variables.

C. Side-Channel Attacks

In 1996, Kocher [35] developed various types of side-channel attacks. These attacks are essentially a form of physical attack that hackers use to access cryptographic devices. Embedded electronics are vulnerable to complex hardware-based security threats. Without using the system’s ordinary interface, side-channel attacks gather data on a system’s operational activity. SCA are a subset of the more general class of implementation attacks which exploit vulnerabilities in a device’s physical implementation rather than attacking, for instance, the mathematical strength of a cryptographic algorithm. To put it differently, by examining physical characteristics of electronic devices, SCA is a technique for acquiring information from them. In order to discover internal computations, side channel attack uses external representations including processing time, power consumption, and EM emission [46]. Figure 6 depicts how a side-channel attack could be used to discover the specifics of a typical application workflow and exploit side information to obtain the output (e.g., the plaintext from a ciphertext).

Side-channel attacks (also called implementation attacks or sidebar attacks), which were traditionally considered challenging to execute, have become increasingly widespread [47, 48, 49]. It is now possible to collect incredibly precise data about a system during operation due to the ever-increasing sensitivity of measuring devices. SCA are often passive, which allows the attacker to use them without drawing attention to themselves or physically harming the system of interest. This sets them apart from many other implementation attacks [50]. This is in contradiction to many other implementation attacks that are either active, which involve the threat of disclosing the attacker’s presence or intent, or invasive, which run the risk of damaging a circuit or activating its tamper-resistant mechanisms. Increased processing capacity and machine learning also allow attackers to understand the raw data better. Since they are more familiar with the systems being attacked, attackers are adequately equipped to exploit subtle system changes. SCA vectors are
becoming more widely spread. Among the frequent attacks are:

**Timing attack**: Depending on the inputs, the key values, and the mathematical operation itself, distinct mathematical calculations in cryptographic systems may calculate in a range of times. These temporal differences are the target of timing attacks, which aim to extract information.

**Electromagnetic attack**: Measures EM radiation released by a device and analyzes the signals it sends out. These attacks, which are often known by the name Van Eck phreaking, are a more focused iteration with the aim of obtaining encryption keys. Attacks involving electrical radiation are frequently non-intrusive and passive, which allows them to be carried out while the target device is still operating normally and without performing actual physical harm.

**Power analysis attack**: A power analysis attack is a method of compromising security in cryptographic systems by exploiting variations in the electrical power consumption of a device during cryptographic processes. Simple power analysis (SPA) and Differential power analysis (DPA) are two variants of this attack category that rely on observing and analyzing changes in a device’s power consumption. SPA involves directly evaluating the power consumption data collected during a cryptographic process, typically through visual inspection of graphs showing the current consumed by the device over time. In contrast, DPA uses statistical techniques to derive encryption keys from crypto-algorithms by analyzing changes in power consumption. While the specific techniques used in SPA and DPA may differ, both attacks involve exploiting the information revealed by a device’s power consumption during cryptographic processes.

### D. EM Side-Channel Attacks (EM-SCA)

Electric currents in conductors that change over time emit EM waves into the surrounding space. Electronic device unintentionally produces EM emissions during their internal systems since they are made up of electrical circuits. EM-SCA makes use of the EM radiation that electronic devices unavoidably leak throughout various computations. Even cryptographic algorithms like RSA and AES, which are thought to be theoretically impenetrable, can be compromised by analyzing the patterns of EM radiation they cause. Chip cards can be used for EM-SCA, which makes use of antennas that are positioned extremely near to the electrical component. As opposed to power analysis, which requires a resistor in the power supply channel, this method makes use of the EM radiation that every embedded device emits. It just required a simple improvised loop antenna to demonstrate that a superior attack could be carried out with some analytical fundamentals as needed for power. A single EM sensor might record a variety of EM signals, since the EM emission may vary depending on the physical parameters of the active circuits. These signals may each be isolated and examined separately. Regardless of the embedded system, the chip often includes a CPU, clock unit, memory, Flash, and other components.

EM side-channel attacks can give the attacker a smooth entry point without the target device executing any specialized software or allowing access to its internal hardware. An attacker has to be capable of accurately collecting EM radiation in order to utilize them as a side-channel source of information. Oscilloscopes and spectrum analyzers are the main equipment used by experts in radio frequency (RF)
engineering and related disciplines to monitor EM emissions from electronic devices for tasks like EMC testing [11]. However, due to their cheaper cost and simplicity of usage with programmable software components, software-defined radios (SDR) are becoming the preferred equipment among EM side-channel security researchers [57]. It is feasible to visually differentiate individual CPU activities when a target device’s obtained EM signal or EM trace which it is shown as a waveform or as a spectrogram. Figure 7 illustrates the workflow to generate EM traces, identify channels, and finally perform EM-SCA with selected channels.

E. Alternative Approaches to Breaking Encryption

While EM-SCA is one viable approach to attacking encryption on a range of devices, a number of alternative approaches exist. While not the focus of this paper, this section provides a brief overview of these alternatives to appreciate the context for the systematic literature review that follows.

1) RowHammer: Row Hammer attacks allow a software-based attacker to execute bit flips in DRAM places that are not directly accessible. As they undermine the assurances of process isolation offered by existing operating systems, these attacks pose significant vulnerabilities [58]. Kim et al. [59] claim that they establish the RowHammer issue in DRAM, which is a remarkable and likely the initial example of how a circuit-level failure mechanism can lead to a widespread and applicable system security issue.

The phenomena known as RowHammer occurs when a row in a contemporary DRAM chip is repeatedly accessed, causing bit flips at reliably predictable bit locations in physically nearby rows [60, 61]. The attacks are effective because capacitors that are close together release electrical charges that contain the bits more rapidly. These bit flips were once merely an uncommon crashing phenomenon that was only known to be brought on by cosmic rays. But Rowhammer may have negative implications on the security of the devices that employ the vulnerable chips when it is surgically induced [62]. It is brought on by a hardware flaw known as DRAM disturbance defects, which is a symptom of scalable memory technology’s circuit-level cell-to-cell interference.

2) Cold Boot Attacks/Liquid Nitrogen Memory Analysis: Dynamic random-access memory (DRAMs) are assumed to lose their data as soon as the system shuts down, however, studies have shown that they are capable of preserving data for several seconds after power loss, with only a small portion of data being discarded [63]. There is evidence that such data preservation in DRAMs poses a security risk [64], since systems that rely on data encryption and passwords frequently store sensitive data in DRAM with the expectation that a restart or removal of the DRAM will delete the data. However, in 2008, Halderman et al. [64] demonstrated that by moving memory modules from a secured system onto an attacker’s machines, disc cryptographic keys could be obtained from DDR and DDR2 DRAMs. They used commonly available compressed air spray cans to cool the DRAMs before moving them to another machine, since charge degradation in capacitors slows down dramatically at lower temperatures. The term “cold boot attack” refers to this method. A cold boot attack takes place when an attacker gains access to the computer and uses a cold reboot technique to exploit the running operating system in order to acquire the user’s specific sensitive information. The cold reboot method is a technique used to restart the computer from an entirely “cold”, or powered-down, status. The focus of a cold boot attack is typically on extracting information from DRAM and static random-access memory (SRAM), which are accessible for a short period of time after a power outage in the system.

3) Acoustic Attacks: An acoustic attack is a kind of side-channel attack that takes advantage of the sounds produced by computers or other electronic devices. Acoustic attacks are concentrated on computer keyboards [65, 66] or other devices, such as the keypad of an ATM (Automated Teller Machine), where the user needs to enter a private password or PIN (Personal Identification Number) [67]. In [68], the attack used an optical microphone that monitored a computer cover’s
vibration during typing. The classification technique used in this attack was focused on the contrast of unique acoustic “fingerprints” in the temporal domain. This method makes use of the fact that the space bar’s acoustic fingerprint is simple to recognize, making it simple to discriminate between typed text and correlate the distinctive acoustic traces to the individual letters.

Additionally, Shahrad et al. [69] have shown that attackers can physically damage hard drives and crash PCs simply by emitting sounds through a speaker. Magnetic hard disc drives, which are frequently used in desktop and laptop computers, have platters and read/write heads that can vibrate when audible sound waves are involved. Too intense Vibrations can harm software and hardware, corrupting file systems and prompting restarts. The researchers even demonstrated that an attacker could use a device’s constructed speakers or nearby speakers to generate such continuous vibrations [69]. Furthermore, other approaches to compromise systems have been discovered by Savage [70], which may apply to the Enterprise Internet of Things (E-IoT). For example, Savage [70] demonstrated that an attacker can employ passive sound recovery to eavesdrop on talks using recorded video, i.e., from a CCTV system or intercom system. Additional research by Davis et al. [71] showed that in certain circumstances, i.e., those involving visible glass or water, an attacker might leverage vibrations on object surfaces for eavesdropping [71].

4) Password Attacks: Implementing a strong password strategy is one of the most effective ways to prevent attackers from getting unauthorized access to a system or user account [72]. However, because it is frequently easy to launch attacks against and effectively breach, it is also one of the security measures that attackers target the most when trying to gain unauthorized access to a system [73] [74]. Once an attacker has gained access to the system, they can either acquire or damage sensitive or valuable data, alter any data or system configurations, or simply disable the system by destroying or encrypting data with ransomware. Additionally, after they have gained access to a system, attackers can employ methods to increase their credentials so that they have access to more valuable data. They can also use the system they have already compromised to access other networks’ systems and seize more precious information. In order for everyone to comprehend and be cautious of unauthorized access or password attacks, a variety of password attacks are outlined below. Many of these approaches can now be enhanced further through leveraging large language models for candidate key/password generation [75].

Brute Force Attacks: A brute force attack is a form of trial-and-error attack approach whereby attackers attempt all or most of the password or passphrase possibilities with the intention of successfully breaking user accounts. Brute force attacks can be carried out in a wide range of ways, starting from techniques that randomly or sequentially evaluate every password combination to more efficient methods that employ the most commonly used or previously obtained passwords. The brute force technique is commonly used to break encrypted passwords, where the credentials are stored as encrypted text [76].

**Dictionary Attack:** A dictionary attack is a form of brute force attack in which a malicious attacker attempts to log in to one or more accounts employing a dictionary attack list of frequently used passwords used by individuals and corporations alike. These dictionary lists often stem themselves from data leaks, and as a result, are based on real-world examples from users. Dictionary attacks are brutally efficient due to common poor security user behaviors such as repeating passwords, variations thereof or utilizing common ones. Attackers also might examine individual users’ online presence (from websites to social media accounts) to ascertain their interests, identify prominent terms or phrases, and add them to dictionary attack lists in more focused dictionary attacks [72].

**Keyloggers:** Keyloggers, also known as keystroke loggers, are pieces of software that record each keystroke a user makes and transmit the data back to the attacker. The attacker has to use a phishing attack, a Trojan horse, a drive-by download, or another malware in order to exploit the victim’s device with malicious code [72]. The malware exploits the system without being spotted when the user clicks on the link or attachment. Keyloggers record everything the user inputs, including usernames, passwords, PINs, and credentials. Credit card information, probably personal information used to answer security questions, might all be sent to the attacker.

**F. Encryption Algorithms**

Cryptographic algorithms are mathematical functions used for converting plaintext into ciphertext and vice versa in order to secure electronic data from unauthorized access and tampering. The process involves the use of key management, where secret keys are shared between communicating parties. There are two types of keys used in cryptography: shared keys and public and private key pairs [73]. Shared keys, used in symmetric encryption, are known keys shared by both parties. Public-key encryption employs private and public key pairs, with the private key used to decrypt messages and produce digital signatures and the public key used to encrypt messages and validate digital signatures. Figure 8 illustrates how the information is transformed by the application of encryption methods and decryption keys from plaintext to ciphertext and back to plaintext. The keys may be either symmetrically identical or unique (asymmetric). In this section, five widely used encryption algorithms will be discussed: Advanced Encryption Standard (AES), Data Encryption Standard (DES), Elliptic Curve Cryptography (ECC), ElGamal Encryption Algorithm (EEA), and Rivest-Shamir-Adleman (RSA).

1) AES: The cryptographic algorithms can be symmetric, in which case the sender and receiver exchange the secret key, or asymmetric, employing a public/private key pair. However, due to performance requirements, data encryption typically depends on symmetric algorithms, even when asymmetric techniques are employed. The Advanced Encryption Standard (AES), which was established by NIST in 2001 [79], is a common cryptographic algorithm that can be used to encrypt sensitive data in order to protect it from the adversaries [80] [81].
2) **DES**: The Data Encryption Standard (DES) is a symmetric encryption algorithm that was developed by IBM in the 1970s. It operates on 64-bit data blocks and uses a 56-bit user key for encryption and decryption. According to Yang et al. [82], the DES encryption process is carried out in three phases. The first phase involves bit permutation of the 64-bit plaintext block and storing it in two 32-bit registers (L and R). The second phase involves the application of a round operation, composed of function f and exclusive-or, 16 times on the 32-bit R and the 48-bit round key. The function f performs various operations, including expansion, exclusive-or, substitution, and permutation, to generate a 32-bit output. The final phase involves concatenating and permuting the two 32-bit outputs of round 16 to form the encrypted output. The sixteen round keys required for the encryption process are generated from the 56-bit user key through a simple bit-permutation and shift operation [83].

3) **ECC**: Elliptic Curve Cryptography (ECC) is a public-key encryption algorithm that uses a set of mathematical operations over a finite field to produce a public and private key pair. The ECC approach is advised for authentication, cryptographic signature, certificates, and other applications in resource-constrained situations due to their effective processing and short key size [84][85][86]. Although these methods are mathematically and theoretically solid, poor implementation can expose users’ data to side-channel attacks.

4) **EEA**: For use in the European Payments System (EPS), the symmetric encryption algorithm EPS Encryption Algorithm (EEA) was developed. The EEA is a 128-bit block-based substitution-permutation network (SPN) encryption technique. It is made to be quick and secure and uses a 128-bit key for encryption and decryption. Bikos and Sklavos [87] provides a comprehensive security analysis of the EEA, which highlights the strength of the EEA against various known attacks and shows that the algorithm is secure. Also, Sulaiman and Al Shaikhli [88] provides an overview of the design and security of the EEA. This paper provides valuable insights into the design of the algorithm and its suitability for use in secure payment systems.

5) **RSA**: The Rivest-Shamir-Adleman (RSA) algorithm is a widely used public-key cryptography algorithm that uses two large prime numbers to produce a public and private key pair. The public key is used for encrypting messages, while the private key is used for decrypting them. RSA is widely used for digital signatures and secure online transactions. RSA is considered to be secure, but it is also relatively slow compared to other encryption algorithms [89]. Genkin et al. [90] showed that it is possible to distinguish between CPU operations by listening to acoustic emanations resulting in an attack on the cryptographic keys of the RSA algorithm.

**IV. COMPARATIVE STUDY OF EM-SCA ATTACKS ON COMMON ENCRYPTION ALGORITHMS**

This section examines how the literature has used EM-SCA to attack encryption in recent years, as well as which encryption algorithms and encrypted devices are most vulnerable to and resistant against EM-SCA. This analysis incorporates sample EM-SCA implementations for several encryption algorithms, e.g., AES, DES, ECC, EEA, and RSA, that must be considered when using EM-SCA on various devices and encryption algorithms. Figure 9 illustrates an example of an EM-SCA approach to breaking an encrypted device, which is a common technique used in the literature to analyze the vulnerabilities of encryption algorithms and devices to EM-SCA.

**A. EM-SCA on AES Implementations**

The Sub-byte (S-box) layer’s modification in the final round is the primary target of side-channel attacks on the Advanced Encryption Standard (AES). Such attacks generally target only
one key byte at a time. In each key value, the attacker generates a hypothesis of the observable signal behavior, of which there are 256 possible cases [91]. Furthermore, in 2018, Yu and Chen [80] has shown that the AES cryptographic circuit’s secret key can be retrieved via a deep learning-based side-channel attack. The researchers were able to model the correlation between EM and power noise using a deep neural network (DNN), based on an analysis of the collected EM emissions and power degradation. This allowed them to effectively discover the secret key by examining approximately 32,500 plaintexts. It is significant to highlight that the security of the encryption technique depends on the modification made to the S-box layer during the most recent round of AES. As shown by the DNN-based attack approach suggested by Yu and Chen [80], any vulnerabilities in this layer can be used by attackers to reveal the secret key.

To quickly and accurately anticipate EM-SCA resilience during the design phase, Kumar et al. [92] provide an effective simulation setup for DEMA of cryptographic modules. Without losing predictive value, the simulation cost is decreased. The suggested solution makes use of industry-standard computer-aided design (CAD) tools to do highly efficient transistor-level simulations only during crucial time periods when information leakage occurs. The EM radiation is restricted to the currents dispersed on the top metallization layer power/ground (P/G) interconnects in order to shorten the wall-clock time further, and parallel traces are formed for various encryption operations. Kumar et al. [92] simulate various differential EM attacks on the AES block encryption using this approach. Their study indicates that a uniformly spaced P/G network is a bad design choice and more vulnerable to AES execution than a non-uniformly spaced P/G network. For instance, the number of encryption operations needed to crack the key is cut in half for a probe placed 100 micrometers from the chip surface. In order to improve the EM SCA robustness of cryptographic modules and discover trade-offs during the physical implementation of ciphers, developers might benefit from their technique.

Furthermore, Vasselle et al. [93] explains how a secret AES key was acquired from a smartphone’s hardware crypto processor. Several parts of a smartphone’s entire surface can include sensitive information about the computation: Power Management Integrated Circuit (PMIC), external decoupling capacitors, sense resistors, and system-on-chip die. A physical side-channel attack on an ARMv8 Cryptographic Extension (ARM CE)-based AES implementation is presented in a publication by Haas and Aysu [94]. The usual source of cryptographic capability for iPhones, Apple’s CoreCrypto library, which uses the ARM CE code, was the target of the attack. However, employing iPhones as a device for hardware security research is not simple. Hence, they bootstrap the investigation using the iTimed toolkit [95]. The authors highlight that their attack can be associated with this approach for all iPhone models up to the iPhone X due to the flexibility of the iTimed toolkit. The test infrastructure has been constructed to enable transmitting inputs and immediately seeing outputs on the main processor after reverse-engineering the iPhone’s printed circuit board (PCB). The secret keys can be successfully extracted via an EM-based side-channel attack. This approach must operate on between 5 and 30 million traces or around
accurate localization of the cryptographic target. In less than submicron FPGAs. The research emphasizes that the attacker inactive. The paper notably illustrates the first images of deep-

exposing active regions, which can be helpful in pinpointing the SCA leakage of cryptographic RFIDs through analog demodulation circuitry. The authors demonstrate the efficiency of the setup by analyzing the Mifare DESFire MF3ICD40 smartcard and other real-world devices. Additionally, they evaluate the effect of the proposed signal processing and re-emissions techniques in terms of correlation power analysis (CPA) results, which demonstrate the susceptibility of the DESFire MF3ICD40 to SCA. Advancing the argument, it is clear that EM-SCA poses a severe threat to the security of RFID systems that implement DES cryptographic operation. The work of Burnside et al. [97] significantly contributes to the field, demonstrating the potential for EM-SCA to compromise DES encryption systems.

Advancing the argument, it is clear that EM-SCA poses a severe threat to the security of RFID systems that implement DES cryptographic operations. This threat is further supported by Sauvage et al. [98], which emphasizes the advantages of employing EM Analysis (EMA) over traditional DPA. The research indicates that EM imaging has the advantage of exposing active regions, which can be helpful in pinpointing a specific processor, apparent when active but invisible when inactive. The paper notably illustrates the first images of deep-submicron FPGAs. The research emphasizes that the attacker can be directed to the leakiest places by using the coarse resolution that can be acquired via EM imaging, rather than an accurate localization of the cryptographic target. In less than 6,300 measurements, the authors claim to have successfully attacked a DES module, which is the best-breaking performance against this encryption technique used in FPGAs at the time. The authors used the HZ-15 Probe Set from Rohde & Schwarz, which is typically used to investigate EM emissions in the near-field to locate “EMC non-compliant” components of a PCB. The study describes the precise preprocessing of the traces that must be carried out in order to resynchronize the traces, since a realistic attack lacks a reliable synchronization signal. The research concludes by presenting the most local measurements that very closely match the energy usage of the element that leaks the most data.

Furthermore, Lellis et al. [99] demonstrates how DPA and DEMA attacks effectively reveal sensitive data stored and processed by cryptosystems. The authors suggest a novel attack flow that can realign traces thrown off by countermeasures like random frequency and temporal shift. Signature extraction, subsampling, and energy computation are the three processes in the proposed flow. The DEMA attack is employed against a hardware implementation of the DES algorithm prototyped in FPGA, and the authors analyze the appropriate segment length to increase the attack’s effectiveness. The findings show that when segments are sized to roughly half the clock cycle of the cryptosystem operating frequency, the amount of traces necessary for a successful attack can be reduced by up to 93.69%. The findings of two case studies the authors conducted to further support their suggested attack flow show a notable decrease in the number of traces needed for a successful DEMA attack. Both studies Sauvage et al. [98] & Lellis et al. [99] highlight the importance of precise preprocessing of traces and the potential vulnerabilities of cryptographic systems to DPA and DEMA attacks.

B. EM-SCA on DES Implementations

In 2008, Burnside et al. [97] demonstrated the use of EM-SCA to retrieve the secret key of cryptographic operations, such as Triple-DES (3DES) and AES, from contactless smartcards. They propose a novel method for isolating and amplifying the SCA leakage of cryptographic RFIDs through analog demodulation circuitry. The authors demonstrate the efficiency of the setup by analyzing the Mifare DESFire MF3ICD40 smartcard and other real-world devices. Additionally, they evaluate the effect of the proposed signal processing and re-emissions techniques in terms of correlation power analysis (CPA) results, which demonstrate the susceptibility of the DESFire MF3ICD40 to SCA. Advancing the argument, it is clear that EM-SCA poses a severe threat to the security of RFID systems that implement DES cryptographic operation. The work of Burnside et al. [97] significantly contributes to the field, demonstrating the potential for EM-SCA to compromise DES encryption systems.

C. EM-SCA on ECC Implementations

The subject of ECC side-channel attacks has drawn a significant amount of attention. They benefit from the information that unintentionally leaked from a device that was designed to prevent tampering. Mukhtar et al. [100] used a side-channel EM leakage trace collected from an FPGA to conduct the Elliptic curve scalar multiplication (ECSM). The EM probes are employed to collect the leakages, which are then recorded properly to create a leakage dataset for further side-channel investigation. The authors suggest a sophisticated evaluation technique based on deep learning, i.e., a multi-layer perceptron (MLP) neural network that can effectively find side-channel leakages. In order to find leaks in the deployed system, the idea is to choose an appropriate attack model, train it via the cloud, and then load the learned model onto the edge device. The study furthermore assesses the viability of machine-learning-based attacks in a real-world setting on an embedded edge chip, where there are few available traces and significant generated noise from adjacent components, i.e., IoT devices. However, their findings demonstrate that for an unprotected version of the ECC algorithm, most of the trained models perform poorly for all key classes except for one, in which the secret key can be obtained with an accuracy of 70.6% using a Support Vector Machine (SVM). The results of the study demonstrate that EM side-channel attacks can still be
effective against ECC algorithms. The authors suggest that to improve the effectiveness of these attacks; more data can be collected from the device or generated using techniques e.g., Generative Adversarial Networks (GANs).

Additionally, the SEMA method has revealed that two additional ECC-based algorithms, Elliptic Curve-based Diffie Hellman (ECDH) and Elliptic Curve-based Digital Signature Algorithm (ECDSA), are susceptible to EM side-channel attacks \[101\]. Many IoT and mobile devices frequently use ECC algorithms to protect the data, since of their minimal computing overhead \[2, 100\]. This reveals that such devices can be analyzed through EM side channels to obtain access to data that is encrypted. In 2016, Genkin et al. \[102\] used low-cost tools and extra signal processing techniques to eliminate EM emissions from a mobile device (iPhone 3GS) at very low frequencies. The attack, directed at the OpenSSL wNAF implementation, successfully recovered a small number of ECDSA nonces. The authors then successfully established a lattice attack for full key recovery with approximately 100 signatures.

D. EM-SCA on EEA Implementations

The effectiveness of this method against well-known encryption algorithms like AES, DES, ECC, and RSA has been the subject of numerous studies. However, the comprehensive analysis revealed that there had not been much work done on EM-SCA for EEA encryption. Despite intensive searches for pertinent literature on the subject, no studies that specifically examine EM-SCAs on EEA encryption were identified. The fact that EEA encryption is widely utilized in numerous applications, including mobile phones, smart cards, and sensors, among others, highlights this gap in the study. It is essential to emphasize that this knowledge gap offers a chance for future studies to examine EM-effectiveness SCAs on EEA encryption, which may offer insightful information about the security of this encryption algorithm. This review thus emphasizes the need for additional study in this field to improve the comprehension of the limitations and restrictions of EEA encryption in the face of EM-SCA attacks.

E. EM-SCA on RSA Implementations

Numerous research has shown how EM-SCA has the potential to break encryption. Goller and Sigl \[103\] demonstrated attacks at clock-rate frequencies on public key cryptography on Android smartphones using a naive square-and-occasionally-multiply RSA algorithm, with the phone’s shielding plate frequently removed. Their results demonstrate that it is possible to recover the secret key of a Square-and-Multiply algorithm using a far-field antenna by averaging several traces. In addition, Nakano et al. \[104\] exhibited significant attacks on smartphones using naive implementations of square-and-sometimes-multiply RSA and double-and-sometimes-add ECC with the battery cover open, the battery removed, and the probe placed directly over the vulnerable part. Kenworthy and Rohatgi \[105\] illustrates how to attack naive square-and-occasionally-multiply RSA without using any force. These investigations show how susceptible encryption algorithms—especially RSA—are to EM-SCA attacks. Some attacks included physically entering the device, but others were non-invasive, making them challenging to identify. These investigations have revealed how susceptible encryption algorithms, especially RSA, are to EM-SCA attacks, and some of these attacks are non-invasive, making them difficult to detect.

Furthermore, significant attention has been paid to the issue of RSA side-channel attacks, such as the study by Genkin et al. \[106\]. The authors demonstrated physical side-channel attacks on a well-known software implementation of RSA and ElGamal running on laptop computers. Based on the discovery that the electric potential on the chassis of laptop computers changes in a computation-dependent manner, the study illustrates the application of novel side channels. The authors exploit a variety of side channels, i.e., the chassis potential, EM emanations, and power analyses, to demonstrate how to extract 4096-bit RSA and 3072-bit ElGamal keys from laptops of various models. Additionally, the authors examine two methods for obtaining the prime modulus used in the CRT-based RSA modular exponentiation algorithm. The adaptive chosen-plaintext side-channel attack is the first method, and acoustic emanations are the second method. The authors additionally examine the mathematical library code in GnuPG and demonstrate why the particular ciphertext used in this implementation results in exploitable, key-dependent leakage. According to the authors, measuring the whole attacks takes a few seconds with medium-frequency transmissions and an hour with low-frequency signals. To achieve an acceptable signal-to-noise ratio in the presence of significant noise, delicate grounding, and impedance-matching issues, the results necessitate careful selection and tuning of the signal capture equipment. The study comes to the conclusion that key-extraction attacks against GnuPG’s implementation of RSA and ElGamal can leverage any of these channels. These results highlight the need for greater comprehension of the constraints and weaknesses of encryption algorithms, particularly RSA, in the context of EM-SCA attacks. This information can greatly improve law enforcement’s ability to look into and prosecute crimes involving encryption, as well as digital forensic investigations.

F. Recovery Techniques

Cryptographic keys are among the various data types that can be recovered using EM-SCA techniques and are of major forensic interest. Numerous methods, such as simple EM analysis (SEMA), differential EM analysis (DEMA), and CEMA, have been developed for this purpose.

A fully automated EM-SCA attack framework, SCNIFFER, was developed by Danial et al. \[10\]. It accelerates the process through employing a gradient-search technique to find high-leakage areas on the target device. SCNIFFER is a system that incorporates an EM leakage scanning platform and correlation EM analysis, and can conduct all phases of an attack automatically. The authors formulate hypotheses about secret values, predict the EM leakage of an intermediate variable depending
on the key, and then use CEMA to retrieve the secret key. While the hardware performs encryption, measurements (or traces) are taken. After that, the measurements are compared to the anticipated leakage for each hypothesis. For a range of microcontroller architectures and cryptographic methods, the attack only utilizes a small number of traces. The hypothesis with the highest correlation determines the estimate for the secret value. The authors stated that the minimum traces to disclosure (MTD) is the number of traces required to recover the key in this approach successfully. SCNIFFER maintains effectiveness even as chip size grows or as measures that lower signal-to-noise ratios (SNR), like masking, are implemented [10].

In 2016, Pammu et al. [107] an interceptive SCA based on CEMA is presented to attack the 16-byte secret key of the AES-128 engine for IoT applications by constructing a communication link using two Arduino boards with ATmega processors. The key is successfully discovered with the support of HDM and 20,000 EM traces. The implementation under consideration accesses data from a static random access memory, an 8-bit data bus, and FLASH memory, which results in the highest levels of EM radiation.

In the broader literature, Ding et al. [108] retrieved AES keys on a Stellaris LM4F232H5QD MCU with a 32-bit ARM Cortex-M4F by using a prototype 128-bit AES-ECB software implementation (50MHz). The authors used the Hamming weight attack model to focus on intermediate processes during the initial AES round. A digital television receiver that cost 20 (USD) at the time was modified to gather EM waveforms using a near-field probe and software-defined radio. The AES key bits were then extracted using 100,000 traces, and the DEMA attack was launched without integrating any triggers.

In 2016, Genkin et al. [102] discovered how to obtain encryption keys from PCs using their unintended radio emissions. They utilize non-intrusive wireless approaches to quickly and conveniently recover encryption keys from laptops running GNU Privacy Guard (GnuPG). Software called GnuPG makes it possible to authenticate and encrypt data. According to them, the unintentional frequency characteristic that is emitted changes each time the CPU on a target PC executes a new activity. They are able to decipher the activities that GnuPG is carrying out when decrypting data from these emissions by using the distinct RF signature to discover what activities the CPU is carrying out. They indicate that a low-cost RTL-SDR with an upconverter could also perform in their studies, where they used a Funcube Dongle Pro+ to analyze the unintended RF emissions emanating from a laptop computer at about 1.6–1.75 MHz.

In 2018, Frieslaar and Irwin [109] discovered that the libcrypto++ library’s implementation of AES-128 cryptography on a Raspberry Pi is susceptible to SCA attacks. The data for this procedure was recovered using digital filtering techniques, and the cryptographic process can be seen clearly in the EM spectrum. The information obtained was used in the DEMA attack to identify the 16 sub-keys needed to decrypt the AES-128 secret key. Meanwhile, in 2021, Alam et al. [110] showed a notable EM-SCA on different ECDSA (Elliptic Curve Digital Signature Algorithm) implementations, which were used in fully functional smartphones and IoT devices. Based on differences in operand values during the conditional swap operation, the attack targeted the secret scalar used in signing operations in implementations of Libgcrypt, OpenSSL, HACL*, and curve25519-donna. These differences in the EM signal could be used to recover each bit of the secret. When tested on two Android-based mobile phones and an IoT device with affordable equipment, the attack was effective in obtaining the entire secret key in a matter of seconds for all implementations. The findings showed that the signal snippets corresponding to the two swap circumstances could be correctly recovered, along with the swap condition and key. The results also revealed signal quality variances among the tested devices, with the two Android-based devices showing more signal quality fluctuations than the Linux-based device. These results show that ECDSA implementations are susceptible to EM-SCA.

Lellis et al. [99] demonstrated an energy-based attack flow against the Soares et al. [111] architecture that was proposed. This attack used time alignment and subsampling based on current traces and successfully located sub-keys of two-stage pipelined Globally asynchronous locally synchronous (GALS) systems. The authors evaluated the DEMA attack against an embedded system of the DES algorithm prototyped in FPGA and determined the optimum segment length to enhance the attack’s effectiveness. Their findings demonstrate that scaling segments to nearly half the operation frequency of the cryptosystem reduces the number of traces required for a successful attack by up to 93.69%. The authors highlight that the fundamental metric used to determine an attack’s effectiveness is the minimum number of traces required to reveal the cryptographic secret.

G. Artificial Intelligence

Recent developments in the field of artificial intelligence (AI), which incorporates both machine learning (ML) and deep learning (DL), have shown promising performance across numerous computer science fields. ML/DL-powered systems are now replacing several tasks that formerly required human intuition to make decisions. Methods for EM side-channel analysis that formerly required human involvement can be automated due to the advancement of AI systems. AI techniques can aid in two possible ways for EM-SCA: gaining valuable insights into what a running device is doing without the need to directly access the encrypted data, and conducting successful cryptographic key retrieval attacks [7].

In recent years, researchers have explored the use of deep learning techniques for side-channel attacks on encryption systems. A method for retrieving the DNN model via an EM side channel has recently been presented by Mittal et al. [112]. They consider a Binarized Neural Network (BNN) the victim network and attempt to obtain information about its architecture and characteristics. They use near-field probes to enhance the EM signals and reduce noise. They also extract the signal from the noise using frequency-domain filtering. According to the author, a layer’s transition and computation rates are correlated. Furthermore, a layer’s temporal behavior
is related to its parameter count because a layer’s parameter count determines its calculation latency. They point out that while recovering layering borders, and layer depth are simple using the EM side channel, recovering other variables like layer dimension, ifmap/ofmap width, and filter kernel sizes take considerable time.

Furthermore, another two notable examples of deep learning approach for a side-channel attack on encryption systems approach has been demonstrated by [113] and [114]. Xiao et al. [113] introduces a novel approach to side-channel attacks using a convolutional neural network (CNN) to target the AES cipher on the Hi Silicon Kirin 620 SoC, a popular mobile device platform. The proposed method acquires side-channel traces through a small capacitor connected to the core power supply line, which captures electromagnetic emissions from the chip surface. The proposed CNN-based side-channel attack method trains the CNN on 100,000 traces and utilizes a label set to the target operation to predict the output of the S-Box during the first round, leading to the recovery of real key bytes in under 1,000 traces despite slight misalignment. The first round’s keys can be recovered using a novel approach that builds a differential equation from the chosen plaintext and intermediate value, which increases the likelihood that the key is correct. The paper concludes that CNN-based side-channel attacks pose a threat to embedded devices with gigahertz clock frequencies and demonstrate the effectiveness of CNNs in recovering real key bytes even with slight misalignment, using a relatively small number of acquired traces. In a separate study, Wang et al. [114] used deep learning-based SCA on AES-128 and leveraging far-field EM emissions as a side channel. Their tests demonstrate that deep learning can retrieve the AES-128 key from a Bluetooth device that implements it, even if only one measurement is made for each encryption. The authors also display the outcomes for recorded traces with 100 and 1K repetition. For the instance of 1K repetitions, one of their models can typically recover the key from traces taken in a workplace at a 15 m distance from the target with fewer than 400 traces. Compared to the template attack (TA) described in [115], which calls for 5K traces, the author states that their method has been improved.

In addition, another deep learning for EM analysis has been conducted by Benadjila et al. [116]. The authors thoroughly evaluated the implementation of CNNs to accomplish AES key recovery using the Hamming weight model. They evaluated masked and unmasked reference software AES implementations on an 8-bit AVR microcontroller, and found that the VGG-16 image recognition network design performed well for EM-based side-channel analysis. Similarly, Yu et al. [117] used deep learning which is a DNN model to obtain the AES key from just a few hundred EM traces with poor Signal-to-Noise Ratio (SNR), using Keysight N2894A and Langer LF-3 probes to measure the power consumption and EM emissions from the microprocessors. They showed that side-channel attacks can be performed with fewer than 230 EM traces, making cross-device and cross-domain Meta-Transfer Learning based Side Channel Attack (MTL-SCA) implementable. In contrast, Jap et al. [118] used EM side-channel information for parameter recovery in decision tree-based algorithms for the Industrial Internet of Things (IIoT). The authors used a divide-and-conquer strategy to recover the secret parameters by focusing on each function or component of the building block. In real-world trials, the attack on a 32-bit ARM microcontroller demonstrated the retrieval of Bonsai’s secret parameters, i.e., node predictors, branching function, and sparse projection parameters.

While the focus of [113] [114] [116] [117] [118] is on hardware devices, the study conducted by Pan et al. [119] highlights the potential privacy risks associated with the EM side-channel leakage of information about mobile app usage behavior and in-app services. This suggests that EM-SCA may be relevant in not only hardware devices, but also software applications, which could have significant implications for the security of personal information. To demonstrate EM-SCA on the software application, Pan et al. [119] proposes a novel method called EM-SCA to extract the comprehensive information about app usage by analyzing EM signals that mobile devices produce when carrying out app-related actions, e.g., in WeChat and Taobao. The proposed method, MAGTHIEF, uses multi-label classification based on deep learning to identify apps and in-app services based on magnetometer readings, enabling the continuous collection of fine-grained mobile app usage data without the requirement for user authorization. The authors trained two classification models for each of the two most popular mobile operating systems (Android and iOS) and obtained high average macro F1 scores of 0.87 and 0.95 when classifying multiple apps and in-app services, respectively, and up to 89.5% time duration accuracy when recognizing app trajectory in the real-world scene. Interestingly, the study discovered that while devices with the same operating system produce generally comparable EM patterns, devices with different operating systems produce varied EM patterns when executing the same app activity.

H. EM fault injection

Besides EM-SCA attacks, a system’s behavior under extraordinary stress is the goal of the fault injection technique [120]. The fault injection attack for hardware implementations is a subtype of active attack where an attacker can actively change the chip’s behavior using specialized experimental setups. Based on differential fault analysis, safe errors, fault sensibility analysis, collisions, and round alterations, the errors caused by the aforementioned fault injection may be used to recover the secret information. Additionally effective at revealing cryptographic devices and processor control flow is the invasive fault injection attack, which involves inserting faults into a cryptographic device with the assistance of a laser or focused ion beam (FIB) and then observing the outputs [121]. It has been discovered that utilizing an inexpensive EM probe allows for simple data eavesdropping from a distance [4]. Moreover, through the use of glitch injection, methods like differential fault attacks (DFAs) [122] have been able to determine private information. Due to their ease of use and low cost, fault injection attacks (FIAs) and EM-SCA have both gained enormous popularity [10] [123] [124].

According to Chuseau et al. [125], adding ferrite material increases the EM flux’s intensity, while several turns provide
stronger coupling between the injection probe and the target at low frequencies. They make highlight how EM fault injection can be generated to crack secured ICs’ cryptographic algorithms. Such an objective inevitably calls for multidisciplinary research on the physics of EM near-field probes, signal management in timing, and localization to cause the fault in the most vulnerable area of the IC while evading defenses, and finally, a precise logical comprehension of fault reproduction to ultimately ensure future ICs.

On the other hand, Nakamura et al. [126] reveals a technique for calculating the timing of fault occurrences brought on by the aforementioned intentional EM interference (IEMI)-based method that can be utilized to determine whether a faulty output that has been received is suitable for fault analysis. The purpose of this technique is to monitor side-channel data, such as EM leakage, and calculate the time of fault injection by identifying a distinctive shift in the observed waveform. They ran an IEMI fault injection experiment on real cryptographic hardware (a side-channel attack standard evaluation board) to evaluate this approach. The authors noted that it is possible to perform DFA by employing this estimating method; however, they get an inaccurate output from fault injection. Furthermore, Dehbouei et al. [127] launched an EM fault injection-based key recovery attack on a 32-bit ARM Cortex-M3 MCU running a reference software AES implementation (24MHz). The effort focused on the AES round counter at rounds nine and ten to successfully (up to 100%) generate an extra round of execution. This enabled workable cryptanalysis that used two pairings of positive and negative ciphertexts to retrieve the encryption key.

In 2019, Qiu et al. [128] propose VoltJockey, a novel software-controlled hardware fault-based attack, to TrustZone, the safe environment for ARM-based processors. In order to bypass TrustZone security measures, the exploit modifies the voltages of multicore processors that support DVFS. By altering the victim core’s frequency and selecting a low voltage for the core, the attacker can cause hardware errors in the victim procedure while posing no risk to the attacker core. The VoltJockey attack’s approach, difficulties, and technical specifics are presented by the authors, who also show how it may be used to extract AES keys and change RSA output in TrustZone. A Google Nexus 6 smartphone with a Qualcomm APQ8084AB SoC was the target of proof-of-concept attacks by the authors, who had reported rates of 4.6% (RSA verification) and 2.2% (AES key recovery).

In 2020, Ravi et al. [129] have discovered a vulnerability that allows information about individual bits of the decryption output to leak through the message decoding function in a number of second-round lattice-based public key encryption and key encapsulation mechanisms (PKE/KEMs). The shared secret of five lattice-based PKE/KEMs, including NewHope, Kyber, Saber, Round5, and LAC, has been recovered by performing message recovery combining practical EM emanation-based side-channel attacks and EM-based fault injection attacks. The authors of this paper introduced new clustering-based attack methods, found a hidden vulnerability in the NewHope KEM implementation, and demonstrated the real-world application of EM-based combined SCA and FIA over lattice-based PKE/KEMs. The side-channel attacks covered in this research are carried out in two stages, the preprocessing and attack phases, which entail creating profiles or templates for various message values, querying the device with attack ciphertexts modified from the target ciphertext, and observing the corresponding side-channel traces. According to experimental validation of the attacks on the NewHope512 implementation in the pqm4 library, the entire message can be retrieved with a 100% success rate in as little as 256 traces.

Similarly, Jap et al. [118] explored the vulnerability of decision tree-based machine learning algorithms to EM side-channel attacks, using the publicly available Bonsai library as an example. The authors demonstrated that an attacker could rebuild the complete architecture by using a divide-and-conquer strategy to extract hidden algorithmic parameters such as sparse projection, branching functions, and node predictors. In particular, the author used a technique called TA to recover the secret index parameter (Zidx) used in the multiplication operation of the Bonsai decision tree algorithm. The author points out that invasions of privacy could result from the potential of secret parameter recovery and that security issues surrounding machine learning algorithms are becoming more and more significant, particularly as they are employed for industrial applications. The authors demonstrate that even security systems designed to withstand faults can be vulnerable to SCA. Specifically, TA have proven to be successful in cracking security systems.

I. Fine-grained EM-SCA attacks

The SCNIFFER framework has been used to show a low-cost, end-to-end automated EM-SCA attack [10]. Nevertheless, since EM fields degrade quickly at a distance, fine-grained EM-SCA attacks lose even more effective than their coarse-grained equivalents when probes are placed distant from the sources of interest. Thus, the “acquisition cost” of fine-grained EM-SCA attacks is a term used to describe the measurement costs associated with attempts to localize vulnerabilities [130]. Since the number of nodes for effective configurations comprises a probe’s transverse position, height, and direction, the acquisition cost of fine-grained EM-SCA attacks can be significant [131, 132, 133]. In general, the number of measurements taken for each probe configuration must be kept to a minimum for attacks utilizing extensive search techniques [134], which scan the whole chip/board at a very high resolution with various probe orientations. Several methods have been put forth in the past few years to speed up the discovery and lower acquisition costs [135, 136]. Dey et al. [137] used repeated measurements and averaged the collected signals to increase the signal-to-noise ratio. Nonetheless, these discovery procedures for fine-grained EM-SCA attacks should be carefully evaluated. This assumes that attackers have some degree of authority over the inputs to the cryptosystem. Additionally, the repetition of the measurements can be utilized as a criterion to eliminate out configurations [115] and drastically lower the acquisition cost if the threat model allows attackers to repeat particular inputs.
In the field of side-channel analysis and cryptography, preprocessing is a vital stage in increasing attack effectiveness since it is frequently utilized to boost attack success [113, 138, 139]. The sample size of the EM-SCA can be continuously expanded to increase the success rate, but this may result in a lengthy cracking time, limiting the viability of the EM-SCA. To illustrate, the 128-bit AES algorithm, which must be processed 16 times for each byte’s sub-keys, is one example of an algorithm that must be processed data once for each byte’s sub-keys in order to be cracked [93, 140, 141]. EM traces may not correctly encompass the cryptographic operation within its perimeter and have varying lengths for various reasons. Sayakkara et al. [4] identified two reasons why labelled EM trace data is unsuitable for direct use in machine learning-based classification: the intrinsic variation in the amount of time needed to complete each cryptographic computation and the delays in the HackRF data collecting software to initiate and terminate EM sampling. However, by converting EM traces into the frequency domain using Fast Fourier Transformation (FFT) [109, 142], the discrepancies in lengths can be minimized.

Meanwhile, Abdellatif [138] propose a pre-processing step using wavelet analysis to improve the success rate of side-channel attacks by increasing the SNR of the EM traces. Discrete Wavelet Transforms (DWT) is used to decompose the signal into a set of terms of a basis set function, which is compared to the commonly used Fourier transform in terms of the basic functions they use. The use of wavelet analysis for side-channel attacks is not new and has been previously proposed in the literature, as mentioned in the paper [143]. However, the focus of Abdellatif [138] is addressing the challenge of low SNR, which is a common problem in side-channel attacks. By combining the two methods, a more effective approach for analyzing EM trace data can be developed. This demonstrates that the use of pre-processing steps can be beneficial in addressing challenges associated with EM trace data and improving the effectiveness of side-channel attacks.

Furthermore, EM-SCA is a crucial technique for analyzing the unintended EM emissions from electronic devices i.e., IoT devices. The process of data gathering and processing is challenging due to the large file sizes of EM trace data and the need for real-time analysis. SDR devices are commonly used for capturing EM data and provide the ability to capture a large bandwidth surrounding the target frequency, allowing for signal differentiation in the frequency domain. However, the high sampling rates used by SDRs result in extremely large file sizes for EM trace data. To address this issue, Sayakkara et al. [4] suggest down-sampling the data while maintaining the maximum possible bandwidth, which does not negatively impact the performance of classification algorithms. The authors highlight the need for real-time analysis in live forensic analysis, where data preprocessing and classification must be performed within a tight time frame to keep up with the real-time I-Q data stream. The processing delay remains well below the TCP retransmission timeout, even at the highest SDR device sampling rate.

The conventional method of performing a side-channel attack requires a significant amount of data gathering and processing. To address this issue, Zhou and Standaert [144] propose a fast EM side channel attack approach that drastically cuts the time needed for an EM bypass attack. Their investigation reveals that various frequency ranges significantly affect the side channel attack experimental results. Consequently, the revised method’s first step is to use FFT to remove noise from the original acquired data. The revised approach allows for a maximum sample size of 256. For each of the 1000 key cracks, the experiment applied the improved approach with different sample sizes. The sample size is reduced by filtering, and the number of data processing operations is decreased by adopting plaintext for encryption. The results showed that the improved approach is 50 times faster than conventional methods, as it cuts down the number of data processing operations.

Bu et al. [145] proposed a new method of preprocessing energy traces collected from an AES circuit to enhance the efficiency of the CEMA attack. The authors established a hardware platform to collect EM traces and applied two preprocessing techniques, Haar wavelet reconstruction and low-pass filtering, to the collected data. The Haar wavelet reconstruction is a time-frequency analysis technique that can decompose signals into high and low-frequency coefficients. The high-frequency coefficients were reconstructed using a soft threshold, resulting in the removal of unnecessary glitch signals and the preservation of the original signal’s trend and characteristics. Low-pass filtering, on the other hand, is a common preprocessing technique used to reduce high-frequency noise in signals [146, 147, 148]. In this study, the authors designed and implemented a low-pass filter on MATLAB, which was applied to the EM traces to reduce noise while preserving the original signal’s trend and characteristics. The preprocessing of EM traces was deemed necessary due to the weak EM leakage that can result in a significant amount of noise in the collected data [94, 149, 150]. The implementation of this preprocessing technique improved the efficiency of the CEMA attack.

### K. Other Encryption Algorithms

In this systematic literature review, a total of 114 research papers were collected and tagged based on their focus on cryptographic algorithms, i.e., AES, DES, ECC, EEA, and RSA, as illustrated in Table 1. However, 13 papers did not fall into any of these categories, as they focused on other encryption algorithms, e.g., Lightweight Encryption Algorithm cypher (LEA), PRESENT (lightweight block cyphers), Verify Pin algorithms and Pin encryption algorithm. Therefore, while these 13 papers do not fit into the main categories of cryptographic algorithms that are the focus of this review, they offer valuable insights into the vulnerabilities of less commonly used encryption techniques relevant to specific applications and devices.

The development of lightweight block cyphers for low-power microcontrollers and RFID tags has recently received great attention [151]. LEA (Lightweight Encryption Algorithm) is one such encryption that has been proposed and can be examined using various techniques, including DFA. Lim et al. [122]
proposes a novel DFA method on the ARX-based lightweight block cipher LEA. The proposed method reduces the number of required fault-injected ciphertexts by approximately 70.97% compared to previously proposed attacks in [152, 153] and uses a relaxed fault model, namely Random Word Error. Compared to earlier proposed attacks, the proposed method requires a substantially less number of fault-injected ciphertexts and the fewest key candidates to complete the exhaustive search. Additionally, the proposed method is experimentally demonstrated to be applicable to real IoT devices by constructing an electromagnetic fault injection environment on an actual microcontroller and revealing the secret key through the attack. The author claims that other cryptographic algorithms that use modular addition operations can also employ the proposed DFA approach. The paper discusses the experimental environment and results in detail, showing the number of candidates for the last round key (i.e., the key used to encrypt the message in the final round of the cryptographic system) and the number of required fault-injected ciphertexts for the proposed method. The paper compares the results obtained from the proposed method to those obtained from previously proposed attacks to evaluate the effectiveness of the proposed method in breaking the cryptographic system.

On the other hand, the vulnerability of another lightweight block cipher, PRESENT, which is the lightweight block cipher algorithm that is frequently used in an embedded device, was analyzed using EM-SCA by Nozaki et al. [154]. The proposed approach classified electromagnetic waves using selection functions, calculated intermediate values, calculated differential values for key analysis, and derived Hamming distance using DEMA. The findings demonstrated that by eliminating the second Hamming distance value calculated between two rounds of the Present cipher from their analysis, they have increased the accuracy and success rate of their EM-SCA.

Furthermore, Le Bouder et al. [155] focused on the vulnerability of PIN codes to template attacks, which can accurately predict the PIN code entered into a device using only a small number of EM traces. The VERIFY PIN algorithms, which are meant to withstand fault injection attacks, are the target of what is described in the study as the first EM-SCA. The experimental equipment used to carry out the attack is described in full in the study and includes an ARM-based STM32-F100RB microcontroller operating at 24MHz and a Picoscope to monitor EM leakage. In the attack’s profiling phase, EM traces for every possible PIN value are physically modeled, and in the attack phase, EM traces from the targeted device are obtained and compared to the templates produced in the profiling phase. The study outlines a six-step attack strategy that tests three distinct PIN codes while using two identical devices—one for profiling and the other for the attack. The paper concludes that template attacks are still effective for cracking PIN numbers even when there are minimal EM traces accessible. Moreover, the authors also point out that template attacks can be carried out using affordable and portable experimental setups, and some countermeasures against FIA can develop new side-channel attack vulnerabilities.

Moreover, Simon and Patel [156] have developed a statistical analysis method for assessing EM information leakage from Subscriber Identity Module (SIM) cards. The suggested method employed statistical and differential SCA to provide a spatial leakage map for the SIM card’s surface as well as a time window of peak activity. The authors employed an EM probe to gather near-field EM radiation from the SIM card by using an oscilloscope set to 25 mega-samples/second over a 50ms frame. The secret key and PIN encryption algorithm for SIM cards were extracted using a combination of spatial and temporal analytics. Without prior knowledge of operational frequencies, the proposed approach offers a better way to locate operationally important spots on the SIM card.

L. Instrumented/Uninstrumented

Depending on how closely a system or process is monitored or measured, it is said to be instrumented or uninstrumented. Systems that have several sensors and monitoring tools to gather information about their performance and behavior are referred to as instrumented systems. The examination of system behavior, performance improvement, and debugging are only a few uses for this data. On the other hand, uninstrumented systems lack any monitoring or measurement components. This means that it is impossible to assess or examine the system’s behavior or performance directly. Comparing instrumented versus uninstrumented systems in a research setting can be useful for understanding how monitoring and measurement affect system performance or assessing the efficacy of various monitoring or measurement strategies. The analysis of the papers considered as part of this systematic review revealed that only one study is uninstrumented: Yoshida et al. [133]. The vast majority of papers utilize instrumented approaches to gather, measure, and analyze data relevant to their research interests.

V. Encrypted Devices Targeted

The EM field that is emitted by electronic devices has the potential to compromise internally managed sensitive data. Lightweight electronic devices have recently become prevalent in people’s day-to-day lives. Many examples of RFID tags and wireless sensor nodes manage systems for electronic payments, product identification, IoT, alarm information, habitat monitoring, structural monitoring, and emergency medical response. These lightweight services are widely used, which leads to privacy and security concerns. Lightweight cryptographic methods have been used in several application-specific integrated circuits (ASICs) to date. ASICs result in high prices linked with high non-recurring engineering (NRE) expenses and lengthy manufacturing delays, which may be the fatal factor for low-volume goods despite being highly desirable for mass production and low power consumption. For this market segment, field programmable gate arrays (FPGAs) offer appealing alternatives owing to their inexpensive or zero NRE costs and quick time-to-market characteristics. EM-SCA attacks are increasingly focusing on IoT devices and components, including cryptographic hardware on System-on-a-Chips, FPGA, and ASIC, as well as on microprocessors.
According to a study by Li [157], KLEIN is side-channel resilient to first-order attacks, although it might still be susceptible to higher-order attacks. Lightweight cryptography recently gained a re-keying option that improves guarding against side-channel attacks [136, 158, 159]. Other important features, including EM emission, have yet to be completely observed. Nozaki et al. [154] proposed a DEMA approach for the PRESENT lightweight block cipher. For the experiments, a shielded loop antenna, an oscilloscope, and a Spartan-6 XC6SLX150 FPGA implemented on a SASEBO-W evaluation board were employed. The outcomes demonstrated that the proposed analysis approach worked well in discovering the correct key. The study of EM-SCA for a lightweight block cipher, i.e., TWINE and PRINCE, are discussed by Yoshikawa et al. [160] and Yoshikawa and Nozaki [161], respectively. This section aims to assess the potential of EM-SCA in various practical areas of information acquisition from an electronic device, such as FPGA, IoT, Integrated circuits (IC), microcontrollers, mobile phones, CPUs, and Raspberry Pi.

A. Access Card/RFID

Numerous large-scale, security-related applications, such as public transportation, wireless payment, access control, and digital identity, are now based on contactless smartcards that use RFID technology [162, 162, 163, 164]. In essence, passive RFID systems are made up of an antenna and a tiny microchip. This antenna employs an RFID reader’s EM field to collect energy. The energy generated by this field powers all aspects of passive RFID technology. The majority of RFID devices today include cryptographic mechanisms, for example, to perform a mutual authentication or to encrypt the data sent over the air interface, due to the sensitivity of the stored and transmitted data (such as personal information, cash balance, etc.) and the fact that accessing the wireless interface is practically impossible to monitor.

Carluccio et al. [165] exposed a contactless smart card’s weakness in terms of security because they showed how to attack the smart card using an EM side-channel. Standardized cryptographic algorithms are frequently used in contactless smart cards, i.e., AES [166], ECC [8], DES [167], and RSA [168]. In 2007, Oren and Shamir [169] demonstrated that remote side-channel attacks are still effective even when the attacker is several meters from the victim card. Smart cards are prevalent in smart devices, which are crucial components of the IoT and sensor networks. The security concerns in these areas have been examined in several representative papers, involving key management [170, 171], access control [172], defend from phishing attack [173], and hardware security [174]. At the same time, side-channel attacks against smart cards have drawn the attention of an increasing number of academics.

The susceptibility of smart cards to SCA was further demonstrated by Kim et al. [175] in a study of commercial smart cards used in a real-world electronic payment system’s SEED block cipher to statistical side-channel analysis attacks. SEED, developed by the Korea Internet & Security Agency (KISA), is a well-known block cipher used for encrypting sensitive information [176]. The findings demonstrate that unprotected SEED implementations enable retrieval of the secret key using low power or EM traces, whereas concealing countermeasures are ineffective. The demodulation technique of indirect EM leakage data at the carrier frequency CEMA can address these attacks. Both protected and unprotected SEED implementations were susceptible to AM demodulation attacks, leading to successful attacks on combination smart cards with certifications.

Using a specially designed RFID tag, Hutter et al. [177] provided proof of concept for the ability to carry out EM side-channel analysis on RFID-based systems. The authors successfully recovered the AES key that was utilized in the challenge-response protocol between the RFID tag and the reader performing AES encryption operations for various plaintexts and measuring side-channel information leakage. The power harvesting antenna is kept inside the reader’s RF field, but the RFID circuitry was put outside of it to prevent interference from the reader’s RF field. A wire of suitable length was used to link the two parts. Due to this, it was possible to monitor the EM emissions from the RFID circuitry without any interruption. The antenna and RFID circuitry are inseparable by any logical means, hence it is not viable to use a comparable strategy in a standard RFID tag.

In addition, the security of the data sent between the server/reader and tags in RFID systems is supported by mutual access control based on symmetric challenge-response procedures. For instance, Mifare DESFire and Mifare DESFire MF3ICD40 integrate 3DES block cipher [162, 178], whereas Mifare DESFire EV1 incorporates AES block cipher. These are examples of high-frequency commercial tags that employ symmetric cryptographic functions in mutual authentication protocols. Oren and Shamir [169] make use of wireless power delivery to RFID devices to detect energy usage patterns and deduce sensitive data. Radio receivers can reradiate the local oscillator under certain circumstances [179], which can be exploited to discover radio receivers [180, 181].

B. FPGA, Chip, IC, Microcontroller and Microprocessor

Without modifying a PCB or IC, EM radiation can be easily detected and even observed from a distance. The fall in SNR brought on by core voltage reductions, on-chip decoupling capacitors, system-on-chip implementations, and other factors makes monitoring a device’s power usage harder. Consequently, EM analysis now poses a bigger risk to cryptographic devices than power analysis [182, 183, 184]. In 2001, when Gandolfi et al. [9] employed tiny EM probes to retrieve key material from three different types of microcontrollers completely, the effectiveness of EM side-channel attacks against secure systems was proven. More recently, FPGAs [98, 125, 126, 145] and PCs [101, 185] have been the targets of EM side-channel attacks that recovered cryptographic keys. The operator capability and information flow management are closely related to the dynamic power consumption of an FPGA implementation. While the temporary current flow generates the EM radiations, side-channel information about the algorithm’s running and the data structure can be found in
its temporal and magnitude variations. As a result, the attacker can use this EM leakage to infer the FPGA device’s execution details by locating the leak point and collecting data with an oscilloscope and an EM probe [98].

Hori et al. [183] created the Sasebo-GII board (fitted with Xilinx 28-nm Kintex-7 FPGA) to carry out CEMA using the Hamming-distance model. The EM radiation emissions from the AES circuit in the Kintex-7 FPGA were evaluated and correlated to those from the 65nm Virtex-5 FPGA (Sasebo-GII). With a lower core voltage and hence less side-channel information, the Kintex-7 FPGA was constructed using improved fabrication techniques. The waveforms of the produced EM radiation were retrieved using a Langer LF-B 3 EM probe, an Agilent DSO6104A oscilloscope, a fifth-order Bessel low-pass filter, a Miteq AU-3A-0150 amplifier (50 dB, 0.3-600 MHz). Contrary to predictions and despite a 5x lower observed voltage on the more recent platform, only 7k traces were necessary to recover a key, as opposed to 19k traces on the more previous platform. The authors speculate that the physical locations of the subkey bytes within the AES structure could be one of the causes of this. On the other hand, Batina et al. [51] illustrates a technique for attacking an FPGA-based neural network implementation that employs CEMA. Particularly, the adversary uses the hamming weight model to retrieve the weight values of the neural network. In another study, Yu et al. [186] utilizes EM side-channel analysis to attack binary neural networks (BNNs). In this research, the adversary can sample EM leaks to extract the architecture of the BNN and then use the adversarial active training technique to create a model with comparable inference accuracy. Although this attacking approach may reconstitute the BNN model with greater inference accuracy, it still necessitates training and only applies to BNN.

Furthermore, Iyer and Yilmaz [187] provides an adaptable acquisition protocol for EM-SCA on cryptographic devices. In accordance with the protocol, a multi-step acquisition entails a greedy search in a 4-D configuration space made up of the probe coordinates, orientation, and quantity of signals received. The ideal attack configuration for an 18mm by 18mm FPGA implementation of AES is selected to test the protocol. Compared to the exhaustive acquisition strategy, the protocol can minimize the search time for the ideal configurations for obtaining the secret key from the AES-128 realization by up to 35. Their discovery offers an effective method for determining the optimum near-field measurement setups for EM-SCA on physically implemented cryptography modules.

Moreover, Montminny et al. [188] presented a method to undertake differential attacks on cryptographic systems by gathering side-channel data using an SDR. The author explains how to evaluate a 32-bit microprocessor using a correlation-based frequency-dependent leakage mapping technique, and discovers that different key bytes leak at various frequencies. The target cryptographic device is an LM4F232H5QD evaluation kit running AES-128 in Electronic Code Book (ECB) mode on a Stellaris ARM Cortex-M4F-based microcontroller. The author emphasizes two important aspects of obtaining key bytes at various center frequencies. Firstly, the author acknowledges that not every key byte can be extracted at every center frequency. Second, the author states that pooled standard error provides the foundation for calculating confidence. The author further stresses that when the quantity of traces grows, even slight alterations in the correlation coefficients can increase confidence levels. This suggests the technique efficiently determines the frequencies to focus on with SDRs. Combining these ideas, the author highlights the need for a comprehensive review of the available data and statistical analysis to extract key bytes at particular center frequencies. The author explicitly states that the confidence metric has limitations when only a few samples are obtained for each encryption operation, leading to failure to identify the proper key byte despite high confidence.

C. Computer

Electric currents in conductors that change over time emit EM waves into the surrounding space. Computer systems unavoidably produce EM emissions during internal operations since they are made up of electronic circuits [189]. The consequent EM emission may unintentionally hold information about the operations connected with that component, depending on the specific component on the device that contributes. As an illustration, computer displays are known to be the root of powerful EM emissions that make image reconstruction simpler [30, 34, 35]. Similarly, the central processing units (CPUs) of computers are also known to indicate the CPU activities being carried out [2]. Furthermore, Sayakkara et al. [50] investigated the challenges faced in EM side-channel attacks on video displays and aimed to improve image reconstruction accuracy in low-cost RF signal acquisition hardware. The authors evaluated different approaches to enhance the quality of reconstructed images, including noise reduction of RF signals and blending multiple reconstructed images. The experiment utilized HackRF SDR hardware with a sample rate up to 20MHz, connected to the target computer with a small antenna. A Butterworth band-pass filter was used to extract the relevant EM signal, and the impact of using narrowband signals and blending multiple images was evaluated. The authors concluded by discussing possible future improvements in EM side-channel attacks on computer monitors.

The initial Van Eck phreaking attacks on computer Cathode Ray Tube (CRT) monitors exemplify a non-intrusive EM side-channel attack. These are simple to eavesdrop on since they generate a lot of radiation when in use. A CRT monitor’s image can be replicated from behind a wall and in another room, making this side-channel attack a useful tool for eavesdropping on the target. The attack is still possible, as shown by Kuhn [35], although modern LCD computer monitors switch much less current, limiting the quantity of radiation emitted.

One can visually differentiate individual CPU activities when an obtained EM signal from a target device, or EM trace, is shown as a waveform or as a spectrogram. Simple EM analysis (SEMA) is the simplest use of these examples to listen in on CPU activity. It has been commonly used to describe how computer systems work [190]. An attacker can acquire numerous skills by keeping an eye on the instructions being executed on the CPU, including the ability to revere-
engineer unknown software and to keep an eye on the control flow of known software.

The effectiveness of EM analysis as a viable option to the power analysis attack on computer CPUs was practically proved by [6]. The authors successfully created a precise 3-dimensional EM signature of the chip executing an idle loop by placing the EM probe across a microcontroller. The radiation spectrum of each processor was demonstrated to be sufficiently distinctive to be used as a recognizable feature for processor identification. In order to reduce the impacts of outside noise, these tests were conducted in a Faraday cage. A small magnetic loop antenna was used to collect the EM emissions (diameter 3 mm). In addition, according to Sayakkara et al. [2], combining numerous side-channel attacks targeted at a single computer system can be more effective than utilizing a single side-channel attack alone. Power and EM-SCA can be integrated to provide superior outcomes, as has been demonstrated [191]. Some CPU actions may have a more pronounced impact on the device’s power consumption than on its EM emission, and conversely. By purposefully manipulating data into the EM emission of the CPU or the monitor, malware operating on a victim machine might help an EM side-channel attacker retrieve more data over the EM side-channel alone [11] [192] [193].

D. Mobile Phones

Modern digital devices, i.e., mobile devices, are developed and distributed with built-in security due to the rising concerns about security and privacy across communities. Popular smartphones with operating systems like iOS and Android encrypt their internal storage to shield user data from outsiders [194]. Sayakkara et al. [2] claims that various mobile device platforms frequently use ECC algorithms to protect the data due to their low processing expense. This demonstrates that such devices can be examined through EM side channels to gain access to data that is encrypted.

In 2011, the first EM-based SCA on a mobile device was published by Aboulkassim et al. [195]. It was designed to target benchmark AES software implementations on the Java Platform, Micro Edition (Java ME). A commercially available EM probe and oscilloscope were used to obtain the measured data, which were prompted using the device’s microSD card interface. The authors provide strategies for overcoming the Java Virtual Machine’s (JVM) just-in-time (JIT) compilation and garbage collection-induced temporal distortions in EM traces. Two approaches, a spectral density-based approach (SDA) and a template-based resynchronization approach (TRA), were developed to navigate these problems statistically. With the second method, a 32-bit RISC-based device might recover one AES key byte in an hour with 250 traces (370MHz).

EM-based DPA attacks were shown by Balasch et al. [196] against a Texas Instruments AM3358 Sitara SoC on a Beaglebone Black single-board computer (SBC) with an ARM Cortex-A8 (1GHz) processor and a Linux operating system. The authors specifically target a slightly adapted version of Könighofer [197] intended to prevent side-channel analysis as well as an unencrypted 128-bit AES software implementation. After evaluation, a key recovery using the bit-sliced implementation and a first-order DPA required 1.2 million traces, but a second-order DPA was feasible with 400,000 traces. In contrast, the unprotected algorithm just needed 10,000 traces. On five unidentified mobile phones, Goller and Sigl [103] used the square-and-multiply approach to attack a reference software RSA implementation. A software-defined radio, a probe, and a high-gain amplifier at a capacitor close to the main CPU were utilized for the measurement collection after the insulating layer of the device was removed to minimize EM attenuation. The waveforms had a strong correlation with specific bits of the secret key using simple power analysis. Full key recovery with high confidence (0.999 correlation) required 276 traces, whereas without the shielding plate, 170 traces were needed.

In 2016, Belgarric et al. [198] performed EM analysis to pinpoint ECC addition and multiplication processes in the Bouncy Castle ECDSA implementation for Android. Full key recovery was accomplished through a lattice attack on an unidentified smartphone with a Qualcomm MSM7225 SoC. An EM probe was positioned on the SoC after the device’s external case was opened, and traces were activated through the USB port. Full key recovery required 39 ECDSA signature traces and took 102 seconds; as an illustrative use case, the authors were also able to retrieve the key for an Android Bitcoin wallet. Genkin et al. [102] published simultaneously with their work in which they successfully full key retrieval against OpenSSL’s ECDSA implementation for iOS and Android. Compared to Belgarric et al. [198], the approach was less intrusive and simply needed a probe to be put close to the target device; there were no hardware or software triggers. 5000 signature traces from the Sony-Ericsson Xperia X10 and the iPhone 3GS were used in the exploit, of which two (0.04)

In 2017, the study on the EM characteristics of program execution in the ARM TrustZone was done by Bukasa et al. [199]. On a Raspberry Pi 2 with a Broadcom BCM2836 SoC (quad-core ARM Cortex-A7 at 900MHz), they examined an unencrypted reference AES software implementation and a dummy PIN verification method. The impact of execution in a secure world against a non-secure world and multicore versus single core was investigated. Targeting the first-round S-box of AES and gathering 150,000 EM traces might be performed to recover the key through template analysis. Depending on the setup of the system, a success rate of 17.81%–38.30% might be achieved in recovering the key. The success rate for multicore execution in the secure world was the lowest (17.81%), whereas the success rate for single-core execution in the non-secure world with the MMU turned off was the highest (38.30%).

The first physical SCA on an Apple iPhone 4 was recently demonstrated by [49] for retrieving the 256-bit hardware-based user identifier (UID) key. The UID is combined with the user’s passcode to produce a passcode key from a password-based KDF that unwraps keys from the system key bag, which holds per-file data encryption keys for FBE utilizing the SoC’s AES encryption engine. An attack in two parts was carried out: the AES algorithm was attacked using EM correlation
power analysis following — 1) utilizing a known bootloader vulnerability to add an unauthorized component and 2) using EM correlation power analysis. A trigger from a GPIO pin that the unauthorized bootloader had modified was used to activate the measurement of EM traces from a probe on the Apple A4 SoC. A LeCroy WaveRunner 8254M oscilloscope (2.5GHz bandwidth, 40GS/s sampling rate) and a Langer EMV-Technik RF-B 0.3-3 EM probe, as well as a Langer EMV-Technik PA 303 SMA amplifier, were employed for the specific equipment. After 300 million traces were acquired over two weeks, it took up to three hours of analysis utilizing two Nvidia RTX 2080 Ti GPUs before the key could be recovered.

In another study, Hu, Xiao-yang et al. [200] aimed to develop a new signal acquisition system for detecting EM side-channel leakage signals from mobile devices that use the AES encryption algorithm. They developed a technique for processing the raw side-channel leakage signal and used time-frequency analysis and filter technology to recover the encryption characteristics of AES. After carrying out a short-time Fourier Transform (STFT), the authors observed that the frequency range of the AES encryption traces is 50 MHz to 80 MHz and the whole ten-round encryption features are clearly visible after the second filter. This study significantly contributes to the field as it demonstrates a method for locating mobile devices’ side-channel EM leakage signals.

E. Internet of Things

Since the invention of computers, Moore’s law has allowed engineers to advance their capabilities continuously. The development of smaller, more energy-efficient computing equipment, i.e., mobile devices, which have less processing power but can operate for longer on battery power, has been made possible by this trend in addition to making computers more prevalent and resource-rich. The end outcome of these developments is the rise of the IoT, which consists of small computational devices with sensors and network connectivity that have already begun to permeate several aspects of daily life, such as smart home systems, sports, and healthcare [20, 201, 202, 203]. IoT device emissions can originate from a variety of components, with the processor playing the largest role. The software activity running on the device has a direct impact on changes in the processor’s EM emissions [204].

Recently, EM-SCA was put forth as a technique for gathering information from IoT devices that is relevant for forensic purposes [30, 131, 205]. Law enforcement may be capable of performing EM-SCA procedures on an IoT device as soon as it is seized if it is powered on. It has been claimed that various information, such as modified firmware, software behavior, and cryptographic techniques, can be identified with EM-SCA-based methodologies [4]. There is no need to physically interact with the equipment under investigation because collecting and analyzing EM emission signals is non-invasive.

According to Camurati et al. [181] and Sayakkara et al. [4], the use of EM-SCA to detect cryptographic activities in IoT devices has gained significant attention in the research community. Camurati et al. [181] discovered that mixed-signal computers, like system-on-chips (SoCs), which combine a CPU and a radio transceiver on a single silicon die, can result in long-distance EM leakages known as "screaming channels". This has greatly expanded the possible attack surface as SoC adoption on IoT devices grows in popularity. On the other hand, Sayakkara et al. [4] explored the use of EM-SCA to detect cryptographic activity in IoT devices by focusing on the EM emissions produced by a Raspberry Pi. The study aimed to automatically detect the data encryption operations performed by the device using AES-128, AES-256, and 3DES cryptographic algorithms. The results showed that a neural network classifier could discriminate between these encryption techniques with 80% accuracy, demonstrating the potential of EM-SCA as a tool for detecting cryptographic operations and suggesting its application to detect encryption algorithms on less capable hardware devices. These findings contribute to the growing body of literature on the use of EM-SCA in the context of IoT security.

Additionally, several case studies have investigated the vulnerability of IoT devices to SCA, particularly through the use of EM analysis. Levina et al. [205] presents a case study that investigates how side-channel attacks can target pet wearables. This study’s authors concentrated on a Jagger & Lewis dog activity tracker [207] that was no longer produced. The authors conducted an EM attack on the device to demonstrate the SCA. They were able to retrieve the original JSON text by analyzing traces taken at the time of Base64 encoding. In order to analyze the form visually and estimate its amplitude and temporal properties, they recorded data from the targeted device. According to the results of the case study, the authors make the assumption that the device employs Base64, the most straightforward data encoding scheme, to ensure that the fewest operations are required to account for the tracker’s low power.

Meanwhile, Dinu and Kizhatov [208] conducted a case study to assess the vulnerability of Thread, a networking stack developed for secure communication between IoT devices, to side-channel attacks. They identified several attack vectors to bypass the security mechanisms of the networking stack, focusing on manipulating security material such as cryptographic keys. Their fully implemented attack employed network-level mechanisms and electromagnetic side-channel analysis techniques to gain unauthorized access to an existing Thread network. Although Thread has complex security mechanisms, the study found that such attacks are still feasible and pose a relatively higher threat to the commercial setting. The full attack was unsuccessful due to a side effect of a feature not related to security, namely packet fragmentation.

Furthermore, Durvaux and Durvaux [209] explores how SCA against IoT devices can be carried out using relatively inexpensive components. The author demonstrates how to construct a full side-channel test bench using an EM probe and a Red Pitaya STEMlab platform for sampling to measure power leakages. The authors implement the AES-256 algorithm in C programming language using a simplistic 8-bit architecture, which is carried out using the Arduino Uno board’s integrated 8-bit Atmel ATmega328P microcontroller in one use case, and the 32-bit microcontroller Atmel ATSAM3X8E in the Arduino Due board in another. The authors demonstrate that pre-
processing techniques can increase the success rate of these attacks. They also outline how to carry out a comprehensive key recovery attack, focusing on specific key bytes from each round. They address the use of key enumeration techniques to make up for the lack of information that can be used in the attack, yet they point out that this strategy is more difficult for AES-256 due to the dependence between targeted rounds. The results of their study demonstrate that even with relatively inexpensive components, SCA can still be carried out effectively on IoT devices.

VI. COUNTERMEASURES

While the primary focus of this literature review is not on countermeasures to EM-SCA, it would be remiss to omit a brief discussion on the topic. As a result, this section provides a brief overview of EM-SCA countermeasures in the literature. Due to the serious implications of EM-SCA in retrieving data from computing systems, numerous software and hardware countermeasures have been developed \[56,159,210,211,212,213\]. Nassar et al. \[214\] proposed a masking scheme for AES called Rotating S-boxes Masking (RSM). The RSM is used to protect the AES design against SCAs (DPA, CPA). Generally, the masking techniques used to protect block ciphers against SCA are based on the internal modification of the block cipher architectures \[214\].

Figure 10 illustrates the various countermeasures identified in the literature review, and their relation to the different categories of EM-SCA attacks. While these countermeasures can help to mitigate EM-SCA, it is important to note that they may not be insurmountable, and determined attackers with sufficient resources and expertise may still be able to circumvent them.

In order to resist primary leaks and make SCA more challenging, one strategy is hiding and masking \[181,215,216\]. Camurati et al. \[181\] demonstrated that the physical separation of analogue and digital components or the use of a separate processor for cryptographic operations are two alternative methods for preventing information from leaking into radio signals. The paper also emphasizes the significance of countermeasure incorporation into chip design, such as the adoption of digital radio technologies that are less vulnerable to side-channel attacks and/or the integration of several dies inside a System in Package (SiP) technology. The research notes that these countermeasures might have a negative effect on performance and might be challenging to put into practice without jeopardizing other functional requirements, cost, or chip size.

In a separate study, Khan et al. \[217\] aimed to investigate the effectiveness of shielding techniques in reducing EM emanations from local power grids. He focused on the use of metal-insulator-metal (MIM) capacitors and the effect of upper metal layers on EM emanations from lower metal layers. Sheet metal is commonly used for EM shielding due to its ability to absorb radio and magnetic waves, however, the authors pointed out that gaps in the shield and electrical resistivity of the conductor can reduce its shielding capability. The MIM capacitor, which is composed of two metal plates and a dielectric layer, was tested as a shielding solution. The results showed that while the MIM shielding reduced EM emission by almost 3 dB, it may also increase emanations through inductive coupling from the local power grid.

In 2017, Naija et al. \[159\] suggested a parallel design for the PRESENT block cipher as a single method of concealing defenses against EM-SCA. While 10,000 EM traces are utilized to target a present-day serial architecture, 200,000 EM traces are used to attack the suggested design. The authors then suggested that the mutual authentication protocol implement a countermeasure by gradually restricting the quantity of EM traces. This restriction makes it impossible for the attacker to use EMA. When compared to current countermeasures at primitive block ciphers (2,471 gate equivalents (GEs)), the suggested countermeasure is based on a delay function and only needs 960 GE's.

Furthermore, Patranabis et al. \[158\] addressed the issue of design-for-security approaches to create compact block ciphers with combined defenses against side-channel and fault attacks for IoT applications. They chose FPGAs as their target platforms because of the variety of programmable features that make them ideal for IoT. Three key design ideas were brought forward, the first dealing with side-channel protection and the other with fault attack defense. Recursive design strategies for MDS linear layers with lightweight roots are suggested with regard to fault attacks. Such linear layers serve the dual functions of establishing Fault Space Transformation (FST) for defending against fault attacks with characteristics similar to DFA and differential fault intensity attacks (DFIA) and providing diffusion for resistance against classical cryptanalysis. Combining two lightweight strategies—masking with periodic refresh and shuffling over several rounds—was assessed in the context of side-channel protection.

In 2022, Judy et al. \[218\] look at the most recent advancements in SCA and their defenses. The prominent encryption system AES is implemented in hardware, and the research primarily focuses on the direct interpretation of the EM output. The authors examined two strategies for preventing side-channel attacks—physical shielding and software-based interruption—using an ATMEGA8 AES implementation in their studies. The findings demonstrated that physical shielding provided some signal attenuation, but that the attack might still succeed with higher trace counts. On the other hand, the software-based interruption strategy improved the mean time of failure by more successfully interfering with the synchronization of the side-channel attack and obscuring its characterization.

In 2023, Gao et al. \[219\] presented a new defensive method for guarding against both intrusive and non-intrusive EM-SCA. An active shield and a module to obfuscate information leaking make up the suggested framework. The top metal layer of the chip is used to implement a random Hamiltonian topology method known as the Artificial Fish-Swarm Random Hamiltonian Algorithm (AFSRHA), which is used to construct the active shield. The information leakage obfuscation module keeps track of intrusive attacks and sends out signals to the wire mesh to increase EM emission and strengthen the wire mesh’s defense against SCA. Through simulated studies, the
Fig. 10: Variety of EM-SCA countermeasures identified as part of the literature review

suggested EO-shield system's security was proven, and it was demonstrated to be capable of deterring intrusive attacks and lowering the correlation between EM emanations and data processing. The authors argue that in order to provide enough protection, the active shield does not necessarily need to comprise the entire top metal layer. The EO-shield scheme presents a promising solution for protecting against EM-SCA and provides a multidimensional approach by combining an active shield with an information leakage obfuscation module.

VII. DISCUSSION

Having conducted a thorough review of the extant literature pertaining to EM-SCA on encryption, it is imperative to determine the various conditions under which EM-SCA can be employed in different scenarios. This section delves into an in-depth examination of the three research questions that have been identified under different themes.

A. RQ1: What is the state of the art of EM-SCA with respect to attacking encryption?

The state of the art of EM-SCA with respect to attacking encryption is constantly evolving. Researchers continue to develop new methods and techniques for performing EM side-channel attacks, and they are becoming increasingly sophisticated. Research on EM-SCA on encryption algorithms began in the 1990s. However, the first published research paper on the topic is “Power Analysis of Key Schedules” by Paul Kocher, Joshua Jaffe, and Benjamin in 1999 [190]. This paper presented a method for performing a side-channel attack on the key schedule of the DES algorithm using EM emissions. EM-SCA exploit the EM emissions that are generated by a device as it performs cryptographic operations. These emissions can include EM radiation, electric currents, and magnetic fields. By analyzing these emissions, an attacker can infer information about the cryptographic operations being performed, such as the secret key being used.

Power analysis can measure the electrical power consumption of a device as it encrypts data [2 47 117]. Information about the secret key being used can be deduced by analyzing the power consumption patterns. Similarly, the EM radiation that a device emits as it encrypts data has been measured via EM-SCA analysis, which has been used extensively in publications. The analysis of EM emissions can reveal information about the secret key.

One of the most advanced EM-SCA techniques mentioned previously is called “template attacks”, where an attacker uses a set of known plaintext-ciphertext pairs to create a template that can be used to infer the secret key used for encryption [115 199]. These template attacks are often quite successful against hardware-implemented advanced encryption algorithms, as shown by Bukasa et al. [199]. Machine
learning-based attacks have been applied as a cutting-edge method that involves utilizing machine learning algorithms to examine the EM emissions produced by a device as it executes cryptographic operations [80, 100, 113, 117]. These machine learning-based attacks can be particularly successful since they automatically recognize EM emission patterns that signify the use of the encryption key. Additionally, “power analysis attacks”, whereby the attacker monitors the electrical power usage of a device while it encrypts data and utilizes this data to deduce information about the secret key, remains a well-liked technique for conducting EM-SCA.

Finally, it should be noted that the state of the art for EM-SCA on encryption is constantly changing and that new approaches and strategies are continually being developed. Even the most cutting-edge encryption algorithms and implementations can be subject to EM-SCA, thus it’s crucial to bear this in mind while designing and putting into practice cryptographic systems.

B. RQ2: Which encryption algorithms and encrypted devices are most susceptible to, and resilient against, EM-SCA attacks?

Since EM-SCA attacks take advantage of the EM emissions produced by a device as it executes cryptographic operations, all encryption algorithms and devices are theoretically vulnerable to them. Nevertheless, some encryption methods and devices are more prone to them than others.

Symmetric encryption algorithms, i.e., AES and DES, are particularly vulnerable to EM side-channel attacks since they require a secret key to both encrypt and decrypt data [92, 94, 167]. EM-SCA can be used by attackers to extract information about the secret key, and examples of devices that implement DES and AES, and thus are vulnerable, e.g., smartphones [94], laptops/computers [30], and other portable devices that use encryption to protect sensitive data. The AES algorithm is more effective compared to DES and can process larger block sizes of plaintext with low power dissipation and fast processing time. The AES has a higher potential for implementation in IoT systems [204, 220, 221], especially in sensor-based applications. However, the AES implementation is still vulnerable to SCA, particularly the CEMA attack [107, 222, 223]. The AES-128 algorithm requires 10 rounds of iterations to encrypt the plaintext, making it highly effective compared to other encryption algorithms such as DES and triple-DES. Despite its effectiveness, the AES implementation may still be vulnerable to side-channel attacks due to the leakage of physical parameters that correlate with intermediate data, as demonstrated in the literature.

On the other hand, EM-SCA can also be carried out against public-key encryption algorithms i.e., RSA and ECC, albeit these attacks are typically more challenging to carry out than attacks against symmetric encryption algorithms. However, Goller and Sigl [103] demonstrate the square-and-multiply approach to attack a reference software RSA implementation and Belgarric et al. [198] performed EM analysis to pinpoint ECC addition and multiplication processes in the Bouncy Castle ECDSA implementation for Android. Examples of these types of devices include smartcards [9, 165], hardware security modules [126, 224], and other devices that use public-key encryption to protect sensitive data. In addition, there is a gap in the literature on the use of EM-SCA for EEA encryption, providing an avenue for future research to evaluate the effectiveness of EM-SCA attacks. However, no studies specifically assess the efficacy of EM-SCA attacks on EEA encryption. It is crucial to emphasize the necessity of further research to comprehend better the limitations and vulnerabilities of EEA encryption against EM-SCA attacks. The lack of information hinders law enforcement and digital forensic investigations, which struggle to access EEA-encrypted devices due to the limited literature on EMA. More investigation is necessary to improve the understanding of EM-SCA attacks on EEA encryption and develop better countermeasures.

In addition, when compared to hardware-based systems, software-based devices are typically more vulnerable to EM side-channel attacks [103, 199]. This is thus because software implementations frequently produce higher EM emissions than hardware does. Due to their frequent insufficient physical security features and restricted computing capacity, smartcards, RFID tags, and other small, portable devices are also especially susceptible to EM side-channel attacks.

Furthermore, since EM-SCA attacks take advantage of EM emissions produced by a device while it executes cryptographic operations, no encryption algorithm can be claimed to be totally resistant to them. Every encryption process produces some form of EM emissions. To be more resistant to EM-SCA than others, several encryption algorithms and devices have been developed. The masking technique, which is utilized to hide the delicate cryptographic processes in the circuit, is one case of an encryption algorithm that has been developed to be more resistant to EM-SCA [181, 225, 226]. By reducing the quantity of EM emissions produced by the cryptographic processes, this strategy can make it more challenging for an attacker to deduce information regarding the secret key. In terms of devices, hardware implementations are typically thought to be more resistant to EM-SCA than software implementations, since they typically produce fewer EM emissions. Devices that have been built with physical security features, including tamper-proof enclosures, can also be more resistant to EM-SCA.

The vulnerability of encryption algorithms to EM-SCA can fluctuate over time, since the state-of-the-art in these attacks is always advancing. Furthermore, a cryptographic system’s precise implementation characteristics may have an impact on how vulnerable a certain encryption technique is. Similarly, the resilience of a device can also depend on the precise implementation details of the cryptographic system. It is necessary to note that an encryption algorithm’s or a device’s resilience to EM-SCA can vary over time.

C. RQ3: Which approaches to EM-SCA on encryption prove most fruitful, or demonstrates the most promise for the future?

EM-SCA exploit information leaked through EM emanations from a device, i.e., as power consumption or EM radiation, to extract secret information, i.e., as encryption keys.
Although there are several EM-SCA techniques that have been demonstrated in the literature, most of them appear to be employable under ideal circumstances, for example, using Faraday cages to suppress noise or selecting the most effective victim devices for an attack. It is important to investigate which EM-SCA approaches are more realistic and practically usable under real-world conditions. One such method utilizes live data forensic techniques to look into encrypted and powered-on devices [11]. A strategy like this may compel the victim device to carry out cryptographic operations, which could then be seen using EM emissions to extract the key. However, this method may not be practical for many types of personal devices, such as those that employ SSL-based online traffic and infrequently execute cryptographic operations. According to the literature, using several side-channel attacks to target a single computer system can be more effective than utilizing one side-channel attack alone. Another practical approach for EM-SCA attacks involves the use of fault injection techniques to introduce faults into the cryptographic device’s operation, which can be monitored using EM emissions. This approach has been demonstrated in several studies and has been shown to be successful in recovering encryption keys, e.g., FIA and EM-SCA can be combined to get superior results, as has been demonstrated [129].

Modern SoC processors used in smartphones include many cores that can execute several threads at once [2]. As a result, the device can run many exhaustively significant software operations concurrently, such as encrypting data stored in non-volatile storage and carrying out a wireless network connection. The number of concurrent activities grows further as the number of cores increases. EM radiation can be seen, and EM trace data can be gathered as long as the CPU cores operate at the same clock frequency. Similarly, the usage of DVFS methods in contemporary CPUs [227] is another potential issue that contributes to this predicament. It enables a SoC processor to change its clock rates dynamically in response to workload. These methods require for the simultaneous observation of EM radiation at several frequencies, as well as the ability to spontaneously and dynamically modify the frequency of the signal being observed. One prominent example of the impact of DVFS on side-channel attacks is the VoltJockey exploit, which was proposed by [128]. It represents a cutting-edge, fault-based attack that targets the multicore CPUs’ DVFS capabilities. According to these findings, the use of DVFS in modern CPUs poses a serious risk to the security of mobile devices, especially when combined with side-channel attacks such as EM radiation analysis. Thus, the discovery of possible side-channel attack vulnerabilities in contemporary smartphones has significant implications for law enforcement and digital investigators. However, due to the complexity of these attacks, it is essential to have the knowledge and tools required to carry them out successfully. With appropriate training and tools, these agencies can access encrypted data while maintaining the security and privacy of individuals and organizations. It is crucial to stress that these attacks must only be used in appropriate situations and compliance with relevant laws and regulations.

In addition, recent developments in AI and DL have shown significant uses for implementing EM-SCA. To be more precise, the analysis of EM-SCA using deep learning techniques i.e., CNN, DNN, MTL and MLP, has produced encouraging results that have been published. These methods can be trained to detect patterns in EM signals that signify specific encryption keys or algorithms, making them effective in exploiting side-channel leakages. Besides, applying CNN and DNN algorithms that can adjust to the changing EM environment and learn to extract sensitive information from it has previously demonstrated promising results. On top of that, the literature suggests that GAN can be employed to generate more data, thereby improving the results of EM-SCA. Another promising approach involves using transfer learning techniques to pre-train machine learning models on a large dataset of EM signals, and then fine-tuning the model for specific encryption algorithms. To summarize, utilizing deep learning techniques i.e., CNN, DNN, and MTL, in EM-SCA on encryption can be considered the most promising approach for the future. These advancements provide a significant opportunity to enhance the effectiveness of EM-SCA in attacking encryption, making it an effective mechanism for digital forensics and law enforcement.

VIII. CONCLUSION AND FUTURE DIRECTIONS

The state of the art of EM-SCA with respect to attacking encryption is ever-evolving, and new methods are being constantly developed. EM-SCAs are a major concern for the security of cryptographic systems. These attacks take advantage of the EM emissions generated by a device as it performs cryptographic operations to infer information about the secret key used for encryption. The evolution of EM-SCA techniques has led to a wide range of successful attacks, from power analysis attacks to machine learning-based attacks. Symmetric encryption algorithms like AES and DES are particularly vulnerable to EM-SCA, while public-key encryption algorithms like RSA are also subject to these attacks, albeit to a lesser degree. Power analysis, which counts the amount of electricity used by a device to encrypt data, is one of the earliest techniques for carrying out EM-SCA attacks. The secret key’s information can then be determined using this data on power use. Other EM-SCA techniques include template attacks, which use well-known plaintext-ciphertext pairs to create a template from which the secret key can be deduced, and machine learning-based attacks, which use machine learning algorithms to look at the EM emissions generated by a device as it executes cryptographic operations. Although many EM-SCA techniques in the literature require ideal conditions, i.e., using Faraday cages or selecting specific victim devices, practical approaches using live data forensic technique can be utilized to investigate encrypted and powered-on devices. This can compel the device to perform cryptographic operations that can be analyzed using EM emissions. Another practical approach is using fault injection techniques to introduce fault into the cryptographic device’s operation, which can be monitored using EM emissions and has successfully recovered encryption keys. Additionally, using multiple side-channel attacks to target a single computer or digital device system can be more effective than using
Quantum computers will be able to break the encryption used that conventional computers are currently unable to handle. The computing industry due to its ability to solve issues continuously improve the security of cryptographic systems. Moreover, the development of new EM-SCA cryptographic systems in a way that does not negatively impact measures, and the integration of these countermeasures into measures, the improvement of existing software-based countermeasures may have a negative effect on performance and of analogue and digital components. However, these countermeasures have been proposed and developed to protect against these attacks, including masking techniques, cryptographic countermeasures, and the physical separation of analogue and digital components. However, these countermeasures may have a negative effect on performance and may be challenging to implement without compromising other requirements like cost and chip size. Consequently, the future direction of EM-SCA research should focus on developing more effective countermeasures that are secure and efficient. This includes the exploration of new hardware-based countermeasures, the improvement of existing software-based countermeasures, and the integration of these countermeasures into cryptographic systems in a way that does not negatively impact performance. Moreover, the development of new EM-SCA attack techniques will likely continue, making it important for the community to stay updated on the latest advancements and continuously improve the security of cryptographic systems.

In addition, quantum computing can potentially transform the computing industry due to its ability to solve issues that conventional computers are currently unable to handle. Quantum computers will be able to break the encryption used to protect sensitive data as they develop in capability, which will jeopardize system security [223]. This has ramifications for those who depend on encryption to protect their personal information as well as for sectors including finance, healthcare, and national security. The influence of quantum computing on public-key cryptography, the foundation of contemporary internet security, is one of its most important consequences. The foundation of public-key cryptography is the inefficiency of finding discrete logarithms or large-number factors—both of which can be solved exponentially more quickly on a quantum computer. This indicates that a sufficiently powerful quantum computer could decrypt data using the popular AES, DES, and ECC encryption techniques. An extensive body of literature has been dedicated to the pursuit of developing quantum-resistant encryption techniques. This is due to the advent of quantum computing and its potential to disrupt traditional encryption methods. Several quantum-resistant encryption algorithms are currently under investigation, including Lattice-based cryptography [229], Multivariate cryptography [230], and code-based cryptography [231]. These algorithmic developments are aimed at providing a secure encryption mechanism in the post-quantum era, specifically designed to withstand attacks from quantum computers. As a result, the field of cryptography and system security will be significantly impacted by the development of quantum computing. As the advancements in quantum computing pose a threat to the current encryption algorithms, it is imperative for the future development of new quantum-resistant encryption methods and quantum-powered encryption. Nonetheless, it is important to note that even quantum encryption algorithms may still be vulnerable to various EM-SCA approaches [232]. This underscores the need for individuals and organizations to be cognizant of the potential impacts of quantum computing on their systems and data.

As encryption becomes more prevalent in daily lives, digital forensic investigators face increasing difficulties accessing and recovering digital evidence from encrypted devices. Strong encryption cannot be bypassed without a key or passphrase, leaving investigators with the decision to perform a live forensic acquisition. Therefore, it is essential for researchers and practitioners in the field of cryptography to ensure that future quantum-facilitated cryptographic systems they develop and implement are resistant to EM-SCA. Furthermore, it is imperative to develop new techniques and approaches to break encryption, investigate how EM-SCA can be used for disaster recovery and data recovery, and explore machine learning-based attacks. In this regard, addressing the vulnerability of quantum encryption algorithms to EM-SCA approaches can equip digital forensic investigators with the necessary tools to overcome the challenges posed by strong encryption, enabling them to continue playing a critical role in law enforcement and the justice system. Thus, it is vital to continue research in this area to ensure that digital forensic investigators can fulfill their role in the justice system while maintaining the privacy and security of electronic devices and data.
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### APPENDIX

**TABLE I: Listing and Classification of Included Literature (Grouped by Targeted Device Type)**

<table>
<thead>
<tr>
<th>Reference</th>
<th>AES Encryption</th>
<th>DES Encryption</th>
<th>ECC Encryption</th>
<th>EEA Encryption</th>
<th>RSA Encryption</th>
<th>Other Encryption</th>
<th>Instrumented?</th>
<th>Device Type</th>
<th>EM Capture</th>
<th>Machine Learning</th>
<th>Deep Learning</th>
<th>Key Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Das et al. [233]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Iyer et al. [140]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Iyer and Yilmaz [187]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Iyer and Yilmaz [234]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hell and Westman [124]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yu et al. [117]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Duan et al. [182]</td>
<td>●</td>
<td>○</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Danial et al. [235]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mukhtar and Kong [236]</td>
<td>●</td>
<td>○</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gosh et al. [237]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Veyrat-Charvillon and Standaert [238]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Choudary and Kuhn [239]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Naija et al. [164]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kasper et al. [102]</td>
<td>●</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tunstall [240]</td>
<td>○</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Burnside et al. [97]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Nomata et al. [241]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bu et al. [145]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>He et al. [242]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sauvage et al. [98]</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Simon and Patel [156]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zhou and Kong [223]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pammu et al. [222]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kar et al. [232]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Danial et al. [140]</td>
<td>●</td>
<td>○</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lellis et al. [189]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Montminy et al. [188]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ravi et al. [129]</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Poggi et al. [244]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wang et al. [114]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>De Mulder et al. [245]</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Soares et al. [246]</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Shah et al. [247]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Maistri et al. [248]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yoshida et al. [133]</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Das et al. [249]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yu et al. [186]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Legend**
- High Relevancy/Applicability
- Medium Relevancy/Applicability
- Low Relevancy/Applicability
- No Relevancy/Applicability

- Computer
- Mobile Device
- Network Device
- Internet of Things Devices
- Integrated Circuit/FPGA/Microcontroller/Microprocessor
- Multiple Devices
- Oscilloscope
- Software Defined Radio
- Yes
- No
Table II Listing and Classification of Included Literature (Grouped by Targeted Device Type), continued

<table>
<thead>
<tr>
<th>Reference</th>
<th>ADS Encryption</th>
<th>DES Encryption</th>
<th>ECC Encryption</th>
<th>RSA Encryption</th>
<th>Other Encryption</th>
<th>Instrumented?</th>
<th>Device Type</th>
<th>EXN Capture</th>
<th>Machine Learning</th>
<th>Deep Learning</th>
<th>Key Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dykolbotn and Snekkenes [250]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>○</td>
<td>✓</td>
<td>-</td>
<td>O</td>
<td>-</td>
<td>-</td>
<td>O</td>
</tr>
<tr>
<td>Abdellatif [138]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>O</td>
</tr>
<tr>
<td>Picek et al. [251]</td>
<td>●</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Callan et al. [252]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>O</td>
</tr>
<tr>
<td>Jiang and Pavlidis [253]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>O</td>
</tr>
<tr>
<td>Pamnu et al. [254]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Won and Bhasin [47]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>O</td>
</tr>
<tr>
<td>Chusseau et al. [125]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ueno et al. [48]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Won and Bhasin [47]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kar et al. [255]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Liu et al. [256]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Le et al. [257]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Schümberger et al. [258]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gandolfi et al. [9]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dehbaoui et al. [127]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Nozaki et al. [154]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hori et al. [183]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ravi et al. [259]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Iyer and Yilmaz [96]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Targeted Device: IoT Devices

<table>
<thead>
<tr>
<th>Reference</th>
<th>ADS Encryption</th>
<th>DES Encryption</th>
<th>ECC Encryption</th>
<th>RSA Encryption</th>
<th>Other Encryption</th>
<th>Instrumented?</th>
<th>Device Type</th>
<th>EXN Capture</th>
<th>Machine Learning</th>
<th>Deep Learning</th>
<th>Key Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mukhtar et al. [100]</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>-</td>
</tr>
<tr>
<td>Das and Sen [124]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>O</td>
</tr>
<tr>
<td>Nomikos et al. [260]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Camurati et al. [115]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Le Bouder et al. [155]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Naiaj et al. [166]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cammarota et al. [261]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tirumaladass et al. [204]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>O</td>
</tr>
<tr>
<td>Sayakkara et al. [262]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sayakkara et al. [4]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Durvaux and Durvaux [209]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>A</td>
</tr>
<tr>
<td>Frieslaar and Irwin [221]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>He et al. [250]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Seykiney and Köse [263]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kang et al. [264]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gunathilake et al. [265]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gunathilake et al. [123]</td>
<td>○</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pamnu et al. [107]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kim et al. [125]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Frieslaar and Irwin [109]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sayakkara et al. [11]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dinou and Kiziviatov [208]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bekasa et al. [199]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tep et al. [118]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lim et al. [122]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Levina et al. [266]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chawla et al. [266]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hutter et al. [122]</td>
<td>●</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Targeted Device: Mobile Devices

<table>
<thead>
<tr>
<th>Reference</th>
<th>ADS Encryption</th>
<th>DES Encryption</th>
<th>ECC Encryption</th>
<th>RSA Encryption</th>
<th>Other Encryption</th>
<th>Instrumented?</th>
<th>Device Type</th>
<th>EXN Capture</th>
<th>Machine Learning</th>
<th>Deep Learning</th>
<th>Key Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haas and Asyu [94]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Genkin et al. [102]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Vasselle et al. [93]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Xiao et al. [113]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chawla et al. [267]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lorenzo et al. [268]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hu, Xiaoyang et al. [200]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Leignac et al. [269]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
### Table
Listing and Classification of Included Literature (Grouped by Targeted Device Type), continued

<table>
<thead>
<tr>
<th>Reference</th>
<th>AES Encryption</th>
<th>DES Encryption</th>
<th>ECC Encryption</th>
<th>EEA Encryption</th>
<th>RSA Encryption</th>
<th>Other Encryption</th>
<th>Instrumented?</th>
<th>Device Type</th>
<th>Machine Learning</th>
<th>Deep Learning</th>
<th>Key Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pan et al. [119]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Goller and Sigl [103]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>○</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Nakano et al. [104]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>○</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Kenworthy and Rohatgi [105]</td>
<td>○</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>○</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Balasch et al. [196]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>○</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Belgarric et al. [198]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>○</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Lisovets et al. [49]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>○</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Yu and Chen [80]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Kumar et al. [192]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Genkin et al. [101]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Tuveri et al. [279]</td>
<td>○</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Nakamura et al. [126]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Yilmaz et al. [185]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Genkin et al. [106]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ding et al. [108]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Khan et al. [271]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wakabayashi et al. [222]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zhou and Standaert [144]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Targeted Device: Computer Devices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yu and Chen [80]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Nordic et al. [192]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Genkin et al. [101]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Tuveri et al. [279]</td>
<td>○</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Nakamura et al. [126]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Yilmaz et al. [185]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Genkin et al. [106]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ding et al. [108]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Khan et al. [271]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wakabayashi et al. [222]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Zhou and Standaert [144]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Targeted Device: Multiple Devices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plos et al. [163]</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>○</td>
<td>○</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Alam et al. [110]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
<tr>
<td>Targeted Device: Network Devices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garcia et al. [223]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>●</td>
<td>○</td>
<td>-</td>
</tr>
</tbody>
</table>