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Our results show that EAMv2 simulated MCS precipitation is largely underestimated in the tropics and contiguous United States. This is mainly attributed to the underestimated precipitation intensity in EAMv2. In contrast, the simulated MCS frequency becomes more comparable to observations if MCSs are defined only based on cloud-top Tb. The Tb-based MCS tracking method, however, includes many cloud systems with very weak precipitation which conflicts with the MCS definition. This result illustrates the importance of accounting for precipitation in evaluating simulated MCSs. We also find that the new physics parameterizations help increase the relative contribution of convective precipitation to total precipitation in the tropics, but the simulated MCS properties are overall not significantly improved. This suggests that simulating MCSs will remain a challenge for the next version of E3SM.
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Key points:

- Simulated MCS precipitation and occurrences are substantially underestimated in E3SMv2 over both tropical and CONUS regions.
- MCS defined by both cloud shield and surface precipitation provides a more stringent assessment on the model capability in simulating MCSs.
- Simulated MCS properties in E3SMv2 are not significantly improved with the new cloud and convection parameterizations developed for E3SMv3.
Abstract

Mesoscale convective systems (MCSs) play an important role in modulating the global hydrological cycle, general circulation, and radiative energy budget. In this study, we evaluate MCS simulations in the second version of U.S. Department of Energy (DOE) Energy Exascale Earth System Model (E3SMv2). E3SMv2 atmosphere model (EAMv2) is run at the uniform 0.25° horizontal resolution. We track MCSs consistently in the model and observations using the PyFLEXTRKR algorithm, which defines MCS based on both cloud-top brightness temperature ($T_b$) and surface precipitation. Results from using $T_b$ only to define MCS, commonly used in previous studies, are also discussed. Furthermore, sensitivity experiments are performed to examine the impact of new cloud and convection parameterizations developed for EAMv3 on simulated MCSs.

Our results show that EAMv2 simulated MCS precipitation is largely underestimated in the tropics and contiguous United States. This is mainly attributed to the underestimated precipitation intensity in EAMv2. In contrast, the simulated MCS frequency becomes more comparable to observations if MCSs are defined only based on cloud-top $T_b$. The $T_b$-based MCS tracking method, however, includes many cloud systems with very weak precipitation which conflicts with the MCS definition. This result illustrates the importance of accounting for precipitation in evaluating simulated MCSs. We also find that the new physics parameterizations help increase the relative contribution of convective precipitation to total precipitation in the tropics, but the simulated MCS properties are overall not significantly improved. This suggests that simulating MCSs will remain a challenge for the next version of E3SM.
**Plain Language Summary**

Mesoscale convective systems (MCSs) are one of the largest forms of deep convective storms, which play an important role in the earth system. It is imperative for global climate models to reasonably simulate the MCS properties. This study aims to evaluate the simulated MCS properties in the second version of U.S. Department of Energy (DOE) Energy Exascale Earth System Model (E3SMv2). We utilized two different approaches to define and track MCSs in the model and observations for consistent comparisons. Our results show that the E3SMv2 model underestimates MCS precipitation in the tropics and contiguous United States regions. The too weak precipitation intensity is the primary reason for this MCS precipitation bias. The simulated MCS number becomes more comparable to the observations when precipitation features are not included in the MCS definition. However, many cloud systems with precipitation characteristics not associated with MCSs are falsely included. Therefore, this comparison illustrates the importance of accounting for precipitation features in evaluating simulated MCSs. In addition, by examining the impact of new physics parameterizations that are developed for the next generation of E3SM model on the MCS simulation, we find simulating MCSs will remain a challenge for the next version of E3SM model.
1. Introduction

Mesoscale convective systems (MCSs) are the largest form of cumulonimbus cloud aggregates that cover a horizontal scale of hundreds of kilometers with lifetimes that can last more than 24 hours (Houze et al., 2004, 2018). Observations show that MCSs are ubiquitous over the tropics (Nesbitt et al., 2006; Yuan & Houze, 2010) and contribute to more than 50% of total precipitation in the tropical region (Nesbitt et al., 2006; Feng et al., 2021a), as well as over the Great Plains east of the Rocky Mountains in the contiguous United States (CONUS) region (Feng et al., 2016; Haberlie & Ashley, 2019). MCSs contain both active convective towers and extensive stratiform clouds, which differentiates them from ordinary convective storms (Houze et al., 2018). The presence of robust stratiform anvil clouds and precipitation in MCSs produce top-heavy heating profiles that impact global circulations (Schumacher et al., 2004) and feedback on the evolution of MCS lifecycle (Yang et al., 2017, 2023). Using long-term observations over the past decades, the frequency and intensity of springtime MCSs are found to increase in the central U.S., which is associated with a strengthening of the southerly low-level jet and associated moisture transport in the Central and Northern Great Plains (Feng et al., 2016; You & Deng, 2023). Such an increase in MCS frequency and intensity also suggests a potential future increase in extreme rainfall occurrence in the warming climate (Prein et al., 2017). Therefore, MCS plays an important role in the global hydrological cycle, large-scale state environments, and global energy budget.

To better understand the changes of MCSs in the future climate, it is imperative to accurately represent their key characteristics in regional and global climate models. However, there are large uncertainties in current numerical models with respect to the representation of essential cloud processes associated with MCS formation and development (e.g., Fan et al.,
This is particularly true for conventional general circulation models (GCMs) with a coarser horizontal resolution and convective parameterizations to simulate the multiscale interactions in MCSs (Feng et al., 2021b; Hsu et al., 2023). For GCMs that participate in the Coupled Model Intercomparison Project Phase 5 (CMIP5), most models simulate a severe underestimation of summertime precipitation over the central U.S. (Lin et al., 2017; Mueller & Seneviratne, 2014), which is a longstanding issue that is believed to be associated with the failure to capture strong precipitation events produced by MCSs (Klein et al., 2006; Van Weverberg et al., 2018; Xie et al., 2019; Zheng et al., 2019). However, low-resolution GCMs are computationally efficient tools currently used in century-long climate projections and to understand changes in global convection and cloud properties under future climate scenarios. Therefore, it remains important to understand and improve the representation of convection and MCS processes in GCMs with coarser horizontal resolutions.

Previous studies show that GCMs can simulate MCSs that are comparable to observations at ~50 km horizontal resolution on the global scale. Dong et al. (2021) compared the characteristics of tropical MCSs using high resolution (~50 km) Geophysical Fluid Dynamics Laboratory (GFDL) AM4 model (C192AM4, Zhao, 2020) with a comprehensive long-term observational dataset. They showed that the spatial distribution of MCSs as well as the seasonality and interannual variability of MCS frequency over different land and oceanic regions are reasonably simulated. Dong et al. (2023) additionally suggested that the spatial distribution and seasonality of genesis frequency of MCSs during spring to early summer are also broadly in agreement with observations over the central U.S. However, the identified MCSs in these two studies are purely based on the cloud-top brightness temperature ($T_b$) data (Huang et al., 2018).

More recently, a new MCS tracking algorithm has been developed that uses both $T_b$ and surface
precipitation characteristics (Feng et al., 2023). By comparing the difference in tracked MCSs using the two approaches on the global scale, Feng et al. (2023) found that the $T_b$-only tracking method produces more MCS occurrences in the midlatitudes compared with the $T_b$ and precipitation method. The false MCS identification by the $T_b$-only method is related to cloud systems that have long lifetime and cover a large area but generate very low surface precipitation intensity. These cloud systems are more likely to mainly contain stratiform-type precipitation associated with synoptic systems which is inconsistent with the typical MCS precipitation characteristics. Therefore, combining both $T_b$ and precipitation features to track MCS should be more accurate in terms of capturing the essential MCS characteristics.

This more advanced MCS tracking algorithm has been used in Wang et al. (2021) to evaluate the simulation of MCS in the Department of Energy’s Energy Exascale Earth System Model version 1 (E3SMv1) (Golaz et al., 2019). Wang et al. (2021) found that the E3SM atmosphere model (EAMv1) (Rasch et al., 2019; Xie et al., 2018) can reasonably capture the observed spatial pattern of spring season total precipitation in the CONUS region with a regional refined model (RRM) setup featuring 0.25° model resolution over the CONUS (Tang et al., 2019). However, the model greatly underestimates heavy precipitation over the southern states in the CONUS, and thus underestimates the MCS precipitation and MCS occurrences compared to the observations. Similar underestimation in MCS precipitation was found in the central U.S. and Indo-Pacific region when evaluating the global 0.25° E3SMv1 results (Xie et al., 2020). In addition, the underestimation of MCS precipitation still exists over the CONUS in summertime, even though a cloud resolving model is coupled in E3SMv1 using the super-parameterization approach (Lin et al., 2022), which suggests the deficiencies in model capability to simulate MCS events in E3SMv1.
The second version of E3SM along with its North American RRM version has recently been released (Golaz et al., 2022; Tang et al., 2023). E3SMv2 includes minor improvements in its physics parameterizations but with significantly retuned cloud and convection related parameters. For its updated physical parameterizations, a new convective trigger described in Xie et al. (2019) is implemented in E3SMv2 to improve its simulation of precipitation and its diurnal cycle (Golaz et al., 2022; Tang et al., 2022; Tao et al., 2022, 2023). The new trigger and the re-adjusted model parameters have also led to considerable improvements in the cloud simulation compared to E3SMv1 (M. Zhang et al., 2022, 2023; Y. Zhang et al., 2023; Qin et al., 2023). In this study, we perform a comprehensive evaluation of E3SMv2’s capability to simulate MCS by using the MCS tracking algorithm developed in Feng et al. (2023). To make the model resolution more relevant to the horizontal scales of MCS, the global 0.25° horizontal resolution is used in this study for a global MCS evaluation. In addition, a new set of cloud and convection parameterizations that are developed for the third version of E3SM (E3SMv3) is also tested in this study to examine their impacts on the simulated MCS. To demonstrate the impact of different MCS tracking methods on the model evaluation, we apply both the T_b-only tracking and combined T_b and surface precipitation tracking in our evaluations.

The paper is organized as below. Section 2 introduces the default model physics parameterizations in E3SMv2 and the new convection and cloud microphysics parameterizations that are developed for E3SMv3. Observational dataset used for the model evaluation and the MCS tracking method are also described in this section. Section 3 discusses the E3SMv2 model evaluation results, the impact of different MCS tracking methods on the global scale and over the CONUS region, and the impact of new physics parameterizations on the MCS simulation. The summary and discussion are provided in section 4.
2. EAMv2, numerical experiments, observations, and MCS tracking

2.1. EAMv2 model

EAMv2 features a few notable changes in the atmospheric physics and significantly recalibrated tuning parameters compared to EAMv1 (Golaz et al., 2022). Specifically, the dCAPE_ULL convective trigger described in Xie et al. (2019) was implemented in the deep convection scheme (Zhang & McFarlane, 1995, ZM hereafter) in EAMv2 to improve the simulated precipitation and its diurnal cycle. The new convective trigger combines the dynamical Convective Available Potential Energy (CAPE) (dCAPE) trigger developed in Xie and Zhang (2000) to prevent CAPE from being released simultaneously after its generation and the Unrestricted air parcel Launch Level (ULL) method described in Wang et al. (2015) to allow convective instability to be detected above the boundary layer for elevated nocturnal convections. In addition, a new linearized ozone scheme is used for stratospheric ozone (Tang et al., 2021). The treatments of other physical processes are the same as in EAMv1, which include the Cloud Layers Unified by Binormals (CLUBB, Golaz et al., 2002; Larson, 2017) parameterization for shallow convection, cloud macrophysics, and boundary layer turbulence; the second version of Morrison and Gettelman (MG2, Gettelman & Morrison, 2015; Gettelman et al., 2015) cloud microphysics; the four-mode Modal Aerosol Model (MAM4, Liu et al., 2016; Wang et al., 2020), and the gravity wave parameterization following Richter et al. (2010) with updated treatments (Beres et al., 2004; Richter et al., 2019). In addition, significant re-adjustments were made to a number of parameters used in cloud microphysics, CLUBB, and deep convection schemes to improve the cloud and precipitation simulation and cloud radiative forcing (Ma et al., 2022). In this study, we run EAMv2 at 0.25° horizontal resolution globally.
with a 900 second time step. Note that this 0.25° horizontal resolution model configuration is not officially supported. However, the cloud and precipitation climatology remains reasonable in our model validation compared with the standard low resolution version of E3SMv2. Thus, it is suitable for this study.

2.2. Numerical experiments

2.2.1. Simulation setup

In this study, EAMv2 is run at a global uniform 0.25° horizontal resolution from 2004 to 2009. The sea surface temperature and sea ice are prescribed by weekly observational data from the National Oceanic and Atmospheric Administration (NOAA) Optimum Interpolation Sea Surface Temperature version 2 (OISST v2) product (Huang et al., 2021). The model simulation results between 2005 and 2009 are used for the MCS evaluation with the first-year results discarded for model spin-up. Hourly outputs of global surface precipitation flux and outgoing longwave radiation are saved and used for the MCS tracking. The MCS tracking approach is introduced in Section 2.4.

2.2.2. Sensitivity tests with cloud and convection physical parameterizations

To examine the impact of model physics on the simulation of MCS, we perform a set of sensitivity experiments with different cloud and convection parameterizations developed for the next version of E3SM atmosphere model (i.e., EAMv3). One of the major developments is the use of predicted particle properties (P3) cloud microphysics scheme (Milbrandt & Morrison, 2016; Milbrandt et al., 2021; Wang et al., 2021) to replace the MG2 stratiform cloud microphysics that was used in EAMv1 and EAMv2. Convective cloud parameterizations
received several significant updates during the model development. First, the two-moment
convective cloud microphysics parameterization (Song & Zhang, 2011; Song et al., 2012) is
implemented to more physically represent the evolution of convective cloud hydrometeors and
their interactions with large-scale stratiform clouds and aerosols. Second, the multiscale coherent
structure parameterization (MCSP, Chen et al., 2021; Moncrieff et al., 2017; Moncrieff, 2019) is
introduced to simulate the physical and dynamical effects of organized convection that are
currently missed in EAMv2. Third, a cloud base mass flux adjustment described in Song et al.
(2023) is incorporated into the ZM scheme to improve the coupling of deep convection and its
associated large-scale environment. In this study, we perform four sensitivity experiments to
examine their individual impacts from all four new features. The control run with the default
EAMv2 and the sensitivity tests are summarized in Table 1. Below, we provide more details on
the tested new parameterizations.

1) P3 microphysics

P3 is a new bulk cloud microphysics scheme that represents the evolution of physical
properties of various hydrometeors in space and time (Milbrandt & Morrison, 2016; Milbrandt et
al., 2021). Unlike the MG2 cloud microphysics scheme used in the default EAMv2 model which
artificially defines separate hydrometeor categories for different ice species, P3 represents the
evolution of ice particle properties from ice crystals to snow and rimed particles (e.g., graupel)
by prognosing rimed mass and volume. This method avoids the impact of artificial separation of
ice species on the simulation of ice particle microphysical processes, thus improving the
representation of physical evolution of ice particles in the model. Considering rimed particles,
which is important for MCS precipitation, is another advantage of P3 compared with MG2, in
which only cloud ice and snow are considered. The current P3 implemented in E3SM is two-moment, which prognoses the total ice mass mixing ratio and ice number concentration with the predicted ice mass from riming growth and the rimed volume to track the particle growth processes (Wang et al., 2021). Note that the single ice category is used in E3SM, meaning that there is only one single type of ice particle predicted at a given time in one model grid. For liquid phase hydrometeors, a two-moment bulk scheme is used to prognose the mass mixing ratio and number concentration of cloud droplet and rain drop in their evolution. By comparing P3 with the default MG2 cloud microphysics EAMv1 RRM simulation, Wang et al. (2021) showed that P3 microphysics greatly improves the simulation of precipitation statistics over the CONUS region. The higher hourly rain rate simulated by P3 results in 20% more MCS occurrence and stronger total MCS precipitation than MG2, which agrees better with the observations.

2) Convective cloud microphysics

The convective cloud microphysics developed by Song and Zhang (2011) prognoses the mass mixing ratio and number concentration of cloud droplet, cloud ice, rain, and snow in the ZM parameterization. Cloud microphysical processes including autoconversion, collection between hydrometeor species, self-collection, freezing, ice nucleation, droplet activation, and sedimentation are represented to simulate the evolution and interaction between different hydrometeor species. Previous studies showed that this convective cloud microphysics scheme enables a more accurate convection and precipitation simulation (Song et al., 2012). The interactions between convective clouds and aerosols and large-scale clouds are also better represented in the model, in particular, the aerosol impacts on convective clouds can be examined in GCMs with this new convective cloud microphysics.
3) MCSP

To account for the important mesoscale heating associated with convective organization, Chen et al. (2021) implemented the MCSP parameterization (Moncrieff et al., 2017; Moncrieff, 2019) in E3SM. The MCSP simulates the heating effects of the slantwise overturning structure typically organized by MCSs. The heating component of MCSP contains a temperature tendency of multiscale convective systems that is added to the temperature tendency simulated by the existing ZM parameterization. The heating profile is represented as a top-heavy second baroclinic normal mode and its amplitude is a function of the vertically averaged convective heating induced by the convective parameterization. Chen et al. (2021) showed that the MCSP improves the representation of the Madden-Julian Oscillation (MJO) and reduces the precipitation biases over the tropical Pacific region in E3SMv1.

4) Cloud base mass flux adjustment

To represent the dynamical effects of large-scale vertical motion on the convection development, model simulated cloud base mass flux adjustment is introduced in EAMv2 (Song et al., 2023). The cloud base mass flux is adjusted by subtracting the grid-scale pressure vertical velocity at the PBL top from the cloud base mass flux determined in the CAPE closure in the ZM scheme. In this case, the moisture transported through the PBL top by large-scale vertical motion becomes fully available for the convective cloud development. As simulated convection is directly modulated by the large-scale dynamical circulation, such a cloud base mass flux adjustment enables the ZM scheme to better represent convection generation in the low-CAPE environment. Song et al. (2023) indicated that the cloud base mass flux adjustment substantially
improves the climate variability across multiple scales, from the precipitation diurnal cycle to the MJO.

2.3. Observations

The observational dataset used to evaluate global MCS properties are the NASA Global Merged IR V1 infrared T\textsubscript{b} product (Janowiak et al., 2017) and the Global Precipitation Measurement (GPM) Integrated Multi-satelliteE Retrievals (IMERG) V06B precipitation data (Huffman et al., 2019a, 2019b, 2019c). The global T\textsubscript{b} data are derived from geostationary satellites that cover the region between 60°S-60°N latitudes at 4 km pixel resolution. The IMERG precipitation is estimated from various precipitation-relevant satellite passive microwave sensors at 10 km horizontal resolution. The hourly global T\textsubscript{b} and precipitation satellite observational datasets are regridded to 0.25° (~25 km) horizontal resolution to match the model grid spacing. Over the CONUS region, in addition to the coverage of satellite T\textsubscript{b} and precipitation observations, radar reflectivity from the National Weather Service Next-Generation Radar (NEXRAD) and the Stage IV multi-sensor precipitation datasets are also available. Following Feng et al. (2019), the NEXRAD radar reflectivity data, the Stage IV precipitation estimates, and the Merged IR V1 infrared T\textsubscript{b} product are combined to derive the MCS tracking product (Feng, 2019). Note that the original horizontal resolution of this MCS product over the CONUS is 4 km. Same as the global satellite MCS data, this radar and rain gauge observation dataset is also regridded to 25 km, consistent with the model simulations. The MCS products from 2005 to 2009 are used to evaluate EAMv2 model simulations. Table 2 summarizes the observational datasets used for the MCS tracking in this study.
2.4. MCS tracking method

This study uses the PyFLEXTRKR (Python FLEXible object TRacKeR) software package (Feng et al., 2022) to identify and track the time evolution and spatial distribution of MCS and calculate the statistics of MCS properties in the observation and EAMv2 model simulations. PyFLEXTRKR (Feng et al., 2023) is a flexible atmospheric feature tracking software package with specific capabilities to track MCS features based on \( T_b \) and precipitation characteristics. Note that the EAMv2 model outputs the outgoing longwave radiation (OLR) instead of \( T_b \). To consistently define simulated MCS as the observations, OLR is converted to \( T_b \) in PyFLEXTRKR following the empirical method by Yang and Slingo (2001).

The detailed workflow for tracking MCSs is described in Feng et al. (2023). The first step of MCS tracking is to identify the cold cloud system (CCS) associated with deep convective events in the observation and model simulations. The CCS is detected by iteratively growing a cold cloud core with \( T_b < 225 \) K outwards to 241 K. After each CCS segments are defined, if the CCS from two consecutive time steps (1 hour apart) overlaps for more than 50% of their area, the CCS pairs are linked to track their temporal evolution. Along the CCS temporal evolution, if the CCS area exceeds \( 4 \times 10^4 \) km\(^2\) and the duration of CCS is longer than 6 hours, the track is then considered as MCS. This \( T_b \)-based MCS definition is similar to that used in Dong et al. (2021, 2023) for the GFDL C192AM4 model evaluation, although their MCS tracking method (Huang et al., 2018) was based on the thresholds of \( T_b \) and a minimum area coverage. In additional to the \( T_b \)-defined MCS, PyFLEXTRKR has an option to further consider surface precipitation characteristics as an additional criterion for defining MCSs. For the MCS tracking with precipitation, precipitation feature (PF) statistics are calculated over the regions where
precipitation rate is greater than 0.5 mm hr$^{-1}$ underneath the CCS. Calculated PF statistics include PF centroids, area, major axis length, mean and maximum rain rate, rain rate skewness, and total and heavy rain volume. Three PF parameters are used to identify and track robust MCSs, which are the PF area, PF mean rain rate, and PF rain rate skewness. If these three PF parameters of a CCS track exceed their corresponding thresholds, that track is defined as a robust MCS. The corresponding tunable threshold values follow a linear function of duration when the largest PF major axis length is greater than 100 km. In the following discussion, if not explicitly mentioned, we refer “MCS” as the MCSs detected by the combined method using both $T_b$ and surface precipitation. Table A1 lists all the parameters used in the MCS tracking and sampling. Note that these tunable parameters are sensitive to the data resolution, particularly for the thresholds related to precipitation. We adjusted these thresholds based on the previous work that matched MCS tracking statistics between coarse resolution (0.25°-0.5°) and high resolution (0.04°) datasets over the CONUS region (Feng et al., 2021b). More details of the tracking method can be found in Feng et al. (2023).

In this study, our evaluation primarily focuses on the robust MCSs defined with both $T_b$ and precipitation. MCSs defined by the $T_b$-only method are also examined to demonstrate the impact of different MCS tracking approaches on evaluating the model capability in capturing MCS properties, which helps explain the differences between the current study and previous literatures relevant to the MCS evaluation in GCMs (e.g., Dong et al., 2021, 2023; Hsu et al. 2023).

3. Results
3.1. MCS simulated in EAMv2
3.1.1. Global MCS

We evaluate the global MCS properties simulated with the default EAMv2 model physics against observations. Figure 1 compares the global spatial distribution of annual mean total and MCS precipitation amount between 60°S and 60°N. For total precipitation, the default EAMv2 model reasonably simulates the large precipitation amount along the intertropical convergence zone (ITCZ) region. Precipitation in the South Pacific convergence zone (SPCZ) is also comparable to the IMERG observation. However, simulated total precipitation in the tropical Indian Ocean and the Maritime Continent region is underestimated by ~30% in EAMv2 (Figure 2a). Over the Amazon region, the model also slightly underestimates total precipitation compared to the observation, but strong precipitation peaks are found in the coastal region of Colombia near the equatorial eastern Pacific Ocean. In terms of the MCS precipitation (Figures 1c and 1d), observations show that MCSs greatly contribute to the total precipitation in the tropics. Observed MCS precipitation well co-locates with the spatial patterns of total precipitation occurrences, where the ITCZ, SPCZ, tropical Indian Ocean, and Maritime Continent regions have the largest MCS precipitation amount. In EAMv2, it is encouraging that the spatial distribution of simulated MCS precipitation is overall reasonably simulated. For example, simulated MCSs are dominant over the ITCZ, SPCZ, and tropical Indian Ocean. However, the simulated MCS precipitation amount is underestimated by more than 60% compared to the observation (Figure 2b). The underestimation is most substantial over the Maritime Continent and tropical Indian Ocean, while the underestimation is also noticeable over the tropical lands (e.g., Africa and Amazon) and midlatitude storm tracks.

We note that earlier literatures stated that GCMs at 50 km horizontal resolution can reasonably capture observed MCSs in the tropics (Dong et al., 2021), which seems to be
inconsistent with our current analysis. One possible reason for this is a different MCS tracking
method used in Dong et al. (2021), which only used $T_b$. To understand the impact of different
MCS tracking methods on the GCM evaluation, we additionally show the MCS precipitation
defined only using $T_b$ in both observation and EAMv2 (Figures 1e and 1f) and the MCS
precipitation amount difference between two definitions (Figures 2d and 2e). Compared with the
MCS precipitation defined with $T_b$ and precipitation, Figure 2c indicates that the low bias of
MCS precipitation is slightly alleviated using the $T_b$-only tracking method. The larger MCS
precipitation from MCSs defined with $T_b$ are more noticeable over the tropical land areas (e.g.,
Africa, Amazon, and Maritime Continent) and to a lesser degree over midlatitude storm tracks
(Figure 2e). On the other hand, the precipitation difference between two MCS tracking methods
is substantially smaller for the IMERG observation, particularly in the tropics. The small impact
from MCS tracking method on the observed MCS precipitation suggests that the mesoscale
cloud structures associated with observed MCSs nearly always contain heavy precipitation
features. However, this is not the case for the model. This comparison suggests that using the $T_b$-
only method could possibly overestimate the model’s capability in simulating MCSs.

The contribution of MCS precipitation to total precipitation is evaluated in Figure 3 by
examining the MCS precipitation fraction between EAMv2 and the IMERG data. In the tropics,
the observed annual mean MCS precipitation is found to contribute to up to 90% of total
precipitation, and the largest MCS precipitation contribution is found in the Indo-Pacific region.
This is consistent with previous studies (Nesbitt et al. 2006; Feng et al., 2021a). In contrast, the
default EAMv2 simulated MCS precipitation fraction is significantly lower than observed
(Figure 3e). The simulated MCS precipitation fraction rarely reaches 80%. Using the $T_b$-only
tracking method, the MCS precipitation fraction increases largely in the tropical land (Africa and
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Amazon) and midlatitude storm tracks compared to MCSs defined with combined T_b and precipitation in EAMv2 (Figure 3f). However, the simulated MCS precipitation fraction remains underestimated compared to observations using the T_b-only method.

Figure 4 compares the MCS precipitation frequency between EAMv2 and the observations. The MCS precipitation frequency is calculated as the number of hours MCS precipitation occurred (rain rate > 0.5 mm h^{-1}) divided by total number of hours in the five years period. In the observation, the large MCS precipitation frequency appears in the same regions where observed MCS precipitation is large. There are also relatively high MCS precipitation occurrences in the midlatitude storm track region in the northern hemisphere. Compared to the observations, the EAMv2 simulated MCS frequency is largely underestimated over the tropical Indo-Pacific warm pools and midlatitude regions (Figure 4e). This is consistent with the underestimated MCS precipitation in Figure 2b. However, over the central Pacific Ocean, the simulated MCS occurrence becomes comparable to the observations, while over the tropical eastern Pacific Ocean, EAMv2 shows higher MCS frequency even though its MCS precipitation is slightly underestimated. The overestimated frequency of occurrence could imply either the simulated MCSs occur too frequently, or they are overly long-lived. In addition, simulated MCS precipitation frequency and precipitation amount are both overestimated over the tropical Andes and east African highlands.

To provide more insights on the MCS occurrence, Figure 5 shows the annual mean MCS number in both the model and observation. The MCS number is counted as the number of unique latitude/longitude pairs of each MCS track within a 5° × 10° latitude/longitude grid. The difference between MCS number and MCS frequency (Figure 4) is that the impact of MCS lifetime and area footprint is excluded from the MCS counts in Figure 5. For example, if an MCS
takes a few hours to slowly pass one grid, the MCS number in this grid is counted once but the
occurrence of frequency of MCS is the total number of hours this MCS takes to move over the
grid. In Figure 5, the location of large observed MCS number is overall consistent with those
regions having large MCS frequency and MCS precipitation amount. However, the number of
MCSs defined using both T_b and precipitation in EAMv2 is largely underestimated globally
except over the central Pacific Ocean and SPCZ region (Figure 5e). Such an underestimation of
MCS number suggests that the overestimated MCS precipitation frequency in the tropical eastern
Pacific Ocean (Figure 4e) may be caused by the overly long-lived and/or larger MCSs. Further
analysis shows that the underestimated MCS number is the result of underestimated MCS
genesis in the tropics (not shown).

Consistent with MCS precipitation amount, the T_b-only MCS tracking method results in
a substantial increase in MCS precipitation frequency and MCS number compared to MCSs
tracked using the combined method in EAMv2, particularly over Congo and Amazon (Figures 4f
and 5f). Additional increase in the simulated MCS number in the Maritime Continent, tropical
Indian Ocean, and midlatitude continents are also found, leading to a more comparable MCS
number spatial distribution to the observations. Note that such an increase in MCS frequency and
number is less noticeable for the observations (not shown). Dong et al. (2021) also found that
MCS defined using only T_b well produces the resemblance of observed tropical MCS number in
the GFDL C192AM4 model, where they concluded that GCM is capable of simulating MCS
characteristics at 50 km horizontal resolution. However, our current analysis shows that if
surface precipitation is included in the MCS tracking to sample more robust MCSs, it is still
challenging for EAMv2 to simulate MCSs at 25 km horizontal grid spacing.
To further evaluate the MCS characteristics in EAMv2, Figure 6 compares the probability density function (PDF) of simulated and observed MCS properties over the Indo-Pacific region to understand the reasons for the biased MCS precipitation in EAMv2 and the impact of different MCS definitions on MCS evaluation. The choice of Indo-Pacific region is because of (1) the largely underestimated MCS precipitation amount in simulated MCSs; (2) the substantial increase in MCS number between two tracking methods in EAMv2, while the IMERG observation presents negligible difference.

Figure 6 shows that most of the simulated MCS properties differ substantially from the observation for MCSs tracked using combined $T_b$ and precipitation, with the exceptions in the maximum CCS area and maximum PF area. Compared to the observation, EAMv2 simulated MCSs tend to have longer CCS lifetime, warmer minimum cloud-top $T_b$ (i.e., lower convective cloud-top height), and weaker mean rain rate within the PF area. Although the model overestimates the probabilities of total rain volume and heavy rain volume between $10^6$ and $10^7$ kg, the heavy rain ratio (i.e., heavy rain volume divided by total rain volume) in EAMv2 peaks at a lower value (~50%) than the observation (~75%). The lower heavy rain ratio is probably associated with the underestimated convection strength, which is indicated by the large occurrences of warm cloud-top $T_b$ in the model (minimum $T_b$ warmer than 205 K). These warm $T_b$ occurrences suggest the simulated MCS in EAMv2 is less penetrative compared to the observed MCS, implying the issue in representing MCS development in the model physical parameterizations. Moreover, by comparing the PDFs of CCS area and PF area to the PDFs of PF features, it is likely that the weaker precipitation intensity, rather than the areas of convective clouds or surface precipitation, explain the underestimated MCS number (Figure 5) and their associated precipitation (Figures 1-2). This speculation is supported by the fact that in the eastern
Pacific Ocean, where the default EAMv2 better simulates MCS precipitation amount, the PDF of heavy rain ratio tends to peak at ~78% which matches the IMERG observation (~80%) more than any other examined locations (not shown).

For MCSs defined with two different methods, it is shown that the PDFs of MCS properties are nearly identical in the observation over the Indo-Pacific region. The comparable PDFs between MCSs defined with \(T_b\) and combined \(T_b\) and precipitation are also found in other regions (i.e., eastern Pacific Ocean, Africa and Amazon tropical lands, not shown). In other words, the MCS precipitation features are nearly always generated in these mesoscale cloud structures, especially over the tropics. Such a feature indicates the robustness of observed MCS characteristics using the cloud-top \(T_b\) tracking. However, the differences in MCS properties between the two MCS definitions are substantially larger in EAMv2. The largest discrepancies are found in the lifetime minimum \(T_b\) and heavy rain volume ratio. For example, while the minimum \(T_b\) of MCSs defined using combined \(T_b\) and precipitation peaks at ~198 K, which is comparable to the observation, the largest occurrence of minimum \(T_b\) for MCSs defined with \(T_b\) locates at ~215 K, suggesting cloud clusters with much weaker convective strength are included. Meanwhile, the largest occurrence for heavy rain volume ratio locates below 5% for MCSs defined with \(T_b\), whereas it is at ~50% for MCSs defined with both \(T_b\) and precipitation. The lower heavy rain ratio from the MCSs defined with \(T_b\) is caused by the more occurrences of weak precipitation under the CCS cloud shields (Figures 6e-6g). These weak precipitation events are more likely to be associated with stratiform-type precipitation rather than convective-type strong precipitation in EAMv2, which is not the characteristics of MCS precipitation as in the observations. The difference in simulated MCS precipitation also impacts the CCS lifetime.
simulation. With the weaker simulated MCS strength, the CCS lifetime is also shorter for MCSs defined with $T_b$ than those defined with both $T_b$ and precipitation.

We note that the simulated precipitation features (i.e., mean PF rain rate, total and heavy rain volume) of tracked MCSs are more comparable between the model and the observation in the Indo-Pacific region for MCSs defined with both $T_b$ and precipitation than the $T_b$-only definition, even though the annual mean MCS number and precipitation rate are substantially underestimated. Although Figure 5 shows that the number of $T_b$-only defined MCSs is overall comparable to the observed MCS number, the use of $T_b$-only method in MCS tracking could include many weak convective events (i.e., suggested by the warm minimum $T_b$ and low heavy rain ratio). The inclusion of these weak convective systems can ultimately result in an underestimation of the severity of MCS extreme precipitation by introducing a severe low bias in the precipitation counted as MCSs.

3.1.2. MCS over CONUS

MCS precipitation was found to contribute more than 50% of total precipitation over the CONUS region and can reach 70% in the central U.S. during the warm season (Feng et al., 2018, 2019). It is therefore imperative for GCMs to accurately simulate MCS precipitation in order to understand and examine the impact of future climate change on MCS precipitation over the CONUS. In this section, both the IMERG satellite precipitation data and the ground-based Stage IV rain gauge measurements are analyzed to address the potential uncertainties in observational datasets.

Figure 7 compares the mean total and MCS precipitation amount from March to August over the CONUS region. Both IMERG and ground-based Stage IV observations indicate that
total precipitation peaks in the central CONUS (i.e., Kansas, Missouri, Oklahoma, and Arkansas). Strong total precipitation is also found in southeast U.S. (i.e., Florida) in both observations. Note that the strong total precipitation in the central U.S. is observed in both boreal spring (MAM) and summer (JJA), while the southeast strong precipitation mainly occurs in the summertime. Due to the higher horizontal resolution (native resolution of 4 km), the ground-based data shows more fine-scale precipitation variability than the satellite data, but the general precipitation patterns and magnitudes are similar in both datasets. For observed MCS precipitation, both datasets present the peak MCS precipitation around the same regions where strong total precipitation occurs in the central U.S. (i.e., the border of Kansas, Missouri, Oklahoma, and Arkansas). Note that the difference between two MCS tracking methods is negligible for observed MCS precipitation amount (Figures 7d-7e and Figures 7g-7h), same as the tropical MCSs.

Compared to observations, the total precipitation peak simulated by the EAMv2 is mostly located in the southeast U.S. and Florida. The simulated total precipitation is overestimated along the southeast coasts, but the model significantly underestimates the strong precipitation in the central U.S. This dry bias in the central U.S. is consistent with earlier studies (Cheruy et al., 2014; Klein et al. 2006; Morcrette et al., 2018; Zheng et al., 2019). With the biased total precipitation amount in EAMv2, simulated MCS precipitation defined with combined T\textsubscript{b} and precipitation is substantially underestimated in the CONUS region. Not only the MCS precipitation magnitude is significantly weaker than the observed MCS precipitation, the spatial coverage of MCS precipitation is also much smaller. Similar to the results from tropical MCS, the MCS precipitation increases largely when using the T\textsubscript{b}-only tracking method, in particular in
the southeast U.S. However, MCS remains significantly underestimated in the central CONUS regardless which tracking method is used.

The biased MCS precipitation in EAMv2 is also reflected in the MCS precipitation frequency over the CONUS (Figure 8). The simulated MCS precipitation frequency defined by \( T_b \) and precipitation is substantially underestimated in the central U.S., while the frequency is comparable to the observations in the southeast U.S. Although the impact of different MCS tracking methods is small for observations, the MCS precipitation frequency is substantially larger for MCSs from the \( T_b \)-only tracking in EAMv2. It is also shown in Figure 8f that the frequency of occurrence of simulated MCSs defined with \( T_b \) becomes largely overestimated in the eastern U.S.

Figure 9 compares the MCS number between EAMv2 and the observations in the CONUS region. It is unsurprising to find the significant underestimation of MCS number in EAMv2 over the entire CONUS when MCSs are defined using the combined method. On the other hand, the impact of MCS definition on simulated and observed MCS number is again consistent with the global MCS number in Figure 5. For example, the MCS number over the CONUS region in both the IMERG and Stage-IV observations remains similar between two definitions (Figures 9a-9b and 9d-9e), but the simulated MCS number from \( T_b \)-only method becomes more comparable to the observation in EAMv2, although the location of MCS number peaks is misrepresented. However, we note that the good agreement is a result of less accurate tracking of MCSs.

The PDFs of MCS properties over the central CONUS region are shown in Figure 10. In general, the statistics of MCS properties are comparable between the two observations. This is the case especially for cloud shield related properties such as CCS lifetime, maximum CCS area,
and minimum cloud-top $T_b$ throughout the lifetime, which implies the small uncertainty in these observed CCS properties in different datasets. On the other hand, larger differences are found in the PDFs of precipitation related properties (i.e., maximum PF area, mean rain rate, rain volume, and heavy rain ratio). For instance, the IMERG data shows larger PF area and higher rain volume, but lower mean rain rate and heavy rain ratio compared to the ground-based measurements, consistent with previous studies (Cui et al., 2020; Zhang et al., 2021; Ayat et al., 2021). Compared to the observations, it is similar to the tropical MCSs that the simulated CCS lifetime is longer than observed (Figure 10a) and the simulated cloud-top minimum $T_b$ is warmer (Figure 10c) over the CONUS region. EAMv2 simulated MCSs contain substantially weaker rain rate (Figure 10e) and lower heavy rain ratio (Figure 10h) than observations. However, different from the tropical region, the simulated maximum CCS area and PF area are larger than both observations (Figures 10b and 10d), which leads to larger total and heavy rain volume within the MCS cloud shields (Figures 10f and 10g) over the CONUS. We note that the biases in rain rate and convective strength (i.e., implied by the minimum $T_b$) are the primary reasons for the underestimated MCS precipitation in the CONUS region.

Figure 10 shows that the differences in observed MCS properties between two tracking methods are again insignificant, similar to the Indo-Pacific region (Figure 6). This indicates the robustness of the MCS tracking methods in identifying warm season MCSs in observations. On the other hand, the statistics of model simulated MCS properties are more sensitive to the MCS definition with precipitation. In contrast to the Indo-Pacific region, all the simulated MCS properties show large sensitivities to the MCS definition. The difference from the Indo-Pacific region exists in the maximum CCS area and PF area, which suggests the impact of MCS definition on CCS identification in the central U.S. But again, the simulated PF characteristics
such as the PF rain rate and heavy rain ratio are significantly weaker for MCSs defined with $T_b$ than the combined method. Note that our analysis suggests that EAMv2 does not show an improvement in simulating MCSs compared to EAMv1, in which the MCS precipitation amount, frequency of occurrence, and number are all underestimated compared to observations from March to May (Wang et al., 2021).

Similar MCS evaluation was made in Dong et al. (2023) to evaluate the GCM (uniform 50 km horizontal resolution) simulated MCS properties in the CONUS region. Based on the MCS samples tracked using only $T_b$, they found that the model well reproduces the spatial distribution of occurrence frequency of MCS and the MCS duration, MCS strength, size, and movement speed. However, given the differences between two MCS tracking methods analyzed in the current study, without considering surface precipitation features in the MCS tracking might lead to different conclusions in the evaluation of model skills in simulating MCSs and associated precipitation characteristics. For example, large-scale predominantly stratiform precipitation associated with synoptical-scale cloud bands (e.g., low pressure or frontal systems) may be included in the sampled MCSs when surface precipitation is not accounted for. Together with the similar findings in the global analysis, our study suggests the importance of including precipitation characteristics in the MCS definition and tracking when evaluating MCS properties in GCMs.

### 3.2. Impact of cloud and convection parameterizations

The previous sections have shown that EAMv2 is not capable of reproducing the observed MCS properties in the tropics and the CONUS region. In this section, we examine four new cloud and convection parameterizations (described in Section 2.2) that are developed for
EAMv3 to see if these new developments will lead to an improvement in the E3SM simulated MCSs. The sensitivity tests on each of the four new features are examined to understand their individual impacts on the MCS simulation. Note that the sensitivity test with all new features combined was also examined. However, because the combined impact of all new features on MCS simulation is dominated by P3 and MAdj, we do not include this sensitivity experiment in this discussion. Based on the MCS evaluation in the earlier sections, we find that the MCS tracking method using only $T_b$ overestimates the model’s capability in capturing MCSs for E3SMv2. Therefore, we focus our discussion on results using the more stringent MCS tracking method with both $T_b$ and surface precipitation in this section.

The spatial distribution of annual mean total precipitation and MCS precipitation differences between EAMv2 sensitivity experiments and the default EAMv2 physics (CTL hereafter) is shown in Figure 11. In general, the impact of these new cloud and convection schemes on the simulated total precipitation is minor over most regions for the MCSP and ZMmicro experiments, but noticeable impacts are found in the sensitivity experiments of P3 and MAdj. For example, using P3 cloud microphysics largely increases the total precipitation simulated over the subtropical western Pacific Ocean and SPCZ compared to CTL, but the total precipitation is decreased in the central and eastern Pacific Ocean and tropical Indian Ocean. Similar effects on total precipitation are also found with the cloud base mass flux adjustment test in the tropical ocean, but the changed precipitation amount is much smaller than P3. Meanwhile, the deep convective cloud microphysics in the ZM scheme only slightly increases tropical total precipitation, and the impact of MCSP is minimal.

Similar impact is seen in the simulated MCS precipitation. For example, P3 largely increases the MCS precipitation in the subtropical western Pacific Ocean while it leads to a
reduction in the Indian Ocean and equatorial central and eastern Pacific Ocean. It is interesting
that MAjd leads to a reduction of MCSs over oceans globally, particularly over the ITCZ and
SPCZ regions. The increased and decreased MCS precipitation due to P3 and MAjd both enlarge
the existing MCS precipitation biases identified in CTL shown in Figure 2. We note that the
reduced MCS precipitation in the ITCZ region is more significant for the MCSs defined using
combined T_b and surface precipitation than the MCSs defined with T_b (not shown). By
examining the PDF of hourly precipitation rate in the tropics where MCS precipitation
substantially increased for P3 (Figures 12e), we indeed find that compared with CTL where
MG2 is used, P3 tends to largely increase the occurrences of heavy precipitation rate (rain rate >
5 mm hr\(^{-1}\)) because of the accounted riming (Wang et al., 2021). The increased heavy
precipitation rate becomes most comparable to observations among all sensitivity experiments.
However, P3 presents less degree of improvement in simulated heavy rain rate compared to CTL
over other regions (Figures 12d). This suggests that the change in simulated MCS precipitation is
primarily driven by the variation in simulated heavy precipitation rate. On the other hand, the
simulated frequency of heavy rain rate is significantly lower in MAjd than CTL. This explains
why MCS precipitation becomes substantially weaker in the tropics in MAjd. The reduced heavy
rain frequency in MAjd is possibly the result of more convection formation in the low CAPE
environment using the new cloud base mass flux adjustment treatment. Both MCSP and
ZMmicro show little impacts on MCS precipitation compared to CTL.

To further diagnose the reasons of model behavior change in simulating tropical
precipitation, Figure 13 shows the global annual mean relative contribution of convective
precipitation to total precipitation in CTL and sensitivity experiments. It is shown in Figure 13a
that the total precipitation is primarily generated by large-scale precipitation in the western
Pacific Ocean and tropical Indian Ocean, while the convective precipitation mainly contributes to the precipitation in the tropical eastern Pacific Ocean. The substantial contribution of large-scale precipitation to total precipitation in CTL is somehow counterintuitive, particularly for the tropical convective systems. It also probably explains the underestimated heavy precipitation in simulated MCSs. In sensitivity experiments, it is interesting to note that both P3 and MAdj largely increase the convective precipitation fractions in the tropics compared to CTL. Although ZMmicro slightly decreases the convective precipitation fraction over the subtropical ocean in the southern hemisphere, the impacts of MCSP and ZMmicro on convective precipitation fraction is overall insignificant in the tropics. In addition, with larger convective precipitation fraction in P3 and MAdj, the occurrences of large convective precipitation rate are also increased compared to CTL (Figures 12c and 12f). However, the magnitude of convective precipitation rate remains lower than large-scale precipitation rate by more than a factor of 5. The increased convective precipitation fraction but the weak convective precipitation from P3 and MAdj suggest that the precipitation formation in convective scheme is likely not strong enough to produce sufficient heavy precipitation to be counted as MCSs, which therefore causes the underestimated MCS precipitation in the model.

Figure 14 shows the individual impacts of new physics features on the total and MCS precipitation simulation over the CONUS region. In general, P3 microphysics tends to further worsen the underestimated total precipitation in the central U.S., except for Arkansas, Louisiana, and Mississippi, while all other three schemes generally show positive effects to increase simulated total precipitation compared to CTL. In terms of the simulated MCS precipitation, although P3, MCSP, and ZMmicro all tend to increase the MCS precipitation rate, the magnitude is too small to have a meaningful impact on the largely underestimated MCS in EAMv2.
In summary, the sensitivity experiments suggest that these newly implemented cloud and convection features are likely not to help improve the simulation of MCS in the next version of E3SM. A higher model resolution (i.e., km-scale) for the model to better resolve heavy precipitation processes for MCSs or the better representation of mesoscale dynamics and physics in cloud and convection parameterizations are needed.

4. Summary and discussion

This study evaluates the MCS simulation in EAMv2 model using uniform high resolution (~0.25°) model configuration. We use the recently developed PyFLEXTRKR MCS tracking algorithm, which considers both cloud-top T_b and surface precipitation to track global MCS evolution and evaluate the statistics of MCS properties simulated in EAMv2 against observational datasets. The MCSs defined purely based on cloud-top T_b, which is commonly used in previous studies, are also examined to understand the impact of different MCS definitions on the MCS evaluation.

In the tropical region, EAMv2 reasonably simulates the total precipitation in the equatorial central and eastern Pacific Ocean, but it underestimates the total precipitation over the tropical Indian Ocean and Maritime Continent region. For the simulated MCS precipitation, EAMv2 largely underestimates the tropical MCS precipitation compared to the observations. The underestimation is more substantial in the tropical Indian Ocean and Maritime Continent, indicating that the dry bias in the total precipitation over the region is primarily due to the lack of MCS precipitation. Simulated MCS precipitation fraction is thus also substantially underestimated. EAMv2 shows that the simulated frequency of occurrence is comparable to the observations in the central Pacific Ocean along the equator, while it substantially underestimates
MCS occurrences in the tropical Indian Ocean and Maritime Continent. The simulated MCS frequency of occurrence in the eastern equatorial Pacific Ocean, on the other hand, is found slightly higher than observations even though the MCS precipitation rate over the region is slightly underestimated. This is because the model CCS lifetime is longer than the observed MCSs.

Over the CONUS region, EAMv2 also substantially underestimates the MCS precipitation rate and MCS precipitation occurrences in the central U.S. in both spring and summer seasons. Note that EAMv2 shows problems in simulating MCSs in both magnitude and location. We find that EAMv2 simulated MCS is dominant in the southeast U.S., but the model significantly misses the MCS occurrence in the central U.S.

Our analysis also shows that the MCS number is substantially higher by using the T_b-only tracking, which includes cloud systems with weak surface precipitation that may not be associated with MCSs. As a result, the MCS precipitation amount and frequency are also largely increased by using the T_b tracking. The largest impact is found in the tropical Africa and Amazon lands and the southeast U.S., where simulated MCS number detected by T_b becomes comparable to the observations. This indicates using the T_b tracking method could overestimate the model’s capability in simulating MCSs. It is thus important to include precipitation characteristics in MCS definition when evaluating MCS properties in GCMs. It also points out that the biases in simulating MCSs in EAMv2 is mainly due to the underestimation of MCS precipitation intensity. Additionally, we also find that the simulated MCS number is slightly increased in the tropics when we reduce the lifetime-dependent tunable PF parameters (i.e., smaller slopes of coefs_pf_area, coefs_pf_rr, and coefs_pf_skew in Table A1) used in the tracking (not shown). This further suggests the sensitivity of simulated MCS number to the
precipitation associated tracking parameters. Compared to the MCS precipitation, the model can reasonably simulate the mesoscale cloud shield structures (CCS area) at 0.25° horizontal resolution.

To examine the impact of model physics on the simulation of MCS, four sensitivity experiments are performed with the new cloud and convection parameterizations that are developed for EAMv3. These include the P3 microphysics, MCSP, convective cloud microphysics, and cloud base mass flux adjustment. Our analysis shows little impact on the simulation of MCSs using these new features at 0.25° horizontal resolution. Only the P3 cloud microphysics scheme presents a notable improvement in the simulated MCS precipitation in the subtropical western Pacific Ocean. This indicates that the MCS simulation will likely remain a challenge in the next version of EAM at the mesoscale resolution. However, it is interesting to note that both P3 and cloud base mass flux adjustment treatment largely increase the convective precipitation contribution to total precipitation in the tropics. This increased convective precipitation fraction is physically more reasonable, but the remaining issue in simulating heavy precipitation in MCSs is likely caused by the insufficient strong precipitation formation in the convective scheme.

Over the CONUS region, P3, MCSP, and deep convective cloud microphysics all tend to enhance the simulated MCS precipitation in the central U.S., but the change is overall minimal. However, we note that Wang et al. (2021) suggested that the use of P3 scheme substantially improves the MCS number and precipitation over the CONUS region in the RRM version of E3SMv1. The minimal impact of P3 based on EAMv2 model configuration tested in this study suggests that the performance of parameterizations could also depend on model configurations and other physics parameterizations used in the model. Furthermore, our results are consistent
with Feng et al. (2021b) who also tracked MCS using both T_b and precipitation feature and found weak MCS precipitation intensity and underestimated MCS number over CONUS in simulations at 25 km and 50 km resolution. Tracking MCS using both T_b and precipitation in the NICAM (Nonhydrostatic ICosahedral Atmospheric Model) simulations at 14 km resolution, Na et al. (2022) also found underestimated MCS number over the CONUS during summer. Without the use of any cumulus parameterizations, the NICAM simulation produced stronger MCS precipitation, smaller precipitation area, and larger cold cloud system than those observed. Both Feng et al. (2021b) and Na et al. (2022) attributed the MCS biases over CONUS to the dry bias in the lower atmosphere. Recent studies suggested that the dry bias in the atmospheric boundary layer could result from biases in land surface models and land-atmosphere interactions (Barlage et al., 2021; Qin et al., 2023). Future direction of improving MCS simulation in E3SM involves both increasing model resolution to better resolve key dynamical processes and improving model physics to better represent MCSs.
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Table 1. Model simulations used in evaluation.

<table>
<thead>
<tr>
<th>Model experiments</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTL</td>
<td>Default EAMv2 model simulation at 0.25° horizontal resolution.</td>
</tr>
<tr>
<td>P3</td>
<td>Based on CTL, including P3 cloud microphysics scheme.</td>
</tr>
<tr>
<td>ZMmicro</td>
<td>Based on CTL, with two-moment cloud microphysics in ZM convection scheme.</td>
</tr>
<tr>
<td>MCSP</td>
<td>Based on CTL, with Multi-scale Coherent Structure Parameterization.</td>
</tr>
<tr>
<td>MAdj</td>
<td>Based on CTL, with cloud base mass flux adjustment treatment in ZM convection scheme.</td>
</tr>
</tbody>
</table>
Table 2. Observations used in evaluation.

<table>
<thead>
<tr>
<th>Data name</th>
<th>Horizontal resolution</th>
<th>Coverage area</th>
<th>Data period</th>
<th>Note for MCS tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASA Global Merged IR V1 infrared $T_b$ product</td>
<td>4 km</td>
<td>60°S-60°N</td>
<td>2005-2009</td>
<td>Used as the $T_b$ data source for both global and CONUS MCS tracking</td>
</tr>
<tr>
<td>GPM Integrated Multi-satelliteE Retrievals (IMERG) V06B precipitation data</td>
<td>10 km</td>
<td>60°S-60°N</td>
<td>2005-2009</td>
<td>Used as surface precipitation data source for global MCS tracking</td>
</tr>
<tr>
<td>NEXRAD radar and Stage IV multisensor precipitation data</td>
<td>4 km</td>
<td>CONUS</td>
<td>2005-2009</td>
<td>Used as surface precipitation data source for CONUS MCS tracking</td>
</tr>
</tbody>
</table>

Note: $T_b$ and precipitation data are regridded to 0.25° (~25 km) horizontal resolution to match the model grid spacing.
Figure 1. Maps of annual mean total precipitation amount (a, b), MCS precipitation amount defined with $T_b$ and precipitation tracking method (c, d), MCS precipitation amount defined with $T_b$ only tracking method (e, f), The IMERG observation is shown on the left while EAMv2 simulation is on the right. Model and observations cover between 2005 and 2009.
Figure 2. Maps of annual mean total precipitation bias (a), MCS precipitation bias defined using $T_b$ and surface precipitation (b), MCS precipitation bias defined using $T_b$ only in EAMv2 compared to the IMERG observation. The MCS precipitation difference between two tracking methods is shown in (d) for the IMERG observation and (e) for EAMv2. The MCS precipitation differences in (d) and (e) are calculated by subtracting $T_b$ and precipitation combined method from $T_b$ only method for tracked MCSs.
Figure 3. Maps of annual mean MCS precipitation fraction defined using $T_b$ and surface precipitation (a, b) and MCS precipitation fraction defined using $T_b$ only (c, d). The IMERG observation is shown on the left and EAMv2 simulation is shown on the right. (e) shows the MCS precipitation fraction bias defined using $T_b$ and precipitation, which is (b) minus (a). (f) shows the MCS precipitation fraction difference between two tracking methods in EAMv2, which is (d) minus (b). The MCS precipitation fraction is calculated by dividing MCS precipitation by total precipitation.
Figure 4. Maps of annual mean MCS precipitation frequency defined using $T_b$ and surface precipitation (a, b) and MCS precipitation frequency defined using $T_b$ only (c, d). The IMERG observation is shown on the left and EAMv2 simulation is shown on the right. (e) shows the MCS precipitation frequency bias defined using $T_b$ and precipitation, which is (b) minus (a). (f) shows the MCS precipitation frequency difference between two tracking methods in EAMv2, which is (d) minus (b). MCS precipitation frequency is defined as the ratio of total hours of MCS precipitation to total hours between 2005-2009.
Figure 5. Maps of annual mean MCS number defined using $T_b$ and surface precipitation (a, b) and MCS number defined using $T_b$ only (c, d). The IMERG observation is shown on the left and EAMv2 simulation is shown on the right. (e) shows the MCS number bias defined using $T_b$ and precipitation, which is (b) minus (a). (f) shows the MCS number difference between two tracking methods in EAMv2, which is (d) minus (b). MCS number is counted as the number of unique latitude/longitude pairs of each MCS track within the $5^\circ \times 10^\circ$ latitude/longitude grids.
Figure 6. The PDFs of (a) cold cloud system lifetime, (b) maximum cold cloud system area throughout the MCS lifetime, (c) minimum cloud top brightness temperature throughout the MCS lifetime, (d) maximum precipitation feature area, (e) mean rain rate within the precipitation feature domain, (f) total rain volume, (g) heavy rain (rain rate $> 2$ mm h$^{-1}$) volume, and (h) heavy rain volume ratio over the Indo-Pacific region. Black lines represent the IMERG observation, and red lines represent the EAMv2 model simulation. Solid lines are for MCSs defined using combined $T_b$ and surface precipitation, and dashed lines are for MCSs defined using only $T_b$. The PDFs are calculated in the Indo-Pacific domain indicated by the green box in panel (d).
Figure 7. Maps of mean total precipitation amount (a-c), MCS precipitation amount defined using combined $T_b$ and surface precipitation (d-f), and MCS precipitation amount defined using only $T_b$ (g-i) from March to August between 2005 and 2009 over the CONUS region. Precipitation observations from the Stage IV precipitation gauge (left) and from the IMERG satellite retrieval (middle) are compared with the EAMv2 simulations (right).
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Figure 8. Maps of mean MCS precipitation frequency defined using combined $T_b$ and surface precipitation (a-c) and MCS defined using only $T_b$ (d-f) from March to August between 2005 and 2009 over the CONUS region. Observations from the Stage IV precipitation gauge (left) and from the IMERG satellite retrieval (middle) are compared with the EAMv2 simulations (right).
Figure 9. Maps of mean MCS number of MCS defined using combined T_b and surface precipitation (a-c) and MCS defined using only T_b (d-f) over the CONUS region. Observations from the Stage IV precipitation gauge (left) and from the IMERG satellite retrieval (middle) are compared with the EAMv2 simulations (right). The MCS number is calculated as the number of unique latitude/longitude pairs of each MCS track within the $1^\circ \times 1^\circ$ latitude/longitude grids from March to August between 2005 and 2009.
Figure 10. Same as Figure 6, but the PDFs are calculated in the central U.S. domain shown in panel (d). Black lines represent observations using ground-based measurements. Blue lines represent the IMERG precipitation data. Black lines represent EAMv2 model simulations.
Figure 11. Maps of annual mean total precipitation rate difference (a-d) and MCS precipitation rate difference defined using combined T_b and surface precipitation (e-h) between 2005 and 2009. (a)-(d) and (e)-(h) are the differences between individual new physics feature (i.e., P3 cloud microphysics, MCSP, convective microphysics scheme in ZM, and cloud base mass flux adjustment) and CTL simulations, respectively. White and red boxes are the areas used to calculate rain rate PDFs in Figure 13.
Figure 12. Probability density functions of hourly total, large-scale, and convective precipitation rates between 2005 and 2009 sampled over the white box domain (a-c) and red box domain (d-f) in Figure 11. The IMERG observation and EAMv2 model simulations with CTL and new physics features are shown.
Figure 13. Maps of annual mean convective precipitation fraction in the default EAMv2 model (CTL) between 2005 and 2009, and the convective precipitation fraction difference (b-e) between individual new physics feature (i.e., P3 cloud microphysics, MCSP, convective microphysics scheme in ZM, and cloud base mass flux adjustment) and CTL simulations, respectively. Convective precipitation fraction is calculated as the contribution of hourly convective precipitation rate to total precipitation rate in the model.
Figure 14. Same as Figure 11, but for the CONUS region from March to August between 2005 and 2009.