Deployment Strategy of Intelligent Omni-surface-assisted Outdoor-to-Indoor Millimeter-wave Communications

Zhiyu Liu¹, Xiaoli Chu¹, David Lopez-Perez¹, and Na Tang¹

¹Affiliation not available

December 27, 2023
Abstract—Intelligent omni-surfaces (IOSs) have been considered for assisting outdoor-to-indoor millimeter-wave (mmWave) communications. Nevertheless, the existing works have not adequately investigated how the number or the deployment locations of IOSs should be optimized for serving multiple indoor users. In this paper, we study IOS-assisted outdoor-to-indoor mmWave communications where IOSs are installed in an exterior wall of a building to refract mmWave signals from an outdoor base station (BS) to indoor users that locate among indoor blockages. Given a fixed total number of refracting elements, we formulate an optimization problem to maximize the downlink energy efficiency of the outdoor BS while satisfying the downlink data rate requirements of the indoor users by jointly optimizing the number, locations and phase shifts of IOSs and the beamforming vectors of the BS. To address the varying dimensionality and the non-convexity of the optimization problem, we decompose it into two subproblems that optimize the IOSs’ phase shifts together with the BS beamforming vectors and the number and locations of IOSs, respectively, and devise successive convex approximation and Continuous Population-Based Incremental Learning-based algorithms to solve them alternately. Simulation results demonstrate that the proposed algorithms can obtain the optimal number and locations of IOSs, resulting in significantly enhanced energy efficiency of the outdoor BS compared to benchmark schemes.

Index Terms—Beamforming, energy efficiency, intelligent omni-surface, deployment, millimeter-wave.

I. INTRODUCTION

Nowadays, with over 80% of mobile data traffic generated or terminated indoors [1], the deployment of indoor small-cell base stations (BSs) for wireless coverage faces challenges. Managing large numbers of indoor BSs and their associated wired or optical backhaul involves high costs and complexity [2]. Moreover, their performance is hindered by inter-cell interference, especially in dense deployment scenarios [3].

To address these issues, outdoor-to-indoor communication utilizing existing outdoor BSs to serve indoor users is gaining prominence as a promising alternative solution to meet indoor mobile service demand [4], [5]. Simultaneously, the rise of millimeter-wave (mmWave) communications is anticipated to play a crucial role in 5G and future 6G mobile networks [6].

Recent studies have focused on outdoor-to-indoor mmWave communications, aiming to mitigate severe penetration losses and attenuations experienced by mmWave signals propagating through walls, windows, or other building materials [2], [7]–[9]. In a relay-aided outdoor-to-indoor mmWave downlink system, as demonstrated in [10], the authors found that it achieves a higher indoor coverage probability compared to systems without relays.

In [2], outdoor-to-indoor penetration losses were addressed by deploying customer premise equipment (CPE), comprising a pair of connected outdoor and indoor units. The outdoor unit, installed on an exterior window or wall, received mmWave signals from an outdoor BS, while the indoor unit down-converted and transmitted them to indoor users. However, the deployment and maintenance of CPE, involving signal frequency conversion and active components, can be costly and power-consuming [2].

In another study [11], the authors focused on maximizing the downlink received signal-to-noise ratio (SNR) by jointly optimizing the active and passive beamforming of both an outdoor and an indoor hybrid reconfigurable intelligent surface (RIS). These RISs sequentially reflect an outdoor mmWave signal to an indoor receiver. Unfortunately, the study did not consider penetration losses through building materials in [11], resulting in signal strength attenuation when reflected by two RISs.

To address the issues mentioned above, intelligent omni-surfaces (IOSs) have been proposed [12], [13]. An IOS is a constructed surface composed of many nearly passive reconfigurable elements. Unlike RISs, an IOS can refract an incident signal while changing its amplitude and phase, making it possible to install IOS(s) on an exterior wall of a building to refract signals from an outdoor BS to indoor users [12].

The authors in [14] designed new IOS elements and arranged them in a hexagonal lattice structure. Simulation results showed that substituting a part of a wall with an IOS can improve the coverage probability for the outdoor-to-indoor mmWave communication system. In [15], simulation results also demonstrated that replacing a part of a concrete wall with an IOS that refracts the mmWave signals from an outdoor BS to indoor users can significantly increase the
coverage probability compared with a relay-aided counterpart. The authors in [16], maximized the downlink received data rate in an IOS-assisted outdoor-to-indoor mmWave cellular network by jointly optimizing the precoding matrices of both the BS and the IOS. Importantly, in [17], results showed that, for a fixed total number of reconfigurable elements, distributing them to multiple small IOSs evenly spaced at the same height on a selected wall resulted in a higher indoor coverage probability than deploying one large IOS on the same wall. This performance gap becomes more evident for higher indoor blockage density and/or a lower SNR threshold. It is worth noting, however, that the number and locations of the IOSs were not optimized in any of these works.

In this paper, we explore an outdoor-to-indoor mmWave communication system, where an outdoor BS transmits mmWave signals to indoor users through multiple IOSs deployed on the exterior wall between the BS and the users, taking into account the impact of indoor blockages. Our goal is to maximize the transmission energy efficiency of the outdoor BS by investigating whether a fixed number of passive elements should be distributed across a large number of small IOSs or centralized in a small number of large IOSs, while maintaining reliable downlink communications for all indoor users.

The contributions of this paper can be summarized as follows:

- We formulate an optimization problem to maximize the transmission energy efficiency of the outdoor BS while ensuring that the downlink data rate of each user remains above a threshold. This optimization problem involves a joint optimization of the number, positions, and phase shifts of the IOSs, as well as the beamforming vectors of the BS. The challenges in solving this problem primarily arise from the intricate coupling of variables, the non-convexity, and the varying dimensionality of the problem. This is distinct from existing works that considered only a single IOS [12]–[16], or where the number or locations of IOSs were not optimized [12]–[17].

- We address the varying dimensionality of the joint optimization problem by decomposing it into two subproblems. The first subproblem involves optimizing the phase shifts of the IOSs and the beamforming vectors of the BS for a given number and locations of IOSs. For this, we devise an Energy Efficiency Maximization (EEM) algorithm to solve the non-convex subproblem by iteratively optimizing the phase shifts of each IOS and the beamforming vector of the BS. The second subproblem involves optimizing the number and locations of IOSs for a given set of phase shifts and beamforming vectors. Leveraging the Continuous Population-Based Incremental Learning (PBILc) algorithm and the developed EEM algorithm, we propose an IOS Locations and Number (IOSLN) Algorithm to iteratively determine the optimal number, locations, and phase shifts of the IOSs and beamforming vectors of the BS, maximizing the BS’s transmission energy efficiency.

- Our simulation results demonstrate that the proposed algorithms identify suitable numbers and deployment locations of IOSs that maximize the energy efficiency of the outdoor BS, while maintaining reliable downlink communications for all indoor users. The results also indicate that, for a fixed total number of reconfigurable elements, the optimized number and locations of IOSs lead to higher energy efficiency of the BS compared to either centralized or evenly distributed IOS deployment. The optimal number of IOSs increases with the number of indoor users, and the optimized IOS locations cluster in a vertical central area of the wall.

The rest of the paper is organized as follows. In Section II, we introduce the system model and the channel model. In Section III, we formulate the BS’s downlink transmission energy efficiency maximization problem and propose algorithms to solve it. Section IV presents simulation results. Finally, we conclude the paper in Section V.

II. SYSTEM MODEL

As shown in Fig. 1, we consider an outdoor-to-indoor mmWave communication system, where an outdoor BS transmits signals to $K$ indoor users through $I$ IOSs deployed on the wall between the BS and the users. The BS is equipped with a uniform linear array (ULA) of $M (>1)$ antennas.

![Fig. 1: An IOS-assisted outdoor-to-indoor mmWave communication system.](image)

The $K$ users are evenly distributed on the floor of a room, which has a length of $L_r$, width of $W_r$, and height of $H_r$ along the x-axis, y-axis and z-axis in Fig. 1, respectively. Each user is equipped with a single directional antenna. The locations of the users are denoted by $q_k = [q_{1k}, \ldots, q_{Kk}]$, where $q_{ik} = (x_k, y_k, z_k)$ is the location of the $k$-th user, and $z_k$ is the $k$-th user’s height that follows an independent uniform distribution from $1$ m to $2$ m. In the room, there are $R$ static blockages that are distributed on the floor following a 2D homogeneous
Poison point process (PPP) with a density of $\kappa$ blockage/m$^2$ [19]. We assume that the blockages are cubes with lengths $L_o = [L_{o1}, \cdots, L_{on}]$, widths $W_o = [W_{o1}, \cdots, W_{om}]$, and heights $H_o = [H_{o1}, \cdots, H_{oo}]$, where the elements of $L_o$ and $W_o$ follow independent uniform distributions from 1m to 2m, and those of $H_o$ in the range $[1.5m, H_i]$. Each IOS contains $N$ elements that form an uniform rectangular array (URA). The locations of the IOSs are denoted by $q_{i,0} = [q_{i1}, \cdots, q_{iN}]$, where $q_i = [q_{i1}, \cdots, q_{iN}]$ contains the locations of the $N$ elements on the $i$-th IOS, $q_{in} = (x_{in}, y_{in}, z_{in})$. For simplicity in optimizing the locations of the IOSs, the location of the central element of an IOS’s array is used to present the location of the IOS, which is denoted by $q_{c} = (x_{c}, y_{c}, z_{c})$ for the $i$-th IOS, $i \in \{1, \cdots, I\}$, with $q_{IOS} = [q_{c1}, \cdots, q_{cE}]$. Each IOS is connected to a smart controller that adjusts its phase shifts and reflection amplitudes via a separate wired link.

A. Channel Model

The channel from the BS to the $i$-th IOS is modeled as a Rayleigh channel, and is denoted by $G_i \in \mathbb{C}^{N \times M}$. The $(m,n)$-th element in $G_i$ denotes the channel between the $m$-th antenna at the BS and the $n$-th element on the $i$-th IOS, and is given by [18]

$$G_{i,mn} = \sqrt{\epsilon} G_{i,mn}^{LoS} + \sqrt{1 + \epsilon} G_{i,mn}^{NLoS}$$

(1)

where $\epsilon$ is the Rician factor, $G_{i,mn}^{LoS}$ and $G_{i,mn}^{NLoS}$ are the LoS and NLoS component, respectively, and $G_{i,mn}$ is given by [18]

$$G_{i,mn}^{LoS} = \sqrt{J_{m}^{BS} J_{i,mn}^{IOS} K_{i,mn}^{A} K_{i,mn}^{D}} e^{-\frac{j2\pi d_{i,mn}}{\lambda}}$$

$$(4\pi)^{\frac{3}{2}} (d_{i,mn})^\alpha$$

(2)

where $J_{m}^{BS}$ and $J_{i,mn}^{IOS}$ are the maximum antenna gain of the $m$-th antenna element at the BS and the maximum antenna gain of the $n$-th element on the $i$-th IOS, respectively, $d_{i,mn} = \sqrt{(x_{mn} - x_{in})^2 + (y_{mn} - y_{in})^2 + (z_{mn} - z_{in})^2}$ is the distance between the $m$-th antenna at the BS and the $n$-th element on the $i$-th IOS, $\lambda$ is the signal wavelength, $\alpha$ is the path loss exponent, $K_{i,mn}^{D}$ and $K_{i,mn}^{A}$ are the normalized radiation pattern of the $m$-th antenna element at the BS in the direction of the $n$-th element on the $i$-th IOS and the normalized radiation pattern of the $n$-th element on the $i$-th IOS in the direction of the $m$-th antenna at the BS, respectively.

The LoS probability of the link between the $n$-th element on the $i$-th IOS and the $k$-th user is given by [15]

$$P_{i,k,n} = Pr[h_{i,k,n} = 1] = \Gamma(z_{kn}) e^{-\frac{\beta d_{i,k,n} + \rho}{\lambda}}$$

(12)

where $\Gamma(H_{i,n})$ is given by

$$\Gamma(H_{i,n}) = \frac{1}{2} \left( 1 + \frac{H_{i,n} - E[H_o]}{H_c} \right)$$

(13)

where $E[H_o]$ is the average height of the blockages, $\hat{d}_{i,k,n} = \sqrt{(x_{in} - x_{kn})^2 + (y_{in} - y_{kn})^2}$ is the horizontal distance between the $n$-th element on the $i$-th IOS and the $k$-th user, and $\beta$ is given by

$$\beta = \frac{2\kappa (E[L_o] + E[W_o])}{\pi}$$

(14)
where $\kappa$ is the density of blockages, $E[L_o]$ and $E[W_o]$ are the average length and width of the blockages, respectively, and $p$ is given by
\[
p = \kappa E[L_o]E[W_o].
\] (15)

B. Downlink data rate

The signal received at the $k$-th user is given by
\[
y_k = \left(\sum_{i=1}^{l} \hat{h}_{ik} \Theta_i G_i\right) w_k s_k + \eta_k
\] (16)
where $k = 1, \cdots, K$, $\Theta_i = \text{diag}\left(e^{j\theta_1}, \cdots, e^{j\theta_N}\right)$ is a $N$-by-$N$ diagonal matrix, $\theta_{in}$ is the refraction phase shift applied by the $n$-th element on the $i$-th IOS, $s_k$ is the information symbol with a zero mean and unit variance (i.e., normalized power) transmitted by the BS to the $k$-th user, $w_k \in \mathbb{C}^{M \times 1}$ is the BS beamforming vector towards the $k$-th user, and $\eta_k$ is the additive white Gaussian noise (AWGN) at the $k$-th user with zero mean and the variance of $\sigma^2$.

The downlink data rate at the $k$-th user is given by
\[
r_k = B \log_2 \left(1 + \frac{\left(\sum_{i=1}^{l} \hat{h}_{ik} \Theta_i G_i\right)^H w_k}{\sum_{j=1, j \neq k}^{K} \left(\sum_{i=1}^{l} \hat{h}_{ik} \Theta_i G_i\right)^H w_j + \sigma^2}\right)
\] (17)
where $B$ is the bandwidth of the BS transmission to a single user.

Letting $\hat{h}_k = [\hat{h}_{1k}, \cdots, \hat{h}_{Kk}]$, $G = [G_1, \cdots, G_l]^H$, and $\Lambda = [\Lambda_1, \cdots, \Lambda_l]^H$, where $\Lambda_i = [e^{j\theta_1}, \cdots, e^{j\theta_N}]^H \in \mathbb{C}^{N \times 1}$, $\Lambda_{in} = e^{j\theta_{in}}$, $\hat{\Theta} = \text{diag}(\Lambda) \in \mathbb{C}^{l \times l}$, the expression of $r_k$ is rewritten as
\[
r_k = B \log_2 \left(1 + \frac{\left(\hat{h}_k \hat{\Theta} G\right)^H w_k}{\sum_{j=1, j \neq k}^{K} \left(\hat{h}_k \hat{\Theta} G\right)^H w_j + \sigma^2}\right).
\] (18)

III. PROBLEM FORMULATION AND SOLUTION ALGORITHMS

A. Problem Formulation

We formulate an optimization problem to maximize the downlink transmission energy efficiency of the BS by jointly optimizing the number and locations of IOSs, the refraction phase shifts of all the IOS elements, and the beamforming vectors of the BS, subject to the constraints on the downlink data rate of each user and the maximum transmission power of the BS, i.e.,
\[
(P1) : \max_{l, q_{\text{IOS}}, \Theta, w_1, \cdots, w_K} \frac{\sum_{k=1}^{K} r_k}{\sum_{k=1}^{K} w_k^H w_k + P_C}
\] (19)
s.t. $C1 : \sum_{k=1}^{K} w_k^H w_k \leq P_T \max$, $C2 : 0 \leq \theta_{in} < 2\pi, \forall i, \forall n$, $C3 : r_k \geq r_{\min, k}, \forall k$, $C4 : I \geq 1$, $C5 : 0 \leq x_c, \leq L_r, \forall i$, $C6 : E[H_0] \leq z_r, \leq H, \forall i$, $C7 : |z_{c_i} - z_{c_j}| \geq d_i, if \ x_{c_i} = x_{c_j}, i \neq j, \forall i, \forall j$.

where $I$ is the number of IOSs and $q_{\text{IOS}}$, contains the locations of the IOSs, $P_T \max$ is the maximum transmit power of the BS, $r_{\min, k}$ is the minimum downlink data rate required of the $k$-th user, $d_i$ is the size of an IOS, and the minimum distance we set between two IOSs to avoid overlapping, $P_C$ denotes the total power consumed by the active transceivers at the BS and by the circuits of the BS and the users, and it is given by [21]
\[
P_C = P_{BS} + N_{TR} P_T + \sum_{k=1}^{K} P_k,
\] (20)
where $P_{BS}$ is the circuit power consumed by the BS, $N_{TR}$ is the number of active transceivers at the BS, $P_T$ is the power consumed by each active transceiver at the BS, and $P_k$ is the circuit power consumed by the $k$-th user.

B. EEM Algorithm

We note that it is hard to solve (P1) directly due to the varying number of variables involved and its non-convexity. Hence, we first study the case with the number $l$ and the locations of IOSs fixed, for which (P1) reduces to
\[
(P2) : \max_{\Theta, w_1, \cdots, w_K} \frac{\sum_{k=1}^{K} r_k}{\sum_{k=1}^{K} w_k^H w_k + P_C}
\] (21)
s.t. $C1, C2, C3$.

Since (P2) is still a non-convex problem and is difficult to solve directly, we decompose (P2) into two subproblems that optimize the IOSs’ refraction phase shifts for given beamforming vectors of the BS and the BS’s beamforming vectors for given refraction phase shifts of the IOSs, respectively.

1) Refraction phase shifts:
For given beamforming vector $w_k, k = 1, \cdots, K$, (P2) reduces to
\[
(P3) : \max_{\Theta, \eta} \sum_{k=1}^{K} \log_2 (1 + \eta_k)
\] (22)
s.t. $C2$
\[
C8 : \eta_k \leq \frac{\left(\hat{h}_k \hat{\Theta} G\right)^H w_k}{\sum_{j=1, j \neq k}^{K} \left(\hat{h}_k \hat{\Theta} G\right)^H w_j + \sigma^2},
\] (22a)
$\forall k \in \{1, \cdots, K\}$,
\[
C9 : \eta_k \geq 2^{-\min, k} - 1, \forall k \in \{1, \cdots, K\}.
\] (22b)
and C9 ensures the minimum rate required of each user. Letting \( \hat{h}_k \Theta G \) \( w_j = \zeta_{kj}^H \Lambda \), where \( \zeta_{kj} = \text{diag} (\hat{h}_k) Gw_j \), C8 can be rewritten as

\[
C8' : \eta_k \leq \frac{|\zeta_{kk}^H \Lambda|^2}{\sum_{j=1,j \neq k}^K |\zeta_{kj}^H \Lambda|^2 + \sigma^2}, \quad \forall k \in \{1, \ldots, K\}.
\]

To deal with the non-convexity of C8', we introduce the auxiliary variables \( \zeta_k \), \( k = 1, \ldots, K \), \( \zeta = [\zeta_1, \ldots, \zeta_K] \), and convert C8' to

\[
C8.1' : |\zeta_{kk}^H \Lambda|^2 \geq \zeta_k \eta_k = \frac{1}{4} \left( (\zeta_k + \eta_k)^2 - (\zeta_k - \eta_k)^2 \right),
\]

\[
C8.2' : \sum_{j=1,j \neq k}^K |\zeta_{kj}^H \Lambda|^2 + \sigma^2 \leq \zeta_k,
\]

By substituting C8.1' and C8.2' into (P3'), we have

\[
(P4) : \max_{\Lambda, \eta, \zeta} \sum_{k=1}^K \log_2 (1 + \eta_k)
\]

s.t.

\[
C8.1', C8.2', C9
\]

\[
C2' : |\Lambda_{in}| = 1, \quad \forall i \in \{1, \ldots, I\}, \quad \forall n \in \{1, \ldots, N\}.
\]

\[
C10 : \zeta_k \geq 0, \quad \forall k \in \{1, \ldots, K\}.
\]

By applying the penalty method, (P4) can be rewritten as

\[
(P5) : \max_{\Lambda, \eta, \zeta} \sum_{k=1}^K \log_2 (1 + \eta_k) + A \sum_{i=1}^I \max_{n=1}^N (|\Lambda_{in}|^2 - 1)
\]

s.t.

\[
C8.1', C8.2', C9, C10
\]

\[
C2'' : |\Lambda_{in}| \leq 1, \quad \forall i \in \{1, \ldots, I\}, \quad \forall n \in \{1, \ldots, N\}.
\]

where \( A \) is a positive constant, and the optimal solution will be achieved when \( |\Lambda_{in}| = 1, \forall i \in \{1, \ldots, I\}, \forall n \in \{1, \ldots, N\} \).

Then, we use successive convex approximation (SCA) to solve (P5) iteratively as follows. In the \( s \)-th iteration, where \( s \geq 1 \), the objective function of (P5) is approximated by

\[
\max_{\Lambda, \eta, \zeta} \sum_{k=1}^K \log_2 \left( 1 + \eta_k^{(s)} \right) + 2A \sum_{i=1}^I \sum_{n=1}^N (\Lambda_{in}^{(s)} - \Lambda_{in}^{(s-1)})^2
\]

where \( 2A \sum_{i=1}^I \sum_{n=1}^N (\Lambda_{in}^{(s)} - \Lambda_{in}^{(s-1)})^2 \) is the first order Taylor polynomial of \( A \sum_{i=1}^I \sum_{n=1}^N (\Lambda_{in}^{(s)} - \Lambda_{in}^{(s-1)})^2 \) at \( \Lambda_{in}^{(s-1)} \), and \( \Lambda_{in}^{(0)} \) is the initial value of \( \Lambda_{in} \).

Although C8.2' is convex, C8.1' is still non-convex. Since both sides of C8.1' are convex and any convex function is globally lower-bounded by its first order Taylor polynomial at any point [22], we approximate both sides of C8.1' by their first order Taylor polynomial at \( \Lambda^{(s-1)}, \zeta_k^{(s-1)}, \) and \( \eta_k^{(s-1)} \) and have

\[
C8.1'' : 2 \Re \left( \zeta_{kk}^H \Lambda^{(s-1)} \right) \left( \zeta_{kk}^H \Lambda^{(s)} \right) - \left| \zeta_{kk}^H \Lambda^{(s-1)} \right|^2 \\
\geq \frac{1}{4} \left[ (\zeta_k^{(s)} + \eta_k^{(s)})^2 - (\zeta_k^{(s-1)} - \eta_k^{(s-1)})^2 \right] \\
+ 2A \sum_{i=1}^I \sum_{n=1}^N \Lambda_{in}^{(s-1)} (\Lambda_{in}^{(s)} - \Lambda_{in}^{(s-1)})
\]

Based on (28) and (29), (P5) can be approximated to the following convex problem:

\[
(P6) : \max_{\Lambda^{(s)}, \eta^{(s)}, \zeta^{(s)}} \sum_{k=1}^K \log_2 \left( 1 + \eta_k^{(s)} \right) + 2A \sum_{i=1}^I \sum_{n=1}^N \Lambda_{in}^{(s)} (\Lambda_{in}^{(s)} - \Lambda_{in}^{(s-1)})
\]

s.t. \( C8.2', C8.1'', C9, C8.2'', C10 \).

Since (P6) is a convex problem, it can be solved, e.g., by dual method [22]. With the optimal \( \hat{\Lambda} \) obtained by solving (P6), we have the optimal \( \hat{\Theta} \).

2) Beamforming vector:

Continuing from the previous subsection, with the \( \hat{\Theta} \) obtained by solving (P6), (P2) reduces to

\[
(P7) : \max_{\tilde{n}_1, \tilde{n}_2, \ldots, \tilde{n}_K} \frac{\sum_{k=1}^K B \log_2 (1 + \tilde{n}_k)}{\sum_{k=1}^K w_k^H w_k + P_C}
\]

s.t.

\[
C1
\]

\[
C11 : \tilde{n}_k \leq \frac{|\tilde{\zeta}_k^H w_k|^2}{\sum_{j=1,j \neq k}^K |\tilde{\zeta}_j^H w_k|^2 + \sigma^2}, \quad \forall k \in \{1, \ldots, K\},
\]

\[
C12 : \tilde{n}_k \geq 2 \min_{\tilde{n}_k} - 1, \quad \forall k \in \{1, \ldots, K\},
\]

where \( \tilde{n} = [\tilde{n}_1, \ldots, \tilde{n}_K] \) contains \( K \) slack variables, and \( \tilde{\zeta}_k = \hat{h}_k \Theta G \).

To deal with the non-convexity of C11, we introduce the slack variable \( \tilde{z}_k > 0, k = 1, \ldots, K \), \( \tilde{\zeta} = [\tilde{\zeta}_1, \ldots, \tilde{\zeta}_K] \), and convert C11 to

\[
C11.1 : \sqrt{\tilde{n}_k} \tilde{z}_k \leq \Re (\tilde{\zeta}_k^H w_k),
\]

\[
C11.2 : \sum_{j=1,j \neq k}^K |\tilde{\zeta}_j^H w_k|^2 + \sigma^2 \leq \tilde{z}_k.
\]
Since $C 11.1$ is still non-convex, we apply SCA to it, i.e., by substituting $\sqrt{\hat{\eta}_k c_k}$ with its first order Taylor polynomial, and in the $s$-th iteration we have

$$C 11.1': \quad \sqrt{\hat{\eta}_k(s) c_k} \cdot w_k(s) H \geq \sqrt{\hat{\eta}_k(s-1) c_k} \cdot w_k(s-1) + \frac{1}{2} \left( \sqrt{\hat{\eta}_k(s-1)} c_k \cdot (\hat{\eta}_k(s) - \hat{\eta}_k(s-1)) \right)$$

Replacing $C 11$ by $C 11.1'$ and $C 11.2$, ($P 7$) converts to

$$P 8: \quad \max_{\eta(s), w_1, \ldots, w_K} \sum_{k=1}^K \log_2 \left( 1 + \hat{\eta}_k(s) w_k H \cdot w_k(s) + P_C \right)
\quad s.t. \quad C 11.1', C 11.2, C 12.$$

We note that ($P 8$) is a convex problem and can be solved by the Dinkelbach method [23].

**Algorithm 1 EEM Algorithm**

**Input:** $\hat{\eta}_k, \forall k \in \{1, \ldots, K\}, G, I, q_t, I, \varepsilon$

**Output:** $\Theta_{\text{opt}}, w_{1, \text{opt}}, \ldots, w_{K, \text{opt}}, E E_{\text{opt}}$

1. Set the iteration index $s = 0$ and initialize $\Theta^{(0)}, w_k^{(0)}$ and $E E^{(0)} \forall k \in \{1, \ldots, K\}$.
2. repeat
3. Update $s = s + 1$.
4. Obtain $\Theta^{(s)}$ by solving ($P 6$).
5. Obtain $w_k^{(s)}, \forall k \in \{1, \ldots, K\}$ by solving ($P 8$).
6. Obtain $EE^{(s)}$ by calculating (21)
7. until $EE^{(s)} - EE^{(s-1)} < \varepsilon$.
8. $EE_{\text{opt}} = EE^{(s)}, \Theta_{\text{opt}} = \Theta^{(s)}, w_{K, \text{opt}} = w_k^{(s)}, \forall k \in \{1, \ldots, K\}$

Based on the above solutions to ($P 6$) and ($P 8$), we propose an iterative algorithm to solve ($P 2$) by solving ($P 6$) and ($P 8$) alternately in each iteration as shown in Algorithm 1, where $\varepsilon$ is a very small positive value used to terminate the iteration. It is not difficult to verify that the introduction of the slack variables does not lose the optimality of the optimization problem, since all the constraints that include slack variables can be met with equality.

The complexity of Algorithm 1 is analyzed as follows. In each iteration of Algorithm 1, the complexity of solving ($P 6$) is $O((2K + IN)^2(4K + IN))$ [24], where $2K + IN$ and $4K + IN$ are the number of variables and the total number of constraints in ($P 6$), respectively; and the complexity of solving ($P 8$) is $O(DQ)$ [23], where $D$ is the number of iterations required by the Dinkelbach method and $Q$ is the complexity per iteration of the Dinkelbach method. The number of iterations required by the SCA to converge in solving ($P 5$) is $O(\sqrt{4K + IN} \log_2 (1/\varepsilon))$ [25], where $4K + IN$ is the total number of constraints in ($P 5$); while the number of iterations required by the SCA to converge in solving ($P 7$) is $O(\sqrt{2K + 1} \log_2 (1/\varepsilon))$, where $2K + 1$ is the total number of constraints in ($P 7$). So, the complexity of Algorithm 1 is $O \left( \log_2 (1/\varepsilon) \left[ \sqrt{4K + IN} (2K + IN)^2 (4K + IN) + \sqrt{2K + 1} DQ \right] \right)$ [20].

**C. IOSLN Algorithm**

For given phase shifts of IOSs and beamforming vectors of the BS obtained by Algorithm 1, ($P 1$) reduces to

$$P 9: \quad \max_{\alpha_{I, I, O_{I, O}}} \sum_{k=1}^K w_k^H w_k + P_C
\quad s.t. \quad C 1.5, C 11.1', C 11.2, C 12.$$

To solve ($P 9$) is to obtain the optimal number and locations of IOSs that maximize the downlink transmission energy efficiency of the BS. To this end, we divide the wall area where the IOSs will be deployed (as defined by $C 5$ and $C 6$) into $\frac{L_r}{d_I}$ columns each of the same length $H_t - E[H_o]$ and width $d_I$, where $\frac{L_r}{d_I}$ is assumed to be an integer for simplicity. This is because $d_I$ is much smaller than $L_r$ and we allow the outermost column at either edge of the wall to be slightly wider than $d_I$. Each IOS is deployed within a column (not across any two columns). More than one IOS is allowed to be deployed in a column. Without loss of generality, if one of the top corners of the wall is assigned the value of 0 and its diagonally opposite corner of the considered wall area is assigned the value of $\frac{L_r}{d_I}$, then all possible IOS-deployment locations on the wall form a continuous range from 0 to $\frac{L_r}{d_I}$ ($E[H_o]$). To obtain the optimal locations of I IOSs for given $I$, we employ the Population Based Incremental Learning for continuous space (PBILc) [26], where a probabilistic model that characterizes a population evolves over generations instead of the individuals in the population. Hence, PBILc is more efficient than traditional evolutionary algorithms such as the genetic algorithm (GA) and particle swarm optimization (PSO).

In the following, we present the PBILc-based IOSLN algorithm to solve ($P 9$). First, we set the number of IOSs $I = 1$ and the iteration index $s' = 1$, and randomly initialize a population of $N_{I, \text{ind}}$ individuals, where $N_{I, \text{ind}}$ is an even number and each individual contains the location(s) of I IOS(s), $q_{I, I, O} = [q_{I, 1}, \ldots, q_{I, s}]$. The initialized location of each IOS follows an independent, identical Gaussian distribution $N(X^{(s')}, \sigma_{X}^{(s')})$, where the initialized mean value $X^{(s')} = \frac{L_r - E[H_o]}{2d_I}$ (i.e., the centre of the considered wall area), and the initialized standard deviation $\sigma_{X}^{(s')} = \frac{L_r - E[H_o]}{4d_I}$. An individual will be discarded and generated again if any two of its IOS locations are in the same column and the distance between them is smaller than $d_I$. Then, Algorithm 1 is used to obtain $w_k_{\text{opt}}, \Theta_{\text{opt}}, k \in \{1, \ldots, K\}$ for each individual and $EE_{\text{opt}}$ is taken as the fitness value of the corresponding individual. The individual with the largest fitness value in the population is identified, and its $w_k_{\text{opt}}, \Theta_{\text{opt}}$ and $EE_{\text{opt}}$
are denoted by \( w_{\text{kopt},I}^{(s')} \), \( \hat{\Theta}_{\text{opt},I}^{(s')} \) and \( EE_{\text{opt}}^{(s')} \), \( k \in \{1, \cdots, K\} \), respectively.

Update \( s' = s' + 1 \), and a new half-population of \( \frac{N_{\text{ind}}}{2} \) individuals are generated by selecting the \( \frac{N_{\text{ind}}}{2} \) individuals of the highest fitness values from the previous population. Next, the mean value of the Gaussian distribution is updated as

\[
X'(s') = (1-\chi)X'(s'-1) + \chi(X_{\text{best}1} + X_{\text{best}2} - X_{\text{worst}}),
\]

where \( \chi \in (0,1) \) is a constant relaxation factor, \( X_{\text{best}1} \) and \( X_{\text{best}2} \) are the mean values of the two individuals with the largest two fitness values in the new half-population, and \( X_{\text{worst}} \) is the mean value of the individual with the smallest fitness value in the new half-population. The standard deviation of the Gaussian distribution is updated as

\[
\sigma_X^{(s')} = (1-\chi)\sigma_X^{(s'-1)} + \chi \sqrt{\frac{\sum_{j=1}^{N_{\text{ind}}} (X_j - X')^2}{\frac{N_{\text{ind}}}{2}}},
\]

where \( X_j \) is the mean value of the \( j \)-th individual of the new half-population, and \( X' \) is the average value of all \( X_j \), for \( j = 1, \cdots, \frac{N_{\text{ind}}}{2} \). Afterwards, another new half-population of \( \frac{N_{\text{ind}}}{2} \) individuals are generated independently following the updated Gaussian distribution. An individual will be discarded and generated again if any two of its IOS locations are in the same column and their distance is less than \( d_I \). The two half-populations form a new population. Then, for each individual in the new population, Algorithm 1 is used to obtain \( w_{\text{kopt},I} \), \( \hat{\Theta}_{\text{opt},I} \) and \( EE_{\text{opt}} \), \( k \in \{1, \cdots, K\} \). The individual that has the largest fitness value among the new population is identified, and its \( w_{\text{kopt},I} \), \( \hat{\Theta}_{\text{opt},I} \) and \( EE_{\text{opt}} \) are labeled as \( w_{\text{kopt},I}^{(s')}, \hat{\Theta}_{\text{opt},I}^{(s')} \) and \( EE_{\text{opt}}^{(s')} \), \( k \in \{1, \cdots, K\} \), respectively.

The above procedures repeat until \( EE_{\text{opt}}^{(s')} - EE_{\text{opt}}^{(s'-1)} < \varepsilon \). Once the iteration terminates, the individual of the largest fitness value among the latest population is identified as the optimal locations of the IOSs, labeled as \( q_{\text{opt},I} \), and its \( w_{\text{kopt},I}^{(s')}, \hat{\Theta}_{\text{opt},I}^{(s')} \) and \( EE_{\text{opt}}^{(s')} \) are labeled as \( w_{\text{kopt},I}^{(s')}, \hat{\Theta}_{\text{opt},I}^{(s')} \), and \( EE_{\text{opt}}^{(s')} \), \( k \in \{1, \cdots, K\} \), respectively. The above iterative algorithm for any given value of \( I \) is ensured to converge when the iteration number is large enough [26].

Update \( I = I + 1 \) and repeat the above procedures until \( EE_{\text{opt}} - EE_{\text{opt}(I-1)} < \varepsilon \). Finally, the value of \( I \) that is associated with the highest value of \( EE_{\text{opt}} \) is identified as \( I_{\text{opt}} \) and its corresponding \( q_{\text{opt},I_{\text{opt}}} \), \( EE_{\text{opt}}^{(s')} \), \( w_{\text{kopt},I_{\text{opt}}} \), \( \hat{\Theta}_{\text{opt},I_{\text{opt}}} \), \( k \in \{1, \cdots, K\} \) return the optimal IOS locations, energy efficiency of the BS, BS beamforming vectors and IOS phase shifts, respectively.

The above IOSLN Algorithm is summarized in Algorithm 2. It has a complexity of \( O \left( \log_2 \left( \frac{1}{\varepsilon} \right) \left[ \sqrt{2K + IN} (2K + IN)^2 (4K + IN) + \sqrt{2K + IDQ} \right] N_{\text{ind}} \sum_{I=1}^{I_{\text{opt}}} N_{PI} \right) \), where \( N_{PI} \) is the number of iterations required for the PBILc to converge for \( I \in \{1, \cdots, I_{\text{opt}}\} \).

**Algorithm 2 IOSLN Algorithm**

**Input:** \( N_{\text{ind}}, \varepsilon, K \).

**Output:** \( I_{\text{opt}}, \frac{q_{\text{opt},I_{\text{opt}}}}{I_{\text{opt}}}, \frac{EE_{\text{opt}}}{I_{\text{opt}}}, \frac{w_{\text{kopt},I_{\text{opt}}}}{I_{\text{opt}}}, \frac{\hat{\Theta}_{\text{opt},I_{\text{opt}}}}{I_{\text{opt}}}, k \in \{1, \cdots, K\} \).

1. Initialize \( I = 0 \) and \( EE_{\text{opt}0} = 0 \).
2. **repeat**
3. Update \( I = I + 1 \)
4. Set the iteration index \( s' = 1 \), and randomly initialize a population of \( \frac{N_{\text{ind}}}{2} \) individuals, where each individual contains \( I \) independent IOS locations, \( q_i \sim N(X(s'), \sigma_X^{(s')}) \), \( i \in \{1, \cdots, I\} \), where \( X(s') = \frac{L}(H - E[H_L]) \) and \( \sigma_X^{(s')} = \frac{\sqrt{\chi K}}{2d_I} \). Run Algorithm 1 for each individual and take \( EE_{\text{opt}} \) as its fitness value.
5. **repeat**
6. Update \( s' = s' + 1 \).
7. A new half-population is formed by the \( \frac{N_{\text{ind}}}{2} \) individuals with the largest fitness values of the previous population.
8. Update \( X(s') \) and \( \sigma_X^{(s')} \) based on (37) and (38), respectively.
9. Generate \( \frac{N_{\text{ind}}}{2} \) individuals independently following \( N(X(s'), \sigma_X^{(s')}) \). The two half-populations to form a new population.
10. Run Algorithm 1 for each individual in the new population. The individual that has the largest fitness value returns \( w_{\text{kopt},I}^{(s')}, \hat{\Theta}_{\text{opt},I}^{(s')} \) and \( EE_{\text{opt}}^{(s')} \), \( k \in \{1, \cdots, K\} \).
11. until \( EE_{\text{opt}}^{(s')} - EE_{\text{opt}}^{(s'-1)} < \varepsilon \).
12. \( w_{\text{kopt},I} = w_{\text{kopt},I}^{(s')}, \hat{\Theta}_{\text{opt},I} = \hat{\Theta}_{\text{opt},I}^{(s')}, EE_{\text{opt}} = EE_{\text{opt}}^{(s')} \), \( k \in \{1, \cdots, K\} \).
13. until \( EE_{\text{opt}} - EE_{\text{opt}(I-1)} < \varepsilon \).
14. \( I_{\text{opt}} = \arg\max \{ EE_{\text{opt}} \} \) and return its \( q_{\text{opt},I_{\text{opt}}}, EE_{\text{opt}}^{(s')} \), \( w_{\text{kopt},I_{\text{opt}}}^{(s')}, \hat{\Theta}_{\text{opt},I_{\text{opt}}}^{(s')} \), \( k \in \{1, \cdots, K\} \) as output.

**IV. SIMULATION RESULTS**

In this section, we present simulation results to evaluate the performance of the proposed algorithms. The simulated system model aligns with the description in Section II, and the parameter values used in the simulation are listed in Table I unless otherwise specified. In the simulations, we compare the performance of Algorithm 2 with three benchmark schemes: (i) an evenly distributed IOS deployment scheme [17], where the IOSs are evenly spaced on the wall at the same height, and the number and height of IOSs are optimized using Algorithm 2; (ii) centralized deployment (i.e., a single IOS) with an optimal location on the wall obtained by Algorithm 2 using \( I = 1 \); and (iii) the case without deploying any RIS. In all compared schemes, the IOSs are deployed on the same wall, as shown in Fig. 1, and the total number \( (IN) \) of elements on IOS(s) is kept constant.

In Fig. 2, we present a plot of the downlink transmission


<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>16</td>
</tr>
<tr>
<td>$N_{TR}$</td>
<td>4</td>
</tr>
<tr>
<td>$P_{TR}$</td>
<td>30dBm</td>
</tr>
<tr>
<td>$P_{BS}$</td>
<td>35dBm</td>
</tr>
<tr>
<td>$P_{T_{\text{max}}}$</td>
<td>35dBm</td>
</tr>
<tr>
<td>$IN$</td>
<td>120</td>
</tr>
<tr>
<td>$\eta_B$</td>
<td>$(−50, 5, 5)\text{m}$</td>
</tr>
<tr>
<td>$K$</td>
<td>40</td>
</tr>
<tr>
<td>$P_k$</td>
<td>10dBm</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>$−85\text{dBm}$</td>
</tr>
<tr>
<td>$B$</td>
<td>1GHz</td>
</tr>
<tr>
<td>$r_{\text{min}}$</td>
<td>5Mbps</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.15 blockages/m$^2$</td>
</tr>
<tr>
<td>$L_r$</td>
<td>10m</td>
</tr>
<tr>
<td>$W_r$</td>
<td>10m</td>
</tr>
<tr>
<td>$H_r$</td>
<td>10m</td>
</tr>
</tbody>
</table>

Fig. 2: Energy efficiency versus the number of users.

energy efficiency of the outdoor BS against the number of users in the indoor environment under consideration. The energy efficiency for all four schemes is observed to decrease as the number of users increases, given that a larger number of users necessitates higher transmit power at the BS. For a specific number of users, the proposed algorithm consistently achieves significantly higher energy efficiency compared to the benchmark schemes. It is noteworthy that the energy efficiency of the BS without deploying any IOS is notably low due to severe penetration losses and attenuations of signal strength at mmWave frequencies.

In Fig. 3, the optimal number of IOSs obtained by Algorithm 2 is plotted against the number of users. The total number of elements of the IOSs is fixed at 360. As the number of users increases, the optimal number of IOSs also increases, albeit at a diminishing rate as the user population grows larger. This trend is attributed to the need for more distributed IOSs to establish LoS links with a larger number of users. However, increasing the number of IOSs while maintaining a fixed total number of elements results in a reduction in the refraction beamforming gain per IOS.

In Fig. 4, we illustrate the optimal locations of the ideal number of IOSs on the wall for different numbers of users, with a total of 360 elements in the IOSs. Observing the figure, it is evident that, for each considered number of users, the optimized IOS locations converge in the vertical central area of the specified wall. This concentration is attributed to the likelihood that IOSs deployed in the vertical central area are more likely to establish LoS links for a greater number of users compared to those deployed on the left or right side of the wall. Furthermore, the outdoor BS’s antenna array is positioned at $(−50, 5, 5)$, facing the center of the wall. Deploying an IOS closer to the center results in a shorter distance from the BS antenna array to the IOS, thereby reducing the path loss of the link. It is noteworthy that some IOSs are deployed above the height of the BS antenna array due to the presence of blockages and the locations of users. In other words, certain
IOSs need to be positioned higher than the blockages to establish LoS links for users obstructed by tall obstacles. In Fig. 5, we depict the transmission energy efficiency of the outdoor BS against the minimum rate requirement of each user. Across all schemes compared, the energy efficiency of the BS decreases as the user rate requirement increases. This trend is attributed to the heightened transmit power needed at the BS to meet the higher minimum rate requirement, resulting in a reduction in energy efficiency. Notably, the proposed algorithm consistently outperforms the other schemes for each considered value of the user rate requirement due to the optimized number and locations of IOSs.

In Fig. 6, we illustrate the transmission energy efficiency of the outdoor BS against the blockage density. Across all considered schemes, the energy efficiency of the BS experiences a decline with increasing blockage density. This decline is attributed to the reduction in LoS links between the IOSs and the users as the blockage density rises. The proposed algorithm outperforms the other schemes significantly due to the optimized number and locations of IOSs, ensuring a larger number of LoS links between the IOSs and the users. The performance gap between the centralized IOS deployment scheme and the proposed algorithm/even deployment scheme becomes smaller for higher blockage densities. This is because, under scenarios of the proposed algorithm/even deployment scheme, the number of LoS links significantly decreases with the increase in blockage density. In contrast, for the centralized IOS deployment scheme, the decrease is slight since many LoS links have already been blocked even for a small blockage density.

In Fig. 7, we present the transmission energy efficiency of the outdoor BS against the total number of elements on the IOSs for the three IOS deployment schemes. Notably, for each scheme, the BS’s energy efficiency increases with the total number of elements on the IOSs, as the channel gain of the IOSs grows with the total number of elements. For a given total number of elements, the proposed algorithm consistently achieves the highest energy efficiency for the BS, followed by the evenly distributed IOS deployment [17]. The centralized IOS deployment (i.e., the proposed algorithm with $I = 1$) achieves the lowest energy efficiency for the BS. This order is attributed to the proposed algorithm having the most LoS links between the IOSs and the users, enhancing the utilization of the increased elements in the IOSs, while the centralized IOS deployment scheme has the fewest LoS links.

V. CONCLUSION

In this study, we explored the dynamics of multiple IOSs in outdoor-to-indoor mmWave communications for multiple indoor users in the presence of indoor blockages. To maximize the transmission energy efficiency of the outdoor BS while
ensuring each user’s downlink data rate surpasses a specified threshold, we introduced the EEM algorithm and the IOSLN algorithm. These algorithms jointly optimize the number, locations, and phase shifts of IOSs, along with the beamforming vectors of the BS. Simulation results demonstrate that the proposed algorithms significantly enhance the downlink energy efficiency of the BS compared to benchmark schemes that either neglect IOS deployment or do not optimize the number or locations of IOSs. The optimized number and locations of IOSs play a crucial role in maximizing LoS links to users. The optimal number of IOSs increases with the number of users, but the rate of increase diminishes as the user population expands. This is attributed to the trade-off, as distributing a fixed total number of refracting elements to an increasing number of IOSs results in a reduced refraction beamforming gain per IOS. Optimal IOS locations concentrate in the vertical central area of the wall. This strategic placement allows central IOSs to create LoS links for more users compared to those on the left or right sides. Additionally, central IOSs are closer to the outdoor BS, which faces the center of the wall. Furthermore, the transmission energy efficiency of the BS exhibits a positive correlation with the total number of IOS elements but experiences decreases with the number of users, user rate requirements, and blockage density. These findings provide valuable insights into optimizing multiple IOSs for efficient outdoor-to-indoor mmWave communications.
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