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Abstract—Automated shuttles that adhere to a fixed line, a so-called virtual rail, exhibit several drawbacks, including restricted flexibility in route selection, compromised passenger safety and comfort from abrupt braking incidents, and the need for safety operator interventions. The "EVA Shuttle" project (EVA) provided an innovative public transport service that bridges the first and last mile using electrical, connected, and automated driving shuttle buses. The leading-edge concept includes breaking free from fixed routes and fixed trajectories. Due to this, the shuttles can cope with challenging scenarios such as narrow streets with parked vehicles on their own. Our shuttles also can dynamically determine new routes for flexible on-demand services to optimize the capacity utilization of the shuttles. In this work, the underlying concepts are presented, and the system will be evaluated using an overall system-oriented fleet test under real conditions in the Test Area Autonomous Driving Baden-Württemberg.

Index Terms—Autonomous vehicles, autonomous buses, smart and intelligent infrastructure, automated driving, public transport

I. INTRODUCTION

The overarching objective in public transportation is to enhance the overall effectiveness and appeal of the entire system. Consequently, a critical aspect involves advancing innovative mobility ideas that address the first and last-mile challenges. Bridging the final gap in public transport can be achieved by employing electric minibusses that operate autonomously, shuttling passengers between their doorstep and the initial public transport node.

To maximize the added value of mobility, efficient orchestration of shuttles on-demand is essential. Our system includes the whole pipeline from the public smartphone booking application (app) to the fleet dispatching of single vehicles. Since waiting time is vital in public transport, the booking system has to utilize the maximum capacity of the shuttles. Ride-pooling of requests in the same area solves this problem. However, the shuttles must maintain high throughput by seamlessly navigating through mixed traffic. Current approaches rely on fixed virtual rails, which result in halted autonomous shuttles and require manual interventions in the presence of obstacles, like parked vehicles alongside the road. The EVA project eliminates the need for virtual rails, granting shuttles the freedom to choose their movement within the boundaries of the road. Since the EVA project pioneers dynamic trajectories on public roads, a new safety concept had to be developed, also considering the target speed of 20 km/h. A multistep software deployment and operator training program was elaborated and implemented to achieve these objectives.

Achieving our ambitious goals required not only advancements in safety but also the integration of state-of-the-art algorithms and methods. Therefore, a comprehensive concept was developed to combine localization, perception, mission management, planning, and execution into a cohesive system. By integrating these key components, we aimed to create a robust and efficient system capable of meeting our objectives.

The overall system is implemented, tested, and evaluated at the Test Area Autonomous Driving Baden-Württemberg (TAF-BW), which enables the usage of a fleet consisting of three automated electric minibusses. The test area provides wide-ranging opportunities, from intelligent infrastructure for connected driving to accessible proving grounds. One of the test areas is Weiherfeld-Dammerstock, a peri-urban region of Karlsruhe in the southwest of Germany. The peri-urban target area presents particular challenges to automated vehicles, as they encounter diverse road users such as cars, cyclists, and pedestrians, narrow streets and changing park-
ing situations. The consortium consisting of Verkehrsbetriebe Karlsruhe GmbH (VBK), Robert Bosch GmbH, TÜV SÜD Auto Service GmbH (TÜV) and ioki GmbH as well as the consortium lead FZI Research Center for Information Technology (FZI) tackled the challenge of providing peri-urban public transport on the first and last mile in the most challenging environment for automated driving.

This article is structured as follows: Following this motivation, we present the state-of-the-art in automated mobility concepts in Sec. II. In Sec. III we focus on the overall concept and the technological steps. Vehicle buildup is described in Sec. III-A, mission management in Sec. III-B, the perception, localization, and environment model buildup in Sec. III-C and last but not least the execution module, which is described in Sec. III-D. Sec. IV presents the results of a 3-month operation period in real traffic. Finally, a summary and research questions that will be pursued in the future form a conclusion in Sec. V.

II. RELATED WORK

A. System-Architecture

Tesla [1] is one of the best-known pioneers in autonomous driving. It just recently announced the removal of the radar sensors from its system that now relies on a camera-only approach. Their self-driving cars navigate city streets without additional three-dimensional maps. For years, Tesla has argued that autonomous vehicles perceive their surroundings by capturing what a human driver would perceive. Since its cars are already equipped with cameras, Tesla argues, it can transform them into autonomous vehicles by gradually improving the software that analyzes and responds to the image received by the cameras.

Waymo [2], on the other hand, focuses on the complete opposite of the Tesla approach. First of all, the sensor setup differs from the camera-only setup. It also uses cameras but complements them with front-facing radar and a surround-view lidar setup. Waymo also uses a global localization approach instead of the relative localization of Tesla. For this, they need a prerecorded map of the environment where the autonomous vehicles will be used. This system is used for an autonomous ride-hailing service in the suburbs of Phoenix. In this area, the roads are wide, pedestrians are few, and rain is rare. But the Waymo vehicles can reach up to 70 km/h under these conditions.

While in the United States, the focus lies on individual transport, autonomous people movers are also researched in Europe, as presented by the SHOW project [3]. In this project, over 69 partners from 13 EU countries “want to promote and evaluate the future transformation of the current city traffic environment and ecosystem to a fully sustainable one driven by automation, electrification, cooperativeness, and inclusiveness” [3]. Most shuttles in SHOW were manufactured by EasyMile or Navya, and designed from the ground up for autonomous driving. This is why the shuttles have no steering wheel and already have built-in sensors. These sensors are enough to drive along a virtual rail and detect obstacles along this way. But they need to meet the classification requirements of the obstacles and redundancy.

To improve this circumstance, the 3F [4] project adapted and refined the sensor technology to suit the vehicle design. To reliably detect obstacles, the consortium installed six lidars and four radar sensors at selected positions around the vehicle, giving it the ability to observe its surroundings from different perspectives. Two Velodyne VLP16s were placed on top of the vehicle with the SLAM-Algorithm in mind. These elevated positions provide an overview without obclusions from other traffic participants. The other four lidar sensors were placed at the corners of the shuttle to provide a surround view. Due to the position and the 360-degree-horizontal field of view of the sensors, it also delivers a 360-degree birds-eye view, avoiding blind spots. This creates a kind of 3D protection zone around the vehicle. To further increase the detection rate of distant objects, the shuttle was equipped with four radar sensors that complement the lidar perception.

Currently, the main problem of these autonomous shuttles is the slow operational speed of up to 20 km/h. There are projects like the HEAT-Project in Hamburg, Germany [5], or RABus [6] in Mannheim and Friedrichshafen, Germany, which want to increase the speed to 25 km/h in Hamburg and up to 70 km/h in the RABus project. The shuttles for this special project will be built by the automotive supplier ZF. The ZF shuttles also use a combination of multiple sensor modalities. The modalities include camera, LiDAR, and Radar for a 360-degree perception component. The HEAT project published information about the sensor setup, which consists of five radar and eight lidar sensors. Since the shuttle operates on a fixed signalized route, the project had to find a solution for the lack of traffic light detection by laser scanners. Because of this reason, a Car2X communication with the infrastructure was established to receive the current status of the signal light. Additional radar and lidar sensors on intersections enable the infrastructure to communicate obstacles out of sight for the vehicle.

B. Perception

Lidar perception and object tracking is a field of major interest in autonomous navigation. Typical lidar processing pipelines consist of the following subtasks: ground removal, an optional map filtering and noise reduction step, followed by object clustering, shape fitting, tracking, and object classification [7] [8].

Ground removal methods and clustering algorithms usually leverage geometric properties of the measured objects to determine non-object measurements. Ground segmentation can be performed for instance by plane matching [9] [10], slope thresholds [11], graph based [12], grid based [13] or with convolution based approaches [14].

Map filtering requires a prerecorded lidar map of the environment and a precise localization component, which can be used to remove points from the map to filter out non-dynamic targets a priori [7].

Object clustering can be performed by using graph and neighbor based approaches [12], or by leveraging range image and cylinder projections [12] of the lidar measurements [14] [15] [16]. Shape fitting consists of finding approximate shapes...
in preprocessed lidar data, typical approaches try to fit contour lines, L-Shapes [17], stick shapes or point shapes to lidar measurements.

Tracking and state estimation for vehicles can be performed using classical Bayesian tracking algorithms, e.g. multiple Extended or Unscented Kalman Filters [18] [19] or other popular variants. More recent approaches include Random Finite Set based trackers like Probability Hypothesis Density Filters (PHD), Labeled Multi Bernoulli Filters (LMB) [20] [21] or extended target tracking methods [22].

Recent methods for object detection in lidar data contain machine learning approaches like PointPillars [23] where object detections are learned from data using a deep neural network to perform regression of object shapes directly from a given pointcloud in an end-to-end fashion.

C. Localization

Due to the narrow streets in the target area, the EVA project can not rely on high-precision GPS and has to incorporate a different kind of localization system. The choice is the simultaneous localization and mapping (SLAM) algorithm. SLAM is often referred to as a chicken-and-egg problem: it is supposed to estimate the unknown position of a mobile platform w.r.t. a map that is not available yet has to be generated using the robot’s position inside the unknown environment. Due to its complexity as well as its wide range of applications, the literature on SLAM is vast. A brief overview of a subset of publications is given that most significantly contributed to the system at hand. The interested reader, however, may be referred to popular early tutorials like [24], [25] as well as more recent surveys like [26] for more detailed materials on SLAM.

One particularly early solution to the SLAM problem was first introduced in [27] and involves a probabilistic graph-based formulation of the underlying optimization problem. This formulation, also known as factor graphs, has matured and been promoted to become the de-facto standard and state-of-the-art in SLAM literature (e.g., [25], [26]). Besides primitive factors like odometry and GPS, additional constraints derived from lidar scan matching can be fused using the Normal Distributions Transform (NDT) [28]. The obtained poses contribute to lidar-odometry, loop-closure as well as map-matching factors inside the resulting SLAM graph. Loop closure verification is based on spectral clustering as introduced in [29] while an optional dynamic object filtering step utilizes change detection inspired by the work in [30]. State estimates, finally, are computed using g2o [31] as a graph-optimization back-end, which efficiently performs the optimization task making the SLAM algorithm real-time capable.

D. Planning

Planning encompasses various decision-making components, ranging from mission planning to maneuver and behavior planning, as well as decision-making and trajectory planning. For the sake of brevity, only a short overview is given. Mission and route planning is often based on graph search algorithms like A* [32] that find the optimal route or sequence of passengers to be served. Widely used techniques for the subsequent maneuver and behavior planning are state machines [33], decision trees [34], Monte Carlo Tree Search (MCTS), or Partially Observable Markov Decision Processes (POMDP). A review can be found, e.g. in [35]. Finally, motion planning determines feasible trajectories given the corresponding goal or desired behavior. An overview of common methods for motion and trajectory planning can be found in [36]. The application of neural networks also brought about new approaches to planning for autonomous vehicles, starting end-to-end approaches like ChauffeurNet [37] or hybrid approaches like [38].

III. Concept

In the following section, the concept of the EVA project will be presented to tackle the previously described challenges. First, Fig. 2 gives an overview of the system architecture.

As the heart of the system, the shuttles architecture follows the concept of “sense-plan-act”. The sensing part of the environment comprises an inertial measurement unit (IMU), lidar, and radar sensors. The sensors scan the environment and provide data to the downstream perception, which creates a comprehensive environment model. The perception module implemented by Bosch III-C distinguishes between ground and obstacles, which are further classified as static or dynamic. A novel contribution is the incorporation of point-wise lidar motion estimates into the overall system to avoid false positive motion estimates, e.g. in parked vehicles. Furthermore, a hybrid obstacle detection of learned and engineered features combines the advantages of state-of-art detection performance with the ability to detect any object regardless of the training database. The localization, which provides a high-precision global position, completes this module. Using the localization and obstacle information, the prediction module from FZI takes over, it forecasts the movements of dynamic road users in the current environment. Based on this enhanced environment
model, the FZI planning module calculates the shuttle’s trajectory. The motion control provided by Bosch then executes the trajectory. The trajectory has to satisfy the special low-level restrictions of the steering angle, depending on the vehicle’s speed. These restrictions are one-half of the safety chain. The second half consists of the operator inside the shuttle provided by the partner VBK, who monitors the shuttle’s behavior.

The ioki on-demand operating system has three core duties. The first duty is to collect ride requests from passengers through the app. The second is to compare new demands with the state of the fleet and identify the most suitable vehicle to execute the task (backend). The third task is to communicate the potential changes to the mission of the identified vehicle (mission control).

A. Vehicle Buildup

The vision of completely driverless, automated shuttles motivated the decision to acquire shuttles without a steering wheel or any driver’s seat. Hence, the consortium made the choice in favor of the EZ10 Gen2 vehicle from EasyMile. To cope with the challenges of automated driving in urban environments, an advanced shuttle hardware concept has been developed. Fig. 3 shows the additional hardware components of the EV A shuttles for perception, data processing and communication task based on the 3F project [4]. Sensing the environment takes place at each corner of the vehicle by multilayer 360-degree lidar and radar sensors. Two additional lidar sensors are placed on the roof of the vehicle. Data acquisition and processing occur on three different computers, which are installed in the shuttles. Each computer is responsible for a different part of the automated driving software. The perception computer provides raw sensor data, an environment model and a CAN interface to the shuttle’s internal control units. An additional dedicated computer is in charge of motion planning as well as Human Machine Interface (HMI). The third computer is used to handle communication with the backend. To support the increased power consumption of the additional hardware components, a high-capacity power supply is installed that makes use of the electric energy of the main batteries of the vehicle.

B. Mission Management

All EVA shuttles are run in a demand-driven mode, which implies there are neither fixed routes nor any fixed timetables. The inevitable consequence is the base requirement to be able to change the destination (mission goal) dynamically. The core responsibilities of the on-demand operating system can be divided into two components: Matching an incoming request to a vehicle and generating a mission for execution.

1) On-demand Operating System for Digital Mobility: To record the mobility demand of users, smartphone app for iOS and Android were developed and published in the respective stores. Fig. 4 shows an overview of a booked ride. In the respective app stores, the app achieved a score of 4.6 out of 5 stars.

The receiving servers of the on-demand operating system process the ride requests. The goal is to find a vehicle in the fleet which can add the new request to its current plans without hurting already accepted other rides. The EVA shuttles pose challenges in terms of possible maneuvers, driving speeds and even permissions to drive certain streets. Because of this reason, special routing algorithms had to be created which respect these limitations as well as any restrictions from the allowed set of routes. Eventually, a shared format of mission for the operational Design Domain (ODD)-specific routes is exposed to the driving stack.

2) Mission Execution: The goal of our on-demand service is to keep vehicle routes as dynamic as possible, without interfering with the planning algorithm in critical scenarios such as intersection. To cope with this issue, a route is broken up into segments. Only if the vehicle comes close to the end of the last segment, the backend releases the subsequent segment to the planning algorithm. Deployed segments are neither
Cancellable nor changeable, to provide a constant corridor for the motion planning algorithms.

C. Perception

The perception of the EVA shuttles consists of the localization and the environment model, including the obstacle detection.

1) Localization: For the described application scenario, a highly precise and reliable estimate of the vehicle pose is necessary. Simply using a consumer GPS for localization unfortunately is not sufficient, as in urban scenarios, occlusion by buildings will likely cause errors or continuous drift in the position estimation. The EVA shuttles therefore use a lidar based SLAM approach for localization.

Besides simultaneous localization and mapping, the utilized SLAM system may as well be used in a dedicated localization-only mode. The applied solution in the work at hand was therefore split into a two-stage approach with different sensor setups. Initially, mapping runs were performed in the complete target area recording raw odometry, IMU, lidar and GPS data. The trajectories during the mapping runs result in maps that are later used during localization, as seen in Fig. 5.

The map contains points from vertical structures and poles obtained from the two 3D lidar sensors mounted on top of the vehicle. These features have proven to be sufficient w.r.t. precision and robustness in the urban target environment. Odometry and IMU data were additionally used for scan-leveling and to remove distortion artifacts through ego-motion. The required geo-referencing of the semantic map (mainly used for planning) was achieved by using additional GPS anchors during the mapping stage. Fig. 5 also shows an overlay of both the semantic and the localization map. As can be seen, dynamic objects appear as artifacts inside the SLAM map and therefore are automatically removed in a post-processing step prior to final map deployment.

After successful map generation, the resulting map is used online in the vehicle for self-localization. Opposed to the mapping stage, the localization does not rely on GPS observations since map matching serves a similar purpose w.r.t. unary pose constraints.

Evaluations with respect to pseudo-groundtruth poses from an ADMA system by GeneSys [39] providing high precision pose estimates resulted in mean absolute position errors below 20 cm. The same SLAM system also placed second in the HILTI SLAM challenge [40] with a mean absolute error of 7.6 cm. The quantitative results were confirmed empirically by qualitative assessment of online results during numerous test drives. Moreover, generated maps based on data captured with the GPS-enabled vehicle also were successfully used in all three shuttles with adapted extrinsic calibration parameters for the equipped sensors.

Localization may be initialized manually by the operator from a set of pre-defined localization positions that are annotated in the semantic map. This initial guess is then further refined in a Monte-Carlo fashion using local optimization through randomized map-matching in a small radius around the starting pose until sufficient convergence is achieved within the provided SLAM map. This enables the safety operator to intuitively start (or restart) the system at bus stops without the need for particular knowledge of the localization algorithm’s internals.

2) Environmental-model: The environment model provides two data structures for path planning: An object list for dynamic objects and an occupancy grid for both stationary and moving objects.

The object list includes motion tracking properties and object type classification for short-term position prediction of dynamic objects. It originates from a track-level fusion of object lists generated by the sensor modalities radar and lidar. While the radar object detection focuses on moving vehicles using a radar vehicle reflection model and multiple Kalman filters, the lidar object detection attaches properties to each lidar point: ground vs. object ID [41], motion (cf. Fig. 6) [42] and object type classification using a SVM-based classification.
Similar to the radar object detection, multiple Kalman filters track the objects detected in each sensor measurement cycle. An exemplary visualization of the object list is depicted in Fig. 7. In order to improve performance for vehicle detection in lidar data further, a PIXOR-like deep learning approach [43] is executed in parallel. Its results are used to refine object IDs to avoid over-segmentation problems for vehicles and increase the detection range, as in [41]. Hence, the hybrid approach combining [41] and [43] improves detection results for vehicles, while it keeps the ability to detect moving objects of arbitrary shape that may have never appeared in a training database.

Finally, the occupancy grid provides a consistent view of the lidar object detection results in a grid structure. Both stationary and moving objects are included. Cell properties allow filtering the information such that generating e.g. an occupancy grid of only stationary objects becomes a simple post-processing step.

D. Planning

As mentioned above, most automated shuttle buses drive on fixed virtual rails. If any obstacle blocks this predetermined path of those vehicles, they come to a stop, putting the safety operator in charge of circumnavigating the object manually. In order to achieve fully automated last mile transport, the EV A shuttles needed to be able to freely determine not only the longitudinal motion but also the lateral motion according to the current situation. Due to parked vehicles and narrow roads within peri-urban quarter Weiherfeld-Dammerstock, it is often necessary to utilize parts of the oncoming lane. In order to drive safely and react to the current situation on the road, a dynamic and flexible motion planning pipeline is mandatory. This pipeline enables the EVA shuttles to choose their movement freely between road boundaries. Therefore, the planning algorithms of the FZI are structured into four hierarchical levels: mission, maneuver, motion, and controls.

1) Mission: The mission module of Fig. 2 which is taking the input from the ioki mission control, is calculating a route within the high-definition map from the current position to the goal position. From this route a driveable corridor, called driving area, is created, shown as yellow lines in Fig. 8. The high-definition map was created by the TAF-BW in the lanelet2 [44] format. In a post-processing step, lidar measurements were used to fine tune the map in order to gain digital road markings with centimeter precision. Together with the input of the driving area, a maneuver decision can be established.

2) Maneuver: The maneuver module of the FZI uses a “consensus-based-decision-making” process to handle complex situations. The complex scenario is broken down into simple decisions. Each of the decision is handled by a so-called trait, which vote on the overall maneuver in a given range. All votes are collected by the controller and then resolved via the consensus based approach.

To show our maneuver module in action, we chose a common scenario: parked vehicles alongside the road, as seen in Fig. 8. Since more than the space on our lane is needed, we have to expand our own drivable space to the oncoming lane. This behavior is only allowed if there is no oncoming traffic. Each decision is encapsulated in a trait, as seen in Fig. 9 on the left side as extend and contract. The result of each trait is represented as an interval that consists of at least an upper or lower bound. Each interval is also associated with a predefined weight, the so-called force. The resolution of the incoming announcements is presented in the result row in the bottom of Fig. 9. The first step intersects all intervals pairwise into disjunct intervals. The second step contains the addition...
of all forces in the disjunct interval. The last step, finding the consent, is done through a linear search in the disjunct intervals for the sign change. The change of sign represents the equilibrium of affecting force. The result of this example is the extension of the driving area by 2 meters, visualized by the blue box. These constraints are passed down to the motion planning process for further processing.

3) Motion: In the motion planning step, a safe and feasible trajectory takes the constraints into account that are imposed from the maneuver planner, the environment, and the kinematics of the vehicle itself. The planner plans a trajectory of $N$ discrete poses with constant time intervals, with the corresponding boundary conditions considered for each point in time. The requirements for collision-free trajectories primarily determine the external constraints while staying within the driving area corridor. Here, the safety concept from Sec. III-E is applied and checked for violations against the predicted contours of the obstacles. The boundary conditions implied by the maneuver decision are represented as lateral and longitudinal limitations of the driveable area over time. Internal constraints consider the dynamic characteristics of the vehicle. These are modelled as longitudinal and lateral accelerations, steering rates and curvature constraints.

Optimal trajectories are determined using a non-linear optimizer based on Particle Swarm Optimization [45], a meta-heuristic optimization algorithm inspired by the flocking behavior of fish or birds. Each particle represents a trajectory candidate. The generation of initial trajectory candidates relies on heuristics comprising the course of the road and the previous planning result. During optimization, a cost functional comprising efficiency, comfort and safety aspects is minimized. A modified version of the trajectory planner can be found in [38].

The minimization of accelerations and yaw rates or higher derivatives achieves comfortable and smooth trajectories. Furthermore, deviations from the reference speed are punished, especially exceeding the reference speed. To obtain a high level of safety, distances to obstacles and lane boundaries are maximized. A visualization of the planned trajectory is shown in Fig. 9.

E. Safety

The ambitious goals of the EVA project, namely allowing the software to perform free driving decisions and to increase the permitted maximum speed to 20 km/h, while having no steering wheel for a safety operator to take over, required a novel safety concept. This safety concept has to guarantee a safe operation, considering the only interaction with the shuttle is the emergency stop. According to current regulations, a safety operator, who can intervene in case of an emergency, is necessary. The following two principles are the basis of the developed safety concept. First, the automated driving functions (AD) and software are designed to fulfill the regulations and safety distances at all times. Second, the safety operator monitors the vehicle and intervenes on unexpected or not self-inflicted violations to ultimately ensure a safe operation.

1) Automated Shuttles on public roads: For the mandatory permission on German public roads, the EVA project had to guarantee a safe operation according to ISO26262 [46]. This posed a challenge, because the EasyMile EZ10 Gen2 vehicles used in the project have neither a steering wheel nor pedals. Since the safety operator can not take over control while the vehicle is moving autonomously, safety has to be assured differently. For this purpose a Hazard Analysis and Risk Assessment (HARA) was performed, analyzing shuttle, software and safety operator. The goal of the HARA is to detect potential malfunctions that could lead to hazards, e.g. accidents, and assess them by exposure, severity and controllability. Afterwards, a safety goal and a safe state are derived. As a result, we set the following constraints to the ODD:

- No driving at night
- Only driving on roads with a maximum speed limit of 30 km/h
- Safety operator needs to track lateral and longitudinal distances to objects

In order to fulfill the last mentioned point, we introduce the concept of a dynamic safety cell, a precisely defined area around the vehicle, which needs to be free of obstacles at any time, so that a potential malfunction of the AD function can be detected by the safety operator and a collision-free emergency break can be engaged. The spatial dimensions of the cell are therefore derived by the reaction time of the safety driver and the breaking of the vehicle. To determine the width of the cell, we injected the malfunction unintended steering, wait 0.6 s, i.e. the reaction time of the safety driver, and engaged the emergency brakes. Measurements were done using a high-precision GPS. A series of tests on a proving ground were carried out. Velocities were increased in steps of 2.5 km/h. The orange dots in Fig. 10 show the lateral offset. To overcome the limited capabilities of humans to estimate the current speed of the vehicle precisely, the safety cell is discretized into velocity intervals. Fig. 10 shows the chosen velocity intervals and lateral cell expansions. The cells are sized conservatively implementing a “safety first” paradigm. Thus, even in an error case, there persists enough space between obstacles and every possible trajectory of the shuttle for the operator to intervene.
TABLE I: Overview of booking stats by week.

<table>
<thead>
<tr>
<th>Date</th>
<th>offers</th>
<th>no offer</th>
<th>no booking</th>
<th>Cancelled booking</th>
<th>sum</th>
<th>offer ratio</th>
<th>ride ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>22.04.21 - 25.04.21</td>
<td>1206</td>
<td>1093</td>
<td>604</td>
<td>462</td>
<td>182</td>
<td>22%</td>
<td>3%</td>
</tr>
<tr>
<td>26.04.21 - 02.05.21</td>
<td>259</td>
<td>229</td>
<td>216</td>
<td>184</td>
<td>72</td>
<td>98%</td>
<td>22%</td>
</tr>
<tr>
<td>03.05.21 - 09.05.21</td>
<td>1005</td>
<td>216</td>
<td>47</td>
<td>21</td>
<td>27</td>
<td>92%</td>
<td>41%</td>
</tr>
<tr>
<td>10.05.21 - 16.05.21</td>
<td>1662</td>
<td>843</td>
<td>101</td>
<td>33</td>
<td>33</td>
<td>4%</td>
<td>13%</td>
</tr>
<tr>
<td>17.05.21 - 23.05.21</td>
<td>2405</td>
<td>363</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>8%</td>
<td>13%</td>
</tr>
<tr>
<td>24.05.21 - 30.05.21</td>
<td>663</td>
<td>343</td>
<td>46</td>
<td>21</td>
<td>27</td>
<td>9%</td>
<td>13%</td>
</tr>
<tr>
<td>31.05.21 - 06.06.21</td>
<td>1403</td>
<td>794</td>
<td>80</td>
<td>80</td>
<td>33</td>
<td>4%</td>
<td>12%</td>
</tr>
<tr>
<td>07.06.21 - 13.06.21</td>
<td>615</td>
<td>605</td>
<td>89</td>
<td>69</td>
<td>69</td>
<td>3%</td>
<td>12%</td>
</tr>
<tr>
<td>14.06.21 - 20.06.21</td>
<td>288</td>
<td>288</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>2%</td>
<td>10%</td>
</tr>
<tr>
<td>21.06.21 - 27.06.21</td>
<td>235</td>
<td>235</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>2%</td>
<td>10%</td>
</tr>
<tr>
<td>28.06.21 - 04.07.21</td>
<td>1403</td>
<td>794</td>
<td>80</td>
<td>80</td>
<td>60</td>
<td>8%</td>
<td>13%</td>
</tr>
<tr>
<td>05.07.21 - 11.07.21</td>
<td>615</td>
<td>605</td>
<td>89</td>
<td>69</td>
<td>69</td>
<td>3%</td>
<td>12%</td>
</tr>
</tbody>
</table>

Fig. 10: Measures of the safety cell – Mean lateral offset for unintended steering (orange) and lateral expansion of the resulting safety cell (blue areas) for different vehicle velocities.

2) Health Monitoring and User-Interface: The employed safety operators, in general, did not have a technical background, nor did they participate in the preceding engineering process. The main interaction component with the shuttle is a touch screen user interface. Its main purpose is to display the AD software’s status information like the vehicle’s current health state, including state of charge and odometer. The health module follows an observer-based approach for monitoring system properties of the component-based architecture. Responsiveness and self-states of individual components and message rates of communication paths are monitored to derive health information about the system’s parts. With predefined limits, an abstracted health state

\[ S \in \{ \text{OK, WARNING, ERROR} \} \]  

is generated. The individual interoceptive health states are collected and aggregated into a health tree, mapping the system’s parts. Each node represents aggregated system parts (e.g. localization, perception, planning) in different levels of granularity. Because of the tightly coupled system, failures often propagate through multiple components. As a result, an error manifests in multiple erroneous health states, making identifying the root cause almost impossible. Therefore, such dependencies between health states are also modeled. The generation of a single health state \( S_c \), with it’s system property health state \( S_p \) and dependent states \( S_1, \ldots, S_n \) is then:

\[ S_c = \begin{cases} \text{ERROR} & \text{max}(S_1, \ldots, S_n) = 0 \\ \text{OK} & \text{max}(S_1, \ldots, S_n) \neq 0 \end{cases} \]  

As a result, the health monitoring module focuses on the true cause of malfunctions. A dedicated screen shows the aggregated health states of the system’s parts to the safety driver. This information helps the safety operator understand the current error and aids a remote operator or developer in giving purposeful support.

IV. Results

The on-demand test operation with passengers proved to be a success. We received more than 8,000 trip requests via our EVA app, where the shuttles were able to complete 750 trips. Table [II] shows that the gap between the number of requests and trips originates mainly from the first months of the test operation. This can be explained due to extensive advertising in the local press and social media initially. Overall, 68% of the trips started or ended at the tram station on Weiherfeld-Dammerstock. To increase the number of trips, the average velocity of the shuttles should be further increased. This was also a result a the survey since 72% of the passenger and participants wished for a higher speed. A high velocity of up to 20 km/h could be achieved while driving on the main roads. The challenging parts were mostly narrow roads, where the shuttle reduced its velocity because of the safety-cell size and tight corners.

During the passenger operation, a survey was conducted regarding different aspects such as user acceptance and driving performance. In general, the users felt safe and attributed the automated shuttles to a bright future in public transportation.

An excerpt of the results of the survey is listed below:

- 93% of the participants would use the EVA shuttles again
- 93% of the participants felt safe during the ride
- 89% of the participants felt comfortable during the ride
- 73% of the participants believe that projects like EVA will improve the traffic situation
- 61% of the participants believe that project like EVA will improve the safety

Another aspect focused mainly on the driving behavior of the EVA shuttles. Across all topics, cornering, straight, starting, and breaking, approximately half of the participants felt comfortable, as seen in Fig. [II].
Table II shows the mileage of each shuttle during the last test phase. Two shuttles were used for the on-demand operation. The third was used for development runs, testing optimizations and experimental features. Due to this fact, Vera and Anna got a low mileage in the first month when they were used on KIT-Campus Ost and also in Weiberfeld-Dammerstock. Overall the EVA shuttles drove over 3,500 km including software integration tests and permission purposes. Ella drove the most kilometers traveled with 1,746 km, follow by Vera with 1,039 km and Anna with 778 km.

TABLE II: Mileage of each EVA shuttle during passenger transport.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ella</td>
<td>281</td>
<td>784</td>
<td>264</td>
<td>51</td>
<td>1,380</td>
</tr>
<tr>
<td>Vera</td>
<td>55</td>
<td>139</td>
<td>414</td>
<td>407</td>
<td>1,015</td>
</tr>
<tr>
<td>Anna</td>
<td>-</td>
<td>117</td>
<td>527</td>
<td>43</td>
<td>687</td>
</tr>
<tr>
<td>Total</td>
<td>336</td>
<td>1040</td>
<td>1205</td>
<td>501</td>
<td>3,082</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The EVA project stepped ahead with a new on-demand concept for automated shuttles on the first and last mile in public transport. This concept includes a user-friendly user interface that enables the user to book the shuttles via the app. In the backend, these requests are processed, and ride pooling in real-time is implemented. The implementation of ride pooling needs dynamic rerouting on the spot. Another step ahead for integrating autonomous shuttles in the mixed traffic flow is the usage of dynamic planning. Dynamic planning allows the EVA shuttles to move around static obstacles, which is key to coping with tight suburban streets with parked vehicles. Increasing the maximum speed to 20 km/h lets the shuttles keep up with surrounding traffic. The EVA project proved this concept by implementing real passenger transport for three months with 1000 users in 700 trips. Non-specialist safety operators were able to supervise the vehicles following a novel safety concept that speaks for the overall concept.
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