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**Key Points:**

- A new, non-hydrostatic Venus ionosphere-thermosphere model is introduced with new physics not previously included in Venus GCMs.
- Simulations during solar minimum conditions are used for data-model comparisons of the temperatures, plasma and neutral densities.
- The influence of the retrograde superrotating zonal flow is explored in relation to how it affects the neutral temperature and velocities.

**Plain Language Summary**

A state-of-the-art Venus global circulation model is being presented. The new model, V-GITM, has implications for usefulness in answering unknown questions about Venus’ atmosphere, the physics of CO$_2$ rich planets, and Venus missions utilizing the aerobraking maneuver, like VERITAS or DAVINCI. Many V-GITM simulations were performed and the results were compared to some of the existing Venus datasets to assess the accuracy of V-GITM. Furthermore, the cloud layer below the thermosphere has a unique wind pattern and its impact on the thermosphere temperatures and winds were explored. Also, some of the driving mechanisms necessary for creating a nightside ionosphere at Venus were examined.

**1 Introduction**

The search for life in our galaxy is a fundamental quest. In order to help in this process, an understanding of the habitability of different planetary environments is important. The launch of the new James Webb Space Telescope with the Transiting Exoplanet Survey Satellite (TESS) will bring new data from the mapping of transiting exoplanets around bright stars, allowing spectroscopic analysis of a planet’s atmospheric composition. Planets that are very close to the star are more likely to be observed due to the higher frequency of passing in front of the star. Along with this, there are characteristics that inner, rocky exoplanets may have in common. For example, it has been found is that the closer planets are to a star, the more likely they are to be tidally locked [Barnes, 2017]. In addition, planets near a star often times encounter large amounts of solar radiation leading to the escape of lighter species, such as hydrogen and oxygen, throwing the carbon cycle out of balance resulting in a CO$_2$ rich atmosphere [Ehrenreich, D. and Désert, J.-M., 2011] [Taylor, F.W. et al., 2018]. In our own solar system, Venus shares some of these characteristics. For example, Venus is not tidally...
locked, but has a very slow axial rotation period of 243 days which may respond similarly to
the effects of stellar heating of tidally locked planets.

Further, Venus’ atmosphere is dominated by CO$_2$. Comparative planetology of ter-
restrial planets and the role of CO$_2$ 15 $\mu$m cooling in regulating the temperature structure
of their upper atmospheres has been shown to be different between Venus, Earth and Mars
[Bougher et al., 1999]. As such, the CO$_2$ rich planets (Mars and Venus) have much colder
thermospheric temperatures than at Earth. Knowing that radiative cooling is such an impor-
tant process for these planets and is so dependent on atomic O and CO$_2$ densities, it becomes
equally important to constrain the densities of each species. As pointed out in Huestis et al.
[2008], atomic O should have variability throughout the solar cycle for Mars and Venus but
measurements are severely lacking. Bougher et al. [2023] used MAVEN NGIMS datasets
and compared to M-GITM simulations to capture solar cycle effects upon exospheric tem-
peratures. Measured O abundances were used to constrain simulated O densities and CO$_2$
cooling rates on Mars for the first time.

Atmospheres dominated by CO$_2$, slowly-rotating and tidally locked planets are very
different than what we experience at Earth, but may be commonplace in exoplanets. For
example, over 5,200 confirmed exoplanets are cataloged in NASA’s Exoplanet Archive. A
good way to partition whether they are potentially habitable is to link Venus-like or Earth-
like characteristics for each exoplanet.

Measurements and numerical models are used to answer questions about the evolution,
habitability, and the underlying physics of these atmospheres. Models allow for testing of
different configurations, characterizing uncertainty ranges to broadly predicting habitabil-
ity. On the other hand, direct measurements are probably the most reliable sources of data
to attempt to improve our understanding of these atmospheres, but obtaining this data is a
difficult task, and therefore the measurements are quite limited. New missions and modeling
efforts characterizing the dynamics of the atmospheres of Venus and Mars assist in under-
standing atomic O densities and the radiative cooling that results. As our ability to describe
the role of radiative cooling at Venus and Mars improves, we will be able to better synthesize
exoplanet data and improve our ability to assess the habitability of planetary bodies.
1.1 Venus Data Sets used for Comparison in This Work

A variety of satellite missions with different instruments have visited Venus to collect data on the atmospheric state. Ground-based telescopes (see James Clark Maxwell Telescope and Heinrich Hertz Submillimeter Telescope) are capable of mesospheric temperatures and carbon monoxide densities. Remote-sensing revealed the temperatures at a larger variety of altitudes and the atmosphere’s neutral and ion densities. Limaye et al. [2017] has compiled many ground-based and satellite-based instrument measurements of Venus’ atmosphere and ionosphere, which are summarized here, and used in later sections to validate model results:

- SPICAV (Spectroscopy for the Investigation of the Characteristics of the Atmosphere of Venus) uses a UV spectrometer and two IR spectrometers onboard Venus Express [Bertaux et al., 2007]. The UV instrument provides density and temperature profiles from approximately 60 km to 160 km. The VIS-IR instrument is one of two infrared sensors, but this is used in the 0.7 – 1.7 µm wavelength range to gather H₂O, CO₂ and aerosol information along with O₂(1 – Δ) nightglow. SOIR (solar occultation IR) is part of the SPICAV suite of spectrometers, but measures CO₂ spectral lines from 2.2-4.3 µm [Korablev et al., 2003], [Mahieux et al., 2008]. Data is available at a wide variety of latitudes at the terminators between 70-170 km.

- JCMT (James Clark Maxwell Telescope) is a ground-based radio telescope in Hawaii that is capable of making sub-mm observations of CO absorption lines and temperatures between 70-110 km. Due to the differences in day-night CO densities, the observation range may vary.

- HHSMT (Heinrich Hertz Sub-Millimeter Radio Telescope) is located at the Arizona Radio Observatory and provides temperature profiles and CO distributions from 40-120 km on the dayside and nightside [Rengel et al., 2008].

- VeRa (Venus Express Radio Science) used radio signals to sound Venus’ atmosphere and ionosphere at all longitudes and latitudes during Venus atmospheric occultation (i.e., the signal is occulted by Venus’s atmosphere). During the occultations, Venus’ atmosphere lies between satellites radio transmitter and the ground station receivers or on Deep Space Network antennas. Measurements of the attenuated radio signals were used to derive atmospheric states. VeRa.0 and VeRa.1 provide density and temperatures from 40 km up to roughly 100 km [Häusler et al., 2006].
• VIRTIS-H (Visible and InfraRed Thermal Imaging Spectrometer, high resolution channel) observed non-LTE emissions of carbon monoxide as part of the Venus Express spacecraft. Gilli et al. [2015] retrieved dayside temperatures, albeit with large uncertainties, between 100-150 km at a variety of local time and latitude bins by averaging non-LTE emission measurements.

• Pioneer Venus’ Orbiter Neutral Mass Spectrometer (ONMS) measured density variations at low latitudes in the upper thermosphere [Keating et al., 1979]. The data observed from this instrument are the foundation for the VTS3 empirical model, which is discussed more in the next section.

In addition to the data currently available, there have been two recently selected missions, VERITAS and DA VINCI, which will probe the atmosphere of Venus with new instruments. Venus Emissivity, Radio Science, InSAR, Topography, and Spectroscopy (VERITAS) aims to improve upon the radar maps from the Magellan mission in the 1990s, help scientists learn about the nightside IR emissivity, and measure the gravitational field around Venus to gain insights on the planet’s core. VERITAS, now optimistically scheduled to launch in 2031, will perform aerobraking maneuvers that will sample the thermosphere and provide further constraints on upper atmospheric structure. The Deep Atmosphere Venus Investigation of Noble gases, Chemistry, and Imaging (DA VINCI) mission is planned to launch as early as 2029. DA VINCI aims to deliver high precision measurements of the composition of the atmosphere as it descends through the thermosphere down to near surface altitudes [Garvin et al., 2022].

Piecing together all the data provides clues about the composition, dynamics and energetics of Venus’ atmosphere, but they only tell part of the story due to data being available at limited times and discrete locations. Models are tools that can provide a complete four-dimensional dataset and can test our understanding of the physics of the Venusian atmosphere. Models have a variety of structures and assumptions that shape their usefulness in different situations.

1.2 Model Review

There are many models (empirical and first-principles-based) of the Venusian thermosphere:
• VTS-3: An empirical model created by Hedin et al. [1983] that used a spherical harmonic fitting of measurements from Pioneer Venus’ Orbiter Neutral Mass Spectrometer (ONMS) from 1978 - 1980 to estimate measurements from 100 km to around 300 km. Near equator sampling by ONMS do not provide VTS-3 with useful mid-to-high latitude constraints. Also, ONMS in-situ datasets did not make measurements below about 140 km so extrapolations down to 100 km by VTS-3 are not well constrained. Empirical models rely on data assimilation from remote observations so they are able to estimate background atmospheric states well, but due to low statistics do not have the same success in dynamic conditions, such as flares. VTS-3 is used as a comparison tool for the model presented here.

• The empirical model from Theis et al. [1984] and Theis and Brace [1993] provide electron densities and electron temperatures extracted from Pioneer Venus’ Orbiter Electron Temperature Probe (OETP) using the method described in Krehbiel et al. [1980]. This has similar latitudinal and altitudinal constraints as VTS-3.

• VIRA (Venus International Reference Atmosphere) used both lower and upper atmosphere datasets to capture reference profiles at specific locations and intervals throughout the solar cycle [Kliore et al., 1985]. For instance, upper atmospheric mass densities and temperatures were based upon PVO OAD datasets [Keating et al., 1985]. VIRA-2 [Moroz and Zasova, 1997] updated the reference profiles based on composition, temperature and pressure measurements.

• VTGCM: The Thermosphere Ionosphere General Circulation Model (TIGCM) [Dickinson et al., 1984] was modified to work at Venus [Bougher et al., 1988, Brecht et al., 2011, 2012, Parkinson et al., 2021]. VTGCM is a 3D physics-based model on a pressure coordinate system. At the time, this model displayed the importance of 15 \( \mu \)m CO\(_2\) cooling to balance EUV heating effects. VTGCM also uses a wave-drag parameterization to reduce the horizontal wind speeds.

• V-PCM: The Laboratoire de Météorologie Dynamique (LMD) team created a Venus GCM, formerly LMD-VGCM, [Gilli et al., 2017, 2021, Navarro et al., 2021, Martinez et al., 2023] now referred to as the Venus Planetary Climate Model (V-PCM). The V-PCM includes two unique parameterizations for the effects of the near IR solar heating at 4.3 \( \mu \)m and the radiative cooling at 15 \( \mu \)m. Additionally, a gravity wave parameterization is included to dampen the fast winds and improve stability of runs.
**TUGCM**: Tohoku University’s GCM (TUGCM) [Hoshino et al., 2012, 2013] uses an atmosphere of O, CO and CO₂ only and implements planetary scale waves (Rossby waves, diurnal and semidiurnal tides, and Kelvin waves) based on the assumption that these are driven upward from the mesosphere.

A side-by-side comparison of the physics-based models (V-PCM, TUGCM and VT-GCM) was put together in Martinez et al. [2021]. This comparison table presents some features of each model and was modified to justify the development of a new model, V-GITM. Table 1 shows the high-level differences between each model.

<table>
<thead>
<tr>
<th></th>
<th>V-GITM</th>
<th>VTGCM</th>
<th>V-PCM</th>
<th>TUGCM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>State variables</strong></td>
<td>T, u, v, w, p, see Table 2 for neutrals and ions considered</td>
<td>T, u, v, w, O, CO, N₂, CO₂, Z, N(³S), N(³D), NO, O₂, SO, SO₂, PCE ions</td>
<td>T, u, v, w, O, CO, CO₂, ions</td>
<td>T, u, v, w, O, CO, CO₂, ions</td>
</tr>
<tr>
<td><strong>Vertical domain</strong></td>
<td>70-170 km: 1 km spacing</td>
<td>70-200/300 km: 69 pressure levels</td>
<td>0-200/250 km: 90 pressure levels</td>
<td>80-150/180 km: 38 pressure levels</td>
</tr>
<tr>
<td><strong>Horizontal Resolution (Lon × Lat)</strong></td>
<td>Flexible, in this work 5° × 2°</td>
<td>3° × 3°</td>
<td>3.75° × 1.875°</td>
<td>10° × 5°</td>
</tr>
<tr>
<td><strong>Temporal discretization</strong></td>
<td>Runge-Kutta Fourth Order, 0.5-1s timestep</td>
<td>Leapfrog scheme, 20s timestep</td>
<td>Leapfrog-Matsuno scheme, 21s timestep</td>
<td>Leapfrog scheme, 4s timestep</td>
</tr>
<tr>
<td><strong>Hydrostatic assumption</strong></td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Ionsphere</strong></td>
<td>Photochemistry and O₂ dynamics</td>
<td>Photochemistry</td>
<td>Photochemistry</td>
<td>-</td>
</tr>
<tr>
<td><strong>EUV Heating</strong></td>
<td>Chemical heating + 1% FISM model</td>
<td>20-22% F10.7 model</td>
<td>17% E10.7 model</td>
<td>10% F10.7 model</td>
</tr>
<tr>
<td><strong>Eddy diffusion coefficient (m² s⁻¹)</strong></td>
<td>300</td>
<td>10-1000 Max value occurs above turbopause</td>
<td>-</td>
<td>0-500 Max value occurs above turbopause</td>
</tr>
</tbody>
</table>

**Table 1.** Four physics-based Venus models side-by-side comparing model characteristics and physics parameterizations. Adapted from Martinez et al. [2021].
1.3 The Need for a New Venus Model

This study introduces a new Venus model which is focused on better understanding (1) how the nightside ionosphere of Venus is sustained, (2) what controls the thermospheric temperature as a function of altitude and solar zenith angle, (3) the impact of the retrograde super-rotating flow on the winds, densities, and temperatures, and (4) the role of the wind dynamics on day-night structures. The flexibility in the new model improves upon the simulated physics and leads to better answering the outstanding questions at Venus. The three important improvements to the physics this work offers are the use of chemical heating, a non-hydrostatic solver and the inclusion of coupled ion dynamics.

For example, the method of using chemical heating is standard at Earth, but less common for planetary environments. It is typical for GCMs to adopt a heating efficiency to account for the heating effects from the solar EUV. In many cases, this method offers a good approximation, but the implementations are incomplete when using a uniform heating efficiency due to the solar EUV heating coming through a route of ionizing neutrals that release heat in exothermic chemical reactions. Ions are not uniformly distributed and so the chemical reactions do not heat the thermosphere uniformly making a constant heating efficiency inaccurate. The use of an uncertain heating efficiency produces an unreliable heating balance which may simulate incorrect temperatures and wind speeds or, in the case of plausible results, it biases our understanding of the physics incorrectly.

Hydrostatic equilibrium is a state of planetary atmospheres when the vertical pressure gradients are balanced by the effects of the planet’s gravitational pull. This balance prevents atmospheres from being completely lost to space or collapsing under its own weight. As shown in Table 1, the existing Venus GCMs assume hydrostatic equilibrium to simplify the vertical wind calculation. V-GITM’s non-hydrostatic solver is better-suited to address questions at Venus where it is still undetermined if the hydrostatic assumption is always appropriate. The hydrostatic assumption breaks down when vertical and horizontal scales are on the same order of magnitude, which is not the case in this study, but become more important as finer resolutions are used. Navarro et al. [2021] began exploring the effects of a finer horizontal grid and suggested the development of a shock on Venus. It was also mentioned that the hydrostatic dynamical core may be limiting the 3D modeling of shock formation. GITM explicitly solves for the winds without the use of artificial wave-breaking which is useful for allowing vertically propagating sound waves to form naturally. This makes V-
GITM a useful tool to support the findings of a shock-like feature or determine if the shocks are an artificial creation originating from the hydrostatic assumption.

Due to the slow-rotation of Venus, dayside ions do not co-rotate with Venus all the way to the nightside due to the timescales of chemistry. For this reason, Venus’ nighttime ionosphere is assumed to be driven by ion dynamics or precipitating particles. Currently, VTGCM and V-PCM assume use a chemistry model with no advection to simulate the ionosphere. As discussed in section 2.3, V-GITM includes the dynamics of $O_2^+$ in an attempt to create a nightside ionosphere.

2 The Venus Global Ionosphere-Thermosphere Model (V-GITM)

The original Global Ionosphere Thermosphere Code [Ridley et al., 2006] was adapted into a Mars model that goes from the surface of Mars to 300 km which has been referred to as M-GITM [Bougher et al., 2015]. M-GITM is a 3D spherical code based in altitude coordinates that solves the Navier Stokes equations for the ions, electrons, neutral densities, temperatures and winds as well as the ion composition and velocities. It includes multiple parameterization models that are embedded in the code, including: (1) a model to simulate the effects of the dust in the lower atmosphere of Mars [Jain et al., 2020]; (2) a modern NLTE CO$_2$ 15 $\mu$m cooling scheme [Roeten et al., 2019] and (3) a FISM-M solar flux model, based upon MAVEN EUVM measured EUV-UV fluxes at Mars, is used to drive M-GITM solar heating, dissociation and ionization rates [Thiemann et al., 2017]. A flat 20% EUV heating efficiency is used. FISM is able to better represent the solar EUV entering the Martian atmosphere compared to an Earth-based F10.7 proxy model.

V-GITM begins with the Mars GITM code, taking advantage of existing chemistry and CO$_2$ cooling scheme. Mars unique processes, such as dust storms and wave-drag parameterizations, are removed in the new model. The solar EUV heating has transitioned from using a 20% heating efficiency to primarily using chemical heating.

2.1 Planetary and Orbit Characteristics

The GITM code is very modular, making updating planet and orbit characteristics straightforward to update. Some of the main items that required updating are shown in Table 1.
<table>
<thead>
<tr>
<th>Property</th>
<th>Mars</th>
<th>Venus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface Gravity (m/s²)</td>
<td>3.73</td>
<td>8.87</td>
</tr>
<tr>
<td>Rotation period (days)</td>
<td>1.03</td>
<td>233.5</td>
</tr>
<tr>
<td>Radius (km)</td>
<td>3388.25</td>
<td>6051.8</td>
</tr>
<tr>
<td>Axial Tilt</td>
<td>25.19°</td>
<td>0°</td>
</tr>
<tr>
<td>Sun-Planet Distance (AU)</td>
<td>1.38-1.67</td>
<td>0.718-0.728</td>
</tr>
<tr>
<td>Eccentricity</td>
<td>0.093</td>
<td>0.0067</td>
</tr>
</tbody>
</table>

Neutral Species Considered

- CO₂, CO, N₂, O₂, O, Ar, N(⁴S)
- He

Ion Species Considered

- O₂⁺, O⁺, CO₂⁺, N₂⁺, NO⁺
- O₂⁺, O⁺, CO₂⁺, N₂⁺, NO⁺

| Table 2. | Planetary constants used for M-GITM and V-GITM. In the case of the final two constants related to orbit characteristics, these values come from Bannister [2001] that have compiled tables from NASA JPL’s website (http://ssd.jpl.nasa.gov/). Bolded ion/neutral species are advected in the model. ¹Venus’ true axial tilt is around 3°, flipped for retrograde rotation. 0° is used as an approximation until the retrograde rotation is added.

2.2 Neutral Dynamics

V-GITM is developed based on the the Earth and Mars Global Ionosphere Thermosphere Models with its own unique set of atmosphere species considered (Table 2). The atmospheric constituents and resulting chemistry are very similar to Mars with CO₂ being the major species getting overtaken in the upper thermosphere by atomic oxygen. The model solves the continuity, momentum and temperature equations in three dimensions using a finite difference scheme without assuming hydrostatic equilibrium. The GITM frameworks splits the horizontal solver, vertical solver, and source terms. Below, the vertical equations with source terms are described in detail, while the horizontal advection equations are similar to those described in Ridley et al. [2006].

The continuity equation is:

\[
\frac{\partial N_s}{\partial t} + \frac{\partial u_{r,s}}{\partial r} + \frac{2 u_{r,s}}{r} + u_{r,s} \frac{\partial N_s}{\partial r} = \frac{1}{N_s} C_s
\]
where \( r \) is the radial (vertical, positive outward) direction in spherical coordinates, \( N_s \) is the total number density for species \( s \) for each bolded element in Table 2, \( C_s \) is the sum of the source and loss terms due to chemistry and \( u_{r,s} \) is the vertical velocities of species \( s \). The sources and losses due to chemistry are computed for the reactions in Table 3.

Photolysis is the category of reactions that are performed when incoming radiation causes an ionization or dissociation of a neutral particle. This is a necessary component for creating and maintaining the dayside ionosphere on Venus. When ions are created, they may undergo charge exchange or recombination with an electron. Charge exchange or recombination are typically exothermic reactions and therefore produce heat that gets absorbed in the atmosphere. Keeping track of this exothermic chemical heating is a major difference in V-GITM from existing Venus models that approximate this process via a direct heating rate, taking a fixed percentage (typically between 8-25%) of the incoming solar EUV energy deposition and using that as an energy source.
<table>
<thead>
<tr>
<th>Reaction Number</th>
<th>Chemical Reaction</th>
<th>Reaction Rate ($m^3 s^{-1}$)</th>
<th>Exothermicity (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Photolysis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>$N_2 + h\nu \rightarrow N(^4S) + N(2D)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>$N_2 + h\nu \rightarrow N_2^+$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>$CO_2 + h\nu \rightarrow CO_2^+$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R4</td>
<td>$CO_2 + h\nu \rightarrow CO + O$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R5</td>
<td>$O + h\nu \rightarrow O^+$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R6</td>
<td>$O_2 + h\nu \rightarrow 2O$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R7</td>
<td>$O_2 + h\nu \rightarrow O_2^+$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R8</td>
<td>$NO + h\nu \rightarrow N(4S) + O$</td>
<td>$1.64 \times 10^{-16}$</td>
<td>1.33</td>
</tr>
<tr>
<td>R9</td>
<td>$NO + h\nu \rightarrow NO^+$</td>
<td>$9.6 \times 10^{-10}$</td>
<td>-</td>
</tr>
<tr>
<td><strong>Neutral Bimolecular Chemistry</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R10</td>
<td>$CO_2^+ + O \rightarrow O_2^+ + CO$</td>
<td>$1.1 \times 10^{-15}$</td>
<td>1.21</td>
</tr>
<tr>
<td>R11</td>
<td>$N(4S)^+ + O \rightarrow NO$</td>
<td>$2.0 \times 10^{-17}$</td>
<td>2.38</td>
</tr>
<tr>
<td>R12</td>
<td>$N(2D)^+ + O \rightarrow N(4S)^+ + O(^3P)$</td>
<td>$9.6 \times 10^{-17}$</td>
<td>0.42</td>
</tr>
<tr>
<td>R14</td>
<td>$N(2D)^+ + CO_2 \rightarrow NO + CO$</td>
<td>$2.8 \times 10^{-19}$</td>
<td>-</td>
</tr>
<tr>
<td>R15</td>
<td>$O_2^+ + N(3S) \rightarrow NO^+ + O$</td>
<td>$1.0 \times 10^{-16}$</td>
<td>4.19</td>
</tr>
<tr>
<td>R16</td>
<td>$O_2^+ + N(5D) \rightarrow NO^+ + O$</td>
<td>$1.8 \times 10^{-16}$</td>
<td>-</td>
</tr>
<tr>
<td>R17</td>
<td>$O_2^+ + NO \rightarrow NO^+ + O_2$</td>
<td>$4.5 \times 10^{-16}$</td>
<td>2.81</td>
</tr>
<tr>
<td>R18</td>
<td>$O_2^+ + N_2 \rightarrow NO^+ + NO$</td>
<td>$1.0 \times 10^{-16}$</td>
<td>-</td>
</tr>
<tr>
<td>R19</td>
<td>$N_2^+ + CO_2 \rightarrow N_2 + CO_2^+$</td>
<td>$9.0 \times 10^{-16}$</td>
<td>1.81</td>
</tr>
<tr>
<td>R20</td>
<td>$N_2^+ + O_2 \rightarrow N_2 + O_2^+$</td>
<td>$5.1 \times 10^{-17}$</td>
<td>3.5</td>
</tr>
<tr>
<td>R21</td>
<td>$N_2^+ + O \rightarrow NO^+ + N(3D)$</td>
<td>$1.0 \times 10^{-16}$</td>
<td>3.06</td>
</tr>
<tr>
<td>R22</td>
<td>$N_2^+ + O \rightarrow O^+ + N_2$</td>
<td>$7.0 \times 10^{-18}$</td>
<td>1.01</td>
</tr>
<tr>
<td>R23</td>
<td>$N_2^+ + NO \rightarrow N_2 + NO^+$</td>
<td>$3.6 \times 10^{-16}$</td>
<td>6.32</td>
</tr>
</tbody>
</table>

Table 3. Photolysis and neutral bimolecular chemistry reactions with their corresponding reaction rates and exothermicity in V-GITM. Reaction rates are adopted from [Fox and Sung, 2001].
<table>
<thead>
<tr>
<th>Reaction Number</th>
<th>Chemical Reaction</th>
<th>Reaction Rate ( (m^3s^{-1}) )</th>
<th>Exothermicity (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electron Recombination Chemistry</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R24</td>
<td>( O_2^+ + e \rightarrow O(3P) + O(3P) )</td>
<td>6.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \rightarrow O(1D) + O(3P) )</td>
<td>2.4 \times 10^{-13} (300/T_e)^{0.7}</td>
<td>5.02</td>
</tr>
<tr>
<td></td>
<td>( \rightarrow O(1D) + O(1D) )</td>
<td>3.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \rightarrow O(1D) + O(1S) )</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>R25</td>
<td>( CO_2^+ + e \rightarrow CO(X^1\Sigma^+) + O(3P) )</td>
<td>8.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \rightarrow CO(a^3\Pi) + O(3P) )</td>
<td>3.5 \times 10^{-13} (300/T_e)^{0.5}</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>( \rightarrow CO(a^3\Delta) + O(3P) )</td>
<td>1.26</td>
<td></td>
</tr>
<tr>
<td>R26</td>
<td>( NO^+ + e \rightarrow O + N(4S) )</td>
<td>3.0 \times 10^{-13} \sqrt{300/T_e}</td>
<td>2.75</td>
</tr>
<tr>
<td></td>
<td>( \rightarrow O + N(2D) )</td>
<td>1.0 \times 10^{-13} \sqrt{300/T_e}</td>
<td>0.38</td>
</tr>
<tr>
<td>R27</td>
<td>( N_2^+ + e \rightarrow 2N(2D) )</td>
<td>See Appendix A</td>
<td>1.06</td>
</tr>
<tr>
<td><strong>Termolecular Neutral Chemistry</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R28</td>
<td>( O + CO + CO_2 \rightarrow 2CO_2 )</td>
<td>(6.5 \times 10^{-45} e^{-2180/T_n})</td>
<td>-</td>
</tr>
<tr>
<td>R29</td>
<td>( O + O + CO_2 \rightarrow O_2 + CO )</td>
<td>(2.75 \times 10^{-44})</td>
<td>-</td>
</tr>
<tr>
<td>R30</td>
<td>( O + O + CO \rightarrow CO_2 + O )</td>
<td>(3.4 \times 10^{-39} e^{-2180/T_n})</td>
<td>-</td>
</tr>
<tr>
<td>R31</td>
<td>( O + CO + CO \rightarrow CO_2 + CO )</td>
<td>(6.5 \times 10^{-39} e^{-2180/T_n})</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4. Electron recombination and termolecular neutral chemistry reaction rates and exothermicity in V-GITM. Reaction rates are adopted from [Fox and Sung, 2001].
During $O^+_2$ and $CO^+_2$ recombination, many different states of $O$ and $CO$ can be produced. V-GITM groups all excitation states as one species in the model, i.e. $O(^1D)$, $O(^3P)$, and $O(^1S)$ are handled as just $O$. The same is done for $CO$’s different states. The branching ratios that describe the partitioning into each state is important due to the different exothermicity associated with each recombination. Regarding $CO^+_2$ recombination (see R25), the branching ratios used are (0.24, 0.38, 0.18, 0.20) as follows from Rosati et al. [2003] and Gu et al. [2020].

$O^+_2$ recombination (see R24) branching ratios also vary with the $O^+_2$’s vibrational state ($\nu$). As described in Petrignani et al. [2005], the branching ratio for $\nu = 0$ is (0.265, 0.473, 0.204, 0.058), $\nu = 1$ is (0.073, 0.278, 0.51, 0.139), and $\nu = 2$ is (0.02, 0.764, 0.025, 0.211). To approximate the correct fractional population of the vibration states by altitude, Figure 1 in Fox [1985] was followed. Below 130 km the vibrational population of $O^+_2$ is assumed to be 100% in the $\nu = 0$ state. In the altitude range of 130 km - 170 km, each vibrational state was interpolated between the fractional population values found at 130 and 170 km.

At the bottom boundary, each neutral species density is fixed using a constant value estimated by VTS3 except $O$, $N(^4S)$, $N(^2D)$, and NO which are all zero. The top boundary assumes a hydrostatic fall off of each species number density.

The vertical momentum equation is:

$$\frac{\partial u_{r,s}}{\partial t} + u_{r,s} \frac{\partial u_{r,s}}{\partial r} + \frac{u_\theta}{r} \frac{\partial u_{r,s}}{\partial \theta} + \frac{u_\phi}{r \cos(\theta)} \frac{\partial u_{r,s}}{\partial \phi} + \frac{k}{M_s} \frac{\partial T}{\partial r} + T \frac{k}{M_s} \frac{\partial N_s}{\partial r} = g + \frac{F_s}{M_s} + \frac{u_{\theta}^2 + u_{\phi}^2}{r} + \frac{2 \cos^2(\theta)}{r} \Omega^2 r + 2 \cos(\theta) \Omega u_{\phi}$$  \hspace{1cm} (2)

where the north latitude direction is $\theta$ and the east longitude direction is $\phi$. The eastward and northward bulk velocities are $u_\phi$ and $u_\theta$, respectively. $T$ is the neutral temperature, while $M_s$ is the mass of species $s$. Venus’ angular velocity and gravity are $\Omega$ and $g$ respectively. The $u_{\theta}^2 + u_{\phi}^2/r$ term is due to spherical geometry. The final two terms on the RHS are the centrifugal and Coriolis forces. Neutral-neutral and ion-neutral friction in the $F_s$ are:

$$F_s = \frac{\rho_i}{\rho_s} \nu_{in} (v_r - u_{r,s}) + \frac{kT}{M_s} \sum_{q \neq s} \frac{N_q}{N_{D_{qs}}} (u_{r,q} - u_{r,s})$$  \hspace{1cm} (3)
where \( \rho_i \) is the ion mass density, \( \nu_{in} \) is the ion-neutral collision frequency, \( v_r \) is the ion velocity in the radial direction, \( N_q \) is the total number density for species \( q \) that species \( s \) interacts with, and \( N \) is the bulk number density. \( D_{qs} \) is the molecular diffusion coefficient between \( s \) and \( q \) species as described in Colegrove et al. [1966], table 1. \( u_{r,q} \) is the vertical velocity of the other species \( s \). Eddy vertical mixing is added to the vertical velocity solved for in Equation (2) at every time step. The eddy vertical velocity as shown in Malhotra and Ridley [2020]:

\[
\psi_{edd,y}^s = -K_{edd} \frac{\partial}{\partial r} (\ln(\frac{\rho_s}{\rho}))
\]

where \( K_{edd} \) is the eddy diffusion coefficient, \( \rho_s \) is the species-specific mass density, and \( \rho \) is the bulk mass density. Currently, the eddy diffusion coefficient used is a constant value of 300 m²/s, but can be improved with future work following a variation of the non-uniform profile described in Mahieux et al. [2021]. 1D values of the eddy diffusion coefficient may be too large for 3D models, due to the global circulation serving to modify vertical density profiles, thereby reducing the need for additional turbulent effects added via an eddy diffusion coefficient [Bougher et al., 1999].

The top boundary condition for the vertical winds is to have zero gradient for the outflow (positive radial velocities), while preventing any downflow (no downward radial velocities allowed). In the meridional (N/S) and zonal (E/W) direction, the top boundary conditions applies zero vertical gradient. The bottom boundary velocity is zero in the meridional direction and vertical direction, while the zonal velocity follows the cloud top behavior observed at Venus. The cloud motion is persistently westward and is commonly referred to as a retrograde superrotating zonal (RSZ) flow because it is faster than the rotation of the planet [Bougher et al., 2008]. The lower boundary condition in the zonal direction is set to be -100 m/s with a cosine fall-off as a function of latitude as shown in Figure 1. This condition assists in better understanding the unique impact of the mesosphere on the thermosphere [Peralta et al., 2017, Schubert et al., 2007]. A cosine fall-off is an elementary approximation to capture the low-latitude zonal velocity while also reducing the observed high-latitude velocity, which rapidly dissipates poleward of 50-60° N/S [Machado et al., 2012, 2017].
The vertical energy equation for the normalized, neutral temperature, $T = kT/\bar{m}_n$, is:

$$\frac{\partial T}{\partial t} + u_r \frac{\partial T}{\partial r} + (\gamma - 1) T \left( \frac{2u_r}{r} + \frac{\partial u_r}{\partial r} \right) = \frac{k}{c_v \rho \bar{m}_n} Q$$

(5)

where $\gamma$ is the adiabatic index that is attached to the change in energy from the expansion of the gas, $c_v$ is the specific heat constant, $k$ is Boltzmann’s constant, and $\bar{m}_n$ is the mean mass. The various source terms are given by:

$$Q = Q_{EUV} + Q_{IR} + Q_O + Q_{CO_2} + Q_{CHEM} + \frac{\partial}{\partial r} \left( (\kappa_c + \kappa_{eddy}) \frac{\partial T}{\partial r} \right)$$

(6)

where $Q_{EUV}$ and $Q_{IR}$ are the contribution from the Sun’s extreme ultraviolet and infrared, respectively. The $Q_O$ and $Q_{CO_2}$ detail the cooling to space from the 63 $\mu m$ and 15$\mu m$ bands respectively. $Q_{CHEM}$ combines heat generated from exothermic reactions. $\kappa_{eddy}$ is the heat conductivity due to eddy diffusion coefficient and $\kappa_c$ is the molecular heat conductivity.

There are multiple options for adding the EUV flux. One implementation is EUVAC [Richards et al., 1994]. This model estimates the top of atmosphere flux in 37 wavelength bins based using the 10.7 cm solar radio flux. One issue with EUVAC is that it does not extend to long enough wavelengths to fully describe the CO$_2$ physics. Photoabsorption, photodissociation and photoionization cross-sections for these 37 bins can be
found in Schunk and Nagy [2004]. Another option is to use the Flare Irradiance Spectral Model (FISM) fluxes [Chamberlin et al., 2008] which GITM re-bins into 59 wavelengths from 0.1 nm to 175 nm. This option allows the user to input their own top of atmosphere fluxes or absorption/ionization cross-sections. Heays, A. N. et al. [2017] has compiled more than 100 different atoms and molecular photoabsorption, dissociation and ionization cross-sections in 0.1 nm spacing. This data is stored in the Leiden Observatory database (https://home.strw.leidenuniv.nl/~ewine/photo/). The neutral gas heating efficiency, the fraction of the total EUV energy absorbed into the atmosphere directly, is computed using a flat 1%.

Due to the varying distance from the sun, the planets receive varying amounts of radiation. For Earth, the TIMED spacecraft’s Solar EUV Experiment (SEE) instrument [Woods et al., 2005] provides binned data for FISM. At Mars, the MAVEN satellite is able to monitor fluxes of several EUV wavelengths received at Mars [Eparvier et al., 2015], allowing for a Mars-specific FISM [Thiemann et al., 2017]. For V-GITM, the FISM values at Earth are used and then scaled according to the $r^{-2}$ proportionality:

$$F_{\text{venus}} = F_{\text{earth}} \left(\frac{d_{se}}{d_{sv}}\right)^2$$

(7)

where $F_{\text{earth}}$ is the FISM EUV fluxes observed at Earth, $d_{se}$ is the distance between the sun and the Earth, $d_{sv}$ is the distance between the sun and Venus. With using FISM fluxes from a non-Venus planet, it is somewhat difficult to determine how useful the scaled measurements are. These measurements are only sufficient assuming that Venus and Earth are on the same side of the sun during the time of the FISM measurements. Since the results presented here do not involve comparisons for specific intervals, it is assumed that this approximation is reasonable.

The source of near infrared heating is a complex process which involves solar radiation to be absorbed and excite a CO$_2$ molecule. De-excitation and heat deposition occurs via quenching, direct thermalization or transfer to other particles. IR wavelength bands between 2-4 µm. Gilli et al. [2017] created a parameterization based off of the non-LTE model heating rates produced from Roldán et al. [2000]. The parameterization was updated more recently in Gilli et al. [2021] to provide better agreement with the resulting PCM model’s temperature structure. V-GITM can be run using either of these two parameterizations, but lacks IR heating at and beyond the terminators for the Gilli parameterization. For this reason,
the IR heating within V-GITM utilizes a similar method to the EUV absorption given a CO$_2$
absorption cross-section, top of atmosphere intensity and wavelength energy. The intensity is
then attenuated as a function of the optical depth, which is computed using the constituents
of the atmosphere’s absorption coefficients and evaluating the Chapman integrals which
help determine the optical path. Smith and Smith (1972) improved Chapman’s accuracy at
large solar zenith angles which better captures the solar EUV and IR heating effects near the
terminators.

Although there are more processes than CO$_2$ absorption, a first-principles based
method would require a full radiative transfer code which V-GITM does not have due to the
complexity and extra computational expense. V-GITM attempts to follow Gilli et al. [2021]’s
process of matching heating rates to temperature measurements. Instead of via a pa-
parameterization, CO$_2$ absorption at 2.7 $\mu$m and 4.3 $\mu$m with cross-sections prescribed at 6.5e-24
m$^2$ and 3.0e-25 m$^2$ respectively. Top of atmosphere fluxes for the 2.7 and 4.3 $\mu$m were 1.25e-
15 W/m$^2$ and 4.9e-16 W/m$^2$ respectively. Such small cross-sections deposit heat over a large
altitude domain which may not be representative of what is actually occurring and so an
IR-specific heating efficiency is applied to reduce some of the heating in the non-LTE region.
The heating efficiency shown in Figure 2 uses a flat 100% up to 135 km in which a cosine
function is used to reduce the heating efficiency to 0% at 170 km. The cosine function used:

$$
\epsilon_{IR} = \begin{cases} 
1.0 & z \leq z_0, \\
\frac{1}{2}(\cos(\omega(z - z_0)) + 1) & z > z_0
\end{cases}
$$

(8)

where $z$ is the local altitude, $z_0$ is the altitude in which below 100% heating efficiency
is applied (i.e. 135 km), and $\omega$ is the angular frequency to fit a half period between $z_0$ and
the top of the model. In this case, $\omega = \pi/(z_{\text{top}} - z_0)$, where $z_{\text{top}}$ is the top of model altitude.
This is done because GITM’s absorption-only scheme produces non-trivial heating effects at
altitudes above 140 km where quenching and other effects occur that, while occurring at these
wavelengths, would not be accurately modeled through absorption coefficients. The heating
efficiency from equation (8) helps remove the higher altitude heating that would otherwise
make this inconsistent with other estimations of the near IR heating [Roldán et al., 2000,
Gilli et al., 2017, 2021].
Figure 2. Infrared heating efficiency applied to direct absorption of 2.7 and 4.3 µm into CO₂.

The 15 µm cooling strongly controls the thermospheric structure at Venus [Bougher et al., 1994, 1999]. Atomic oxygen excites CO₂ to enhanced vibrational and rotational states, which then radiates energy that is lost to space or is reabsorbed, depending on conditions. This process is responsible for the cold lower thermospheric temperature observed by satellite measurements [Schubert et al., 1980, Bougher et al., 1999, 2008]. To properly estimate the effects of the CO₂ cooling, a full radiative transfer model is best, but this is not computationally practical in 3D, so the cooling effects follow the M-PCM non-LTE parameterization [González-Galindo et al., 2013]. The non-LTE parameterization simplifies the full problem into 5 rotational and vibrational levels, computes heat transfer between atmospheric layers and allows for spatially variable atomic oxygen and CO₂ densities. This code has been used in the M-PCM, V-PCM and M-GITM models [Bougher et al., 2017, González-Galindo et al., 2013, Gilli et al., 2017, 2021]. Due to the necessity of CO₂ cooling in the LTE portion of the thermosphere and the non-LTE nature of this model, the lower thermosphere is cooled using a linear extrapolation from approximately 70-95 km. The effects of this assumption are discussed in subsequent studies.

At the top of the model, the neutral temperatures has a zero gradient. The bottom boundary neutral temperature is fixed at 215 K motivated by Limaye et al. [2017]’s compiled datasets.
2.3 Ion Dynamics

The ion continuity equation is:

\[
\frac{\partial N_i}{\partial t} + \frac{v_\theta}{r} \frac{\partial N_i}{\partial \theta} + \frac{v_\phi}{r \cos(\theta)} \frac{\partial N_i}{\partial \phi} + v_r \frac{\partial N_i}{\partial r} = S_i
\]  

where \( N_i \) is the number density of the \( i \)th ion and \( S_i \) is net rate at which the \( i \) ion is being produced or lost. The bottom boundary has zero gradient for all ions, but does not matter due to lack of substantial ion densities at that altitude. At the top, the ion densities follow an exponential fall off.

The ion momentum equation in the Venus code is different than the equation found in Ridley et al. [2006]. The first difference is the removal of Lorentz force term due to the lack of planetary electromagnetic fields. The solver of the velocity is also changed due to the inclusion of the time rate of change term. The base ion momentum equation is:

\[
\rho_i \frac{d\mathbf{v}}{dt} = -\nabla(P_i + P_e) + \rho_i \mathbf{g} - \rho_i v_{in} (\mathbf{v} - \mathbf{u})
\]  

where the \( \nabla(P_i + P_e) \) is the plasma pressure and \( \mathbf{v} \) is the ion velocity. The velocity is solved for using an implicit time-stepping scheme, where the ion velocity on the right side of the equation is assumed to be the new velocity. The bottom boundary for the ion velocity is fixed at zero in the vertical direction. The top boundary has zero gradient for the horizontal drifts.

One of the problems with ionospheric models that are limited in altitude is that they can not capture the combined vertical and horizontal ion transport that may occur above the top of the model domain. For example, at Earth, ions flow up on the dayside into the plasmasphere, and then down at the night, filling in the nightside ionosphere. At Venus, there is evidence of O\(^+\) transport at high altitudes from the dayside to the nightside during solar maximum to sustain the night-time ionosphere [Kliore et al., 1979, Knudsen, 1992]. Currently, V-GITM does not advect O\(^+\) and so it is not expected that the nightside ionosphere will be highly accurate yet.

During solar minimum, it is thought that the ionopause is compressed such that the ionosphere becomes too small to allow O\(^+\) transport to be the primary source of nightside ions, but rather that precipitating electron fluxes are sufficiently large to be a significant source of the ionization. Kliore et al. [1979] computed nightside electron densities from the precipitation of 30 eV, 75 eV, and 300 eV electrons based on information from Pioneer Venus measurements (figure 4 in their paper). Theis and Brace [1993] created an empirical
model that provides nightside electron density and electron temperature values also based on Pioneer Venus measurements, as shown in their Figure 3a. They showed the densities can vary by nearly an order of magnitude depending on the solar cycle. More work by Brecht and Ledvina [2021] showed a nightside electron density profile produced from a coupling of the VTGCM and HALFSHEL model which matches the results from Theis and Brace [1993]. No electron precipitation is included in V-GITM but it is something that could be implemented in future versions.

2.4 Initial Conditions and Model Domain

V-GITM follows the VTGCM model with an altitude range from 70 - 170 km. The smallest scale height, $H$ is computed using the heaviest neutral species in the Venus atmosphere, CO$_2$. With a scale height of approximately 5 km, V-GITM’s vertical grid is prescribed to be a uniform 1 km spacing. An adaptive time-step based on a CFL of 0.5 is used. The time-steps are typically 8-10 seconds for the $5^\circ \times 2.5^\circ$ (longitude $\times$ latitude) horizontal resolution used in this work.

The neutral densities are initialized using the VTS3 model, while the ion densities are all set to $1e-24 m^{-3}$ initially. Neutral and ion velocities are initialized to zero with a bottom boundary condition used to simulate a superrotating flow found near the cloud tops as described in Figure 1.

3 Simulation Results

In this section, the initial results of V-GITM simulations are shown for a run during March 1st-10th, 2009 in which the F10.7 was around $70 W m^{-2} Hz^{-1}$. This time period and F10.7 is representative of solar minimum conditions. Temperatures and densities as functions of time are shown to understand the necessary run-time for the model to reach an approximate steady state. The thermal structure, neutral and ion composition, and winds at the end of the run are shown with some accompanying data-model comparisons in Figures 3-17.

Figure 3 shows temperatures and densities at 75 km and 165 km for noon, midnight, dawn and dusk terminators. The noon and midnight quantities converge within three days with the exception of the 0 LT mass density at 165 km. Although temperatures (3a) and densities (3b) at the terminators changed throughout the entire run at 165 km, the variations are
very small compared to the mean values which implies that steady state conditions have been achieved within V-GITM. It is important to point out that although steady state is reached within 5 days, this is only applicable for the current state of V-GITM. Dynamical and chemical time scales determine the time to steady state. These time scales vary with altitude and are important to consider below 100 km, especially as additional chemistry is added to the model [Brecht and Ledvina, 2021].

**Figure 3.** The mass density and neutral temperature as indicated near the equator for different local times at 165 km (panel (a) and (b)) and 75 km (panel (c) and (d)).

### 3.1 Thermal Balance and Structure

V-GITM’s equatorial temperature as a function of longitude and altitude after 10 days of simulation time is shown in Figure 4. The lower altitudes do not have large source terms and the temperature fall off between 70 km to roughly 90 km stems from residual radiative cooling. Temperatures begin to increase above 90 km due to a contribution of heating from the solar near-IR that is absorbed by CO$_2$. On the dayside, the local temperature peaks at 215 K around 100 km because of the 2.7 $\mu$m and 4.3 $\mu$m contribution to the near IR heating.
Above this local maxima, temperatures decrease briefly until 120 km where the solar near IR absorption peaks and the 15 $\mu$m CO$_2$ cooling has a local minimum.

On the nightside near 0 LT, temperatures decrease from 70 km until 110 km where there is a temperature valley. Above this is a very small peak of around 200 K around 120 km. This temperature peak has significantly colder temperature, approximately 165 K, surrounding this location. The temperature island at midnight near 120 km is created due to fast winds converging on this location. These winds are generated by large pressure gradients stemming from the warm dayside. There is a warm temperature spot at 100 km as well, but a nighttime temperature peak is not observed because the wind pattern is significantly different from the wind pattern at 120 km. The causes of the different wind pattern is discussed more in section 3.3.1, but is primarily due to viscous interactions with the lower boundary that is significant up to 100 km, but is reduced by 120 km. As seen in Figure 4b, the horizontal winds are predominantly westward at 100 km which does not create compressional heating on the nightside.

Above 140 km on the dayside, temperatures increase to an isothermal profile around 265 K. The heating is due to absorption of solar EUV in the form of direct heating and chemical heating. Between 140-170 km, the solar EUV is balanced by thermal conduction and CO$_2$ cooling. As shown in Figures 4 and 5, the diurnal variation is largest in this region.
with day-night differences of approximately 150 K. The temperature differences drive pressure gradients that create fast winds in the upper thermosphere as shown in Figure 4b and discussed in section 3.3.

On the nightside, temperatures drop to 110 K at the top of the model because of the lack of heating sources, with the only source being from adiabatic heating at 200° and 260° longitude. As shown in Figure 5b, there is a ring where temperature increases due to the convergence of winds near midnight. This region is where the supersonic winds from the dayside to the nightside slow down to subsonic speeds. This behavior was shown in other modeling studies, such as Navarro et al. [2021]. This is discussed further in section 3.3.

Observational data from ground-based measurements from HHSMT and JCMT, along with Venus Express’s VeRa data and empirical model results from VTS3 were compiled in Limaye et al. [2017]. Figure 6 shows a data-model comparison using the Limaye et al. [2017] data and V-GITM results (dashed black line) latitudinally binned from 30°S to 30°N and longitudinally binned based on local time (LT) between 7 LT and 17 LT.

Between 120 km and 135 km, there are limited measurements of the dayside temperature. Interpolating data from HHSMT at 120 km and VTS3 results at 135 km, it appears that temperatures should be between 180-200 K. HIPWAC-THIS and VIRTIS-H have measured this region with very large uncertainty bars. V-GITM’s solar EUV quickly falls off below 145 km leading to a valley of temperature at 135-140 km. More measurements are needed to understand the appropriate heating and cooling balance in this region. This could be that solar EUV in V-GITM is not depositing energy low enough, the 2.7 μm near IR is not contributing at high enough altitudes, or some combination of the two.
Figure 5. Temperature contours shown of constant altitude slices at (a) 100.5 km and (b) 160.5 km overlaid with horizontal winds for the same time as in Figure 4. A reference vector wind speed is shown at noon, near the equator, but maximum velocities are 137 m/s and 373 m/s for 100.5 km and 160.5 km, respectively.
Figure 6. Dayside averaged temperature profiles from JCMT, HHSMT, VTS3, VeRa and V-GITM for the low latitude bins between -30° and 30° for March 10th, 00 UT, 2009. One standard deviation are plotted as colored areas for averaged profiles in the same bin.

The dayside heat balance described above is illustrated in Figure 7. The non-LTE 15 μm CO$_2$ cooling scheme is used between ~100 km-170 km. One correction that V-GITM includes is a linear extrapolation of NLTE CO$_2$ cooling value at 100 km value down to a desired 70 km cooling rate. This is due to a breakdown of the NLTE scheme which does not work effectively below 100 km. The extrapolation cooling scheme was chosen in an attempt to match the HHSMT, VeRa, and JCMT profiles.

The near IR heating rate is a the sum of contributions from the transmission and direct absorption of the 2.7 μm and 4.3 μm spectra. The 1D profile shown in Figure 7 features heating throughout a similar vertical domain as the parameterization of Gilli et al. [2017], but with a dayside peak heating rate similar to Gilli et al. [2021].
Figure 7. Heating and cooling rates (K/day) by V-GITM at 12 LT and 1°N for the same time as shown in Figure 4.

3.2 Neutral Densities

Resulting vertical profiles of V-GITM’s nine individual neutral species from the simulation described above are shown in Figure 8. Several densities and density peaks are shown in Table 5 comparing the V-GITM results to VTS-3, Venus Express, VTGCM or Fox and Sung [2001]’s model.
<table>
<thead>
<tr>
<th>Measurable Quantity</th>
<th>V-GITM Result</th>
<th>Comparison Result</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z(n_{CO_2} = n_O)$</td>
<td>165 km at 12 LT 140 km at 0 LT</td>
<td>165 km at 12 LT 140 km at 0 LT</td>
<td>VTS-3</td>
</tr>
<tr>
<td>max($n_O, 12LT$)</td>
<td>$6\times10^{10}$ cm$^{-3}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>max($n_O, 0LT$)</td>
<td>$7\times10^{11}$ cm$^{-3}$</td>
<td>$2.5\times10^{11}$ cm$^{-3}$</td>
<td>Venus Express [Brecht et al., 2012]</td>
</tr>
<tr>
<td>$n_N(140$ km)</td>
<td>$5.5\times10^{7}$ cm$^{-3}$</td>
<td>$3\times10^{7}$ cm$^{-3}$</td>
<td>Fox and Sung [2001]</td>
</tr>
<tr>
<td>$n_N(2D)(140$ km)</td>
<td>$6.5\times10^{4}$ cm$^{-3}$</td>
<td>$2-3\times10^{5}$ cm$^{-3}$</td>
<td>Fox and Sung [2001]</td>
</tr>
<tr>
<td>$z_{max}(n_{NO})$</td>
<td>95, 125 and 140 km</td>
<td>95 km</td>
<td>Fox and Sung [2001]</td>
</tr>
<tr>
<td>max($n_{NO}$)</td>
<td>$3.5\times10^{6}$ cm$^{-3}$</td>
<td>$2-3\times10^{8}$ cm$^{-3}$</td>
<td>Fox and Sung [2001]</td>
</tr>
<tr>
<td>$n_{CO}(170$ km)</td>
<td>$1.5\times10^{8}$ cm$^{-3}$</td>
<td>$1.2\times10^{8}$ cm$^{-3}$</td>
<td>VTS-3</td>
</tr>
<tr>
<td>$n_{N_2}(170$ km)</td>
<td>$1.4\times10^{6}$ cm$^{-3}$</td>
<td>$7.6\times10^{7}$ cm$^{-3}$</td>
<td>VTS-3</td>
</tr>
</tbody>
</table>

**Table 5.** Notable density peak locations and number densities from V-GITM (see Figure 8) with a comparison against measurements or model-predicted results.
Atomic O overtakes CO$_2$ as the dominant species in the thermosphere at altitudes where molecular diffusion is stronger than eddy diffusion. Matching VTS-3, V-GITM showed this to occur on the dayside and nightside to occur near 165 km and 140 km, respectively. At midnight, V-GITM’s atomic oxygen peak value is $7 \times 10^{11}$ cm$^{-3}$ at 120 km whereas Venus Express measured a smaller value of roughly $2.5 \times 10^{11}$ cm$^{-3}$ nearer 100 km [Brecht et al., 2012]. The disparity between the nightside values at 100 km could be due to the westward winds at this altitude advecting oxygen to the nightside. The nightside O(1-$\Delta$) airglow that results from this simulated O-density peak could be a useful constraint on the thermospheric circulation [Brecht et al., 2011, 2012]. Although not done in this thesis, it is a topic of future work. Below 80 km, O has a rapid decreases in density due to the lower boundary condition. The lower thermosphere has not been reliably measured and so it is assumed that O will be completely depleted. Additionally, the dayside atomic oxygen density peak is smaller than the peak on the nightside. While it is unclear if this should be the case, having a dayside density to benchmark against is very important. Atomic oxygen is formed by CO$_2$ photodissociation on the dayside and advected to the nightside. Additionally, 15 $\mu$m cooling is highly dependent on oxygen densities. For these reasons, accurately constraining the dayside oxygen profile is necessary to improve the heat balance and nightside densities, chemistry and nightglow.

N and N(2D) are also affected by the lower boundary condition to deplete them. N peaks at $3 \times 10^7$ cm$^{-3}$ near 140 km as computed in Fox and Sung [2001] which V-GITM matches reasonably well. Fox and Sung [2001] suggests that the N density may fall off to nearly zero below 115 km which V-GITM does not reproduce. V-GITM shows a secondary peak at 95 km because the only N loss term acting at this altitude is R11 which is acts very slowly. N(2D), on the other hand, should peak between 150 km with a magnitude around $2-3 \times 10^5$ cm$^{-3}$ from Fox’s model. V-GITM showed the peak to be roughly a third of their value.

NO peaks near 95, 125 and 140 km in V-GITM. Fox and Sung [2001] shows that NO peaks near 95 km two orders of magnitude larger than that shown in V-GITM. Also pointed out in Fox and Sung [2001], NO below 120 km is created by N(2D) and CO$_2$ producing NO and CO, balanced by a charge exchange between NO and O$_2^+$ to create NO$^+$. The N(2D) density below 140 km is very small and so NO is not significantly produced. As seen in section 3.5, V-GITM has nearly no O$_2^+$ below 120 km preventing the charge exchange from
occurring. Further investigation in the chemical balance, particularly at lower altitudes, will be given to N, N\(^2\)D) and NO in future work.

The CO and N\(_2\) densities at 70 km and 170 km match the order of magnitude of those predicted via VTS3. As pointed out in Mahieux et al. [2021], CO and N\(_2\) are chemically inactive, particularly at high altitudes in the atmosphere. Despite the mismatch in some of the individual profiles, the dayside total number density profile (Figure 9) has agreement throughout.

![V-GITM altitude profile of neutrals at (a) 12 LST and (b) 0 LST at 1\(^\circ\)N for March 10th 00:00:00 UT, 2009.](image)

**Figure 8.** V-GITM altitude profile of neutrals at (a) 12 LST and (b) 0 LST at 1\(^\circ\)N for March 10th 00:00:00 UT, 2009.
3.3 Bulk Neutral Winds and Momentum Sources

The V-GITM winds are self-consistently computed at every time step. They are initialized to zero except the bottom zonal superrotating boundary condition. The objective of solving for the winds explicitly is to better understand how the neutral winds in Venus’ thermosphere drive atmospheric processes.

As shown in Figure 10, the mesosphere and lower thermosphere have a retrograde superrotating zonal (RSZ) circulation pattern. At the top of the thermosphere, EUV deposition creates a large pressure gradient that drives the winds poleward on the dayside at mid latitudes and towards the nightside at low latitudes. These circulation patterns create a large altitudinal velocity shear at the morning terminator where the effects of viscosity are large. The vertical shearing makes it difficult to predict the wind pattern in the transition region between the cloud tops (RSZ flow) and the thermosphere/exosphere boundary (subsolar to antisolar flow). Wind measurements taken by the MESSENGER (only sampling up to 110 km) spacecraft show that the westward maximum wind speeds range from 97-143 m/s [Per-
In the sampling range, the maximum occurred between 75-90 km. This may suggest a good constraint for the boundary conditions at 70 km. Simulations were performed with different lower boundary conditions on the zonal flow to understand the impact this may have.

**Figure 10.** Depiction of the retrograde super rotating zonal (RSZ) circulation in the lower atmosphere of Venus with the subsolar (SS) to antisolar (AS) flow at higher altitudes. Adapted from [Schubert et al., 2007]

Horizontal winds, vertical winds, and temperatures produced by V-GITM are shown in Figures 11 and 12 with different lower boundary condition on the zonal winds of 0 m/s, 50 m/s and 100 m/s. Beginning at 90 km, the horizontal velocity almost identically matches the corresponding boundary condition due to the effects of viscosity from the lower layers. The vertical winds are less than 1 m/s.

The simulated zonal winds at 105 km are a superposition of the day-to-night flow generated due to the large pressure gradient (from near IR at 105 km), which intensifies as the boundary condition zonal wind is increased. This is most apparent at the terminators, particularly at low latitudes. Meridional winds are orthogonal to the zonal winds and so they do not vary much for a specific zonal boundary condition.
Figure 11. Constant altitude slices of horizontal (arrows) and vertical (contours) winds at 90.5 km (first row), 105.5 km (second row), 125.5 km (third row) and 160.5 km (final row). From left to right, columns show lower boundary conditions of 0 m/s, -50 m/s and -100 m/s. Positive vertical wind values correspond to upward motion. Note that the wind vector length scale changes in each plot, while the vertical wind color scale does not.

At 125 km, velocities are noticeably different than the 105 km horizontal velocities. The 0 m/s boundary condition (see Figure 11g) has a SS-AS pattern which is also driven by the dayside temperature peak, except that the max velocities are much faster. Subplots (g)-(i) do not vary much and the velocities are all within ±20 m/s indicating that influence of RSZ is much less at this altitude and above. The non-zero boundary conditions runs at 160 km behave in a similar fashion despite the low difference in horizontal wind speeds.

Figure 12 shows the nightside, 1°N latitude cross-section of temperature for the 0 m/s, -50 m/s and -100 m/s zonal boundary condition runs. With the 0 m/s run condition, the horizontal winds at high altitudes converge on the nightside producing a small amount of adiabatic heating as described above. The midnight convergence causes the midnight temperatures to be warmest for the -100 m/s RSZ case.
Figure 12. Equator slices of temperatures from 110-170 km on the nightside. From left to right, the lower boundary condition is (a) 0 m/s, (b) -50 m/s or (c) -100 m/s.

Figure 13 shows the zonal accelerations for the -100 m/s run condition at different local times. A description of these momentum sources, although described in the vertical direction, are discussed in equations 2 and 3. For the specific horizontal momentum equation, please refer to [Ridley et al., 2006]. As previously mentioned, the near IR and solar EUV create warm regions on the dayside. The solar flux is deposited over a large area so the pressure gradient term at noon is not particularly large. The largest temperature and pressure gradients occur at the terminators and are much stronger than any other acceleration term at these locations. Although included in the momentum equation, ion drag is a negligible forcing on the neutrals since there are no magnetic and electric fields to drive the ion motion. For this reason, after a short amount of time the neutrals drag on the ions which accelerates them to move in unison with one another leading to no expected ion drag. However, ion winds from the solar wind interaction may drag neutrals at higher altitudes [Brecht and Ledvina, 2021].
Figure 13. Momentum sources at equator in the zonal (east/west) direction for the -100 m/s base case at four different local times.

3.4 Shock-like Features within V-GITM

A higher resolution simulation was performed matching the horizontal resolution in Navarro et al. [2021]. The standard resolution used up to this point and the Navarro resolution runs are compared in Figure 14. Following some of the metrics in their work, V-GITM showed supersonic winds on the nightside and a "hot ring" around midnight during two simulations with different horizontal resolutions. Mach numbers reach a value of 2 east of midnight. West of midnight, the mach number is also supersonic with a lower value of 1.6. The lower resolution was performed at $5^\circ \times 2^\circ$ while the Navarro et al. [2021] is performed at $3.75^\circ \times 1.875^\circ$. Over a distance of roughly 500 km, the flow is slowed to subsonic speeds in both simulations. In addition to the supersonic speeds, the $\eta$ indicator pointed out in [Navarro et al., 2021] [Zhu et al., 2013] [Fromang, Sébastien et al., 2016] provides a dimensionless quantity to assess the presence of a shock where the $\eta$ is greater than 0.2. Equatorial values of $\eta$ were computed at 130 km and 160 km, $\eta$ remained below 0.2 across
all longitudes except around 200-210° and around 250-255°. These longitudes are consistent
with the crossings of supersonic to subsonic flows in Figure 14c and 14d. As mentioned in
Navarro et al. [2021], an enhanced model is needed to accurately handle shock formation
because fluid models, even if non-hydrostatic, do not resolve supersonic shock effects.

Figure 14. The speed of sound ($c_s$) and Mach number ($M_a$) and a dimensionless quantity ($\eta$) are shown at
130.5 km for two different horizontal resolutions. In (e) and (f), $\eta$ describes flow divergence was computed at
all longitudes near the equator. A black, dashed line showing a threshold of 0.2 is plotted to help distinguish
shock locations.

3.5 Ionosphere

V-GITM's ionosphere is driven by the photochemistry described in Table 3 and cou-
pled ion-neutral dynamics described above. In this section, individual ion density profiles
and bulk electron densities are shown in Figure 15. The dayside ionosphere is robust, with densities peaking at over $10^5 \text{ cm}^{-3}$ which is consistent with Venus Express measurements taken during solar minimum [Hensley et al., 2020]. Near midnight, however, a more meager ionosphere exists with the main density being NO$^+$ which peak values are greater than $10^1 \text{ cm}^{-3}$ at 170 km. On the nightside nearer either terminator, the electron density has a peak of $10^3 \text{ cm}^{-3}$. The ion population at these locations consist of a relatively equal amount of NO$^+$ and O$_2^+$. O$_2^+$ is advected to the nightside, but not fully across the anti-solar point which explains the lack of O$_2^+$ at midnight in Figure 15.

Figure 16 provides a side-by-side comparison of the neutral and ion velocities at 140.5 km. This location was selected due to O$_2^+$ being the only species advected and 140 km is near the dayside density peak. The ions and neutrals have been shown to move in unison in the zonal and meridional directions. As seen in Figure 16b, the ion vertical velocities have a
large downflow on the nightside not seen in the neutrals. This location corresponds to a density of \( O_2^+ \) less than \( 10^2 \) cm\(^{-3}\) and is believed to not be physical nor a significant detraction from the other findings of this simulation.

The midnight cross-section of the ion population (see Figure 15) shows only NO\(^+\) despite not being an advected ion. Given the neutral profiles shown in section 3.2, the primary reactions creating NO\(^+\) are R15 and R18. NO\(^+\) is lost through electron recombination. Balancing the mass flow rate reaction rates showed that NO\(^+\) will stay roughly 50x larger than the corresponding \( O_2^+ \) density. This relationship will hold until additional the NO\(^+\) reaction rate coefficient is re-examined or additional NO\(^+\) loss terms are added.

Overall, the nighttime electron densities are between two to four orders of magnitude less than the simulated dayside. Taylor Jr. et al. [1980] has indicated the day-night difference should be one to three orders of magnitude smaller with the same composition. Cravens et al. [1982] concluded that the nightside ionosphere is highly variable. Occasionally it would be completely depleted ([e\(^-\)] < \( 10^2 \) cm\(^{-3}\)), most of the time it showed irregularities and sometimes it was smooth with maximums between \( 10^4 \) and \( 10^5 \) cm\(^{-3}\).

**Figure 16.** Ion and neutral velocities at 140.5 km. Horizontal velocities for the (a) neutrals and (b) ions are plotted as arrows with the corresponding vertical velocity plotted as a contour in the background. A contour line of \( n_{O_2^+} = 10^2 \) cm\(^{-3}\) is plotted in (b).
Figure 17. Electron density structure at the equator for 2.5 LT for the empirical model from [Theis and Brace, 1993] and V-GITM.

Figure 17 shows a data-model comparison of the nightside electron density at 2.5 LT from Theis and Brace [1993] (in black) and V-GITM results (in blue). It is not expected to have the same electron densities between the lines due to the inherent difference in solar activity. Theis and Brace [1993] has shown that between F10.7 values of 120 $W m^{-2} H z^{-1}$ and 200 $W m^{-2} H z^{-1}$ that the electron density peak does not vary much near 140 km. Knudsen [1987] points out that dayside electron densities may have an effects on the day-to-night flow of plasma.

Spenner et al. [1981] and Kliore et al. [1991] also indicate that transport of O$^+$ from the dayside is a source of night-time ionosphere, but V-GITM does not extend at high enough altitudes to properly attempt to capture this effect. The influence of a nightside upper boundary condition for O$^+$ will be explored in future work to simulate this effect. Precipitation of solar wind light ions or electrons onto the nightside is the other mechanism that is often considered [Gringauz et al., 1979]. The lack of this process in the physics for V-GITM may explain why the observed peak is not matching, but is beyond the scope of this paper.
4 Summary and Conclusion

This paper introduces the main features of a new Venus global circulation model of the ionosphere-thermosphere region. The new model, V-GITM, is based on the terrestrial GITM model [Ridley et al., 2006] and Mars counterpart [Bougher et al., 2015]. V-GITM utilizes Venus specific parameters and physical processes from several existing Venus codes, including the Venus Thermosphere General Circulation Model (VTGCM) and LMD-IPSL’s V-PCM. V-GITM self-consistently solves for the neutral densities, winds, and temperatures as well as the ion and electron densities, and the ion velocities while assuming a partially dynamical ionosphere. Overall, this is the first Venus model to couple the ionosphere-thermosphere without assuming hydrostatic equilibrium and uses chemical heating to correctly approximate energy depositing from the solar EUV.

Comparisons between the model results and a wide range of neutral and ion measurements across a variety of local times are shown. Dayside neutral temperature and bulk density structure of the upper atmosphere match reasonably well, although species-specific densities do not always match other models’ predictions. Neutral winds are shown including a variety of retrograde superrotating zonal flow speeds demonstrating the strong influence on neutral wind profiles up to 100 km, but having a relatively minor impact on wind speeds in the upper thermosphere and dayside temperatures. Finally, V-GITM explored the ion velocities and nighttime ionosphere that forms from only the advection of $O^+_2$.

Introducing V-GITM, with all of its features, allows the Venus modeling community to perform more insightful model-model comparisons to determine the importance of a hydrostatic solver, ion dynamics and exothermic heating. Further work is needed for all Venus models to improve upon inaccurate approximations or parameterizations of the physics implemented. Processes like eddy diffusion, 15 $\mu$m CO$_2$ cooling and solar IR heating are complicated to correctly model alone are thus parameterized, which makes them highly uncertain. It is understood that each of these significantly affect Venus’ thermosphere and so future studies about quantifying the uncertainty of these terms is an important topic so that this model can be a useful tool for future Venus studies, particularly with the upcoming VERITAS and DAVINCI missions scheduled.
5 Open Research

V-GITM is freely available through GitHub [Ridley et al., 2023]. Plotting routines and data within this work will be published on DeepBlue.
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Appendix A: Chemistry Reaction Rates

The reaction rate for some chemical equations from Table 3:

(R11) \( \text{N}^{(4S)} + \text{O} \rightarrow \text{NO} \)
\[
1.9 \times 10^{-23} \sqrt{\frac{300}{T_n}} (1 - \frac{0.57}{\sqrt{T_n}})
\]

(R21) \( \text{N}_2^+ + \text{O} \rightarrow \text{NO}^+ + \text{N}^{(2D)} \)
\[
1.33 \times 10^{-16} (300/T_i)^{0.44}
\]

(R27) \( \text{N}_2^+ + \text{e} \rightarrow 2\text{N}^{(2D)} \)
\[
1.01 \times 10^{-13} (300/T_e)^{0.39}
\]
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