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Abstract

Industry 4.0, also known as the Fourth Industrial Revolution, is characterized by the incorporation of advanced manufacturing technologies such as the Internet of Things (IoT), Artificial Intelligence (AI), and automation. With the increasing adoption of Industry 4.0 technologies, it becomes crucial to implement effective security measures to safeguard these systems from cyber attacks. The development of intrusion detection systems (IDS) that can detect and respond to cyber threats in real-time is crucial for securing Industry 4.0 systems. This research topic seeks to investigate the various techniques and methodologies employed in developing IDS for Industry 4.0 systems, with a particular concentration on identifying the most effective solutions for protecting these systems from cyber attacks. In this study, we compared supervised and unsupervised intrusion detection algorithms. We utilized data collected from heterogeneous sources, including Telemetry datasets of IoT and The industrial Internet of things (IIoT) sensors, Operating systems (OS) datasets of Windows 7 and 10, as well as Ubuntu 14 and 18 TLS and Network traffic datasets simulated by the School of Engineering and Information Technology (SEIT), UNSW Canberra @ the Australian Defence Force Academy (ADFA). The preliminary results of IDS accuracy are extremely encouraging on the selected data for this study (Windows OS and Ubuntu OS), which motivates the continuance of this line of inquiry using a variety of other data sources to formulate a general recommendation of IDS for Industry 4.0.
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I. INTRODUCTION

In 2011, the fourth industrial revolution dawned upon us with the introduction of the "Industry 4.0" concept by a German government initiative. This revolution signifies the deep integration of transformative technologies, such as artificial intelligence, robotics, and the Internet of Things (IoT), into modern manufacturing paradigms [1]. As this shift gathers momentum globally, it heralds unparalleled efficiencies and innovation. Yet, it simultaneously unveils intricate cybersecurity challenges, primarily arising from the melding of physical, digital, and biological domains [2].

Central to Industry 4.0 is the IoT, an extensive network of interconnected devices operating in synchrony. Its omnipresence, coupled with a vast device ecosystem, unfortunately, makes it a prime target for cyber adversaries [3]. These malevolent entities exploit vulnerabilities within the IoT, leading to an array of threats, from unauthorized data breaches to major operational disruptions. The repercussions of such breaches can be severe, threatening production, financial stability, and even human safety.

To address these escalating threats, Intrusion Detection Systems (IDS) have been pivotal. Traditional IDS primarily rely on known attack signatures, providing a line of defense based on previously identified threats. However, the ever-evolving landscape of cyber threats demands a more adaptive and proactive approach. This need has given rise to Machine Learning-based Intrusion Detection Systems (ML-based IDS) [4]. Unlike their traditional counterparts, ML-based IDS leverage machine learning to evolve with changing network patterns, enabling them to identify both established and emerging threats efficiently. Their prowess in handling vast datasets and discerning nuanced threat indicators makes them indispensable in safeguarding the multifaceted infrastructures of Industry 4.0 [5], [6], [7].

However, the efficacy of ML-based IDS is deeply rooted in the caliber of their training data. These systems flourish when trained on comprehensive datasets that encompass diverse network behaviors. Yet, sourcing such datasets, especially in niche sectors like the Industrial Internet of Things (IIoT), poses challenges, often attributed to data scarcity or inherent imbalances [8].

In summation, as the globe increasingly aligns with the Industry 4.0 paradigm, the urgency to bolster its foundational elements, especially the IoT, escalates. The imperative for advanced IDS that can adeptly navigate contemporary cyber threats becomes paramount. The subsequent sections of this paper embark on a deeper exploration of this domain: Section II offers a literature review, Section III details our datasets and research methodologies, Section IV unveils our experimental insights, and Section V summarizes our core findings.

II. LITERATURE REVIEW

The rise of Industry 4.0 and the proliferation of IoT devices have necessitated robust intrusion detection systems (IDS) to safeguard computer networks. Machine learning (ML) has emerged as a pivotal tool in this endeavor, with its adaptability allowing it to identify and counter evolving cyber threats [9].

Over the years, a multitude of research has been carried out using well-established datasets like KDDCUP99, NSL-KDD [10], UNSW-NB15 [11], CICID2017 [12], and the recent addition of ToN IoT [13]–[19]. The latter, being the most recent and diverse, encompasses multiple OS through...
several virtual machines and reflects a more realistic network environment.

Anomaly detection, a core component of IDS, seeks to flag deviations from standard patterns, indicating potential malicious activities. ML-based anomaly detection models these patterns using statistical measures of system features, providing an edge in identifying previously unknown threats. Techniques ranging from neural networks to support vector machines have been developed as classifiers to discern whether incoming network traffic is benign or malicious.

Supervised anomaly detection remains at the forefront of this domain. By training on labeled datasets, it captures typical behavior patterns, facilitating the classification of new instances as normal or anomalous. This approach has been extensively explored using algorithms like k-nearest neighbor (KNN), neural networks (NN), and support vector machines (SVM). For instance, using the NSL-KDD dataset, the K-NN algorithm was found to be a top performer with an accuracy of 99.403% over Decision trees (DT), Naïve Bayes (NB), Artificial neural network (ANN), k-NN algorithm, and Support vector machines (SVM). However, despite their robust performance on labeled datasets, supervised techniques can face challenges when confronted with novel anomalies.

Contrastingly, unsupervised anomaly detection zeroes in on inherent data patterns without the need for labeled training. While methods like point anomaly detection have shown proficiency in detecting novel anomalies, they sometimes yield false positives or negatives. Studies such as Lazarevic et al. have provided valuable insights into the comparative performance of supervised and unsupervised techniques.

The ToN IoT datasets, being the latest in this lineage, have served as an invaluable resource for researchers. For instance, in a study, seven supervised models and a deep learning method were employed to understand the impact of dataset heterogeneity on detection performance. The findings emphasized the prowess of RF and CART in intrusion detection across varied sensor data. Another study delve into the predictive power of distinct feature sets for attack detection across datasets, including ToN IoT. Further, utilizing ten different learning methods on the ToN IoT dataset underscored the superior accuracy of the CatBoost algorithm.

Despite the strides made in the field, challenges remain. For example, the optimal application of supervised and unsupervised algorithms to specific ToN IoT data (Windows 7, 10, and Linux) remains an area of exploration. This research aims to address such challenges, drawing inspiration from prior works.

In conclusion, the literature underscores the intricate landscape of ML algorithms for intrusion detection, enriched by systematic reviews and comparative studies. The continuous evolution of cyber threats mandates ongoing research to refine and perfect IDS mechanisms.

III. THE SIGNIFICANCE OF THE TON IOT DATASET

The choice of dataset is paramount in intrusion detection research, as it greatly influences the study’s applicability and relevance. Among the datasets available, the ToN IoT dataset emerges as a superior choice for several compelling reasons:

1) Comprehensiveness and Diversity: The ToN IoT dataset offers a holistic view, encompassing a myriad of data sources, including telemetry data from IoT/IIoT services, operating system logs, and network traffic. This dataset stands out with its heterogeneous data sources, addressing a gap found in other datasets. It further enhances its relevance with a vast collection of over 5 million samples, amalgamating both malicious and benign data.

2) Rich Feature Set: A limitation evident in prior datasets is the paucity of features, especially in IoT-based IDS datasets. The ToN IoT dataset bridges this gap with a comprehensive set of features, making it an optimal choice for evaluating AI-driven security applications. Its focus on daily home usage devices provides a fresh perspective, differing from datasets that lean heavily towards academic network traffic.

3) Scalability and Heterogeneity: Many existing datasets falter when it comes to scalability and heterogeneity. However, the ToN IoT dataset shines in this aspect by integrating distributed data sources from varied IoT services, operating systems, and network traffic. This diversity is essential for encapsulating the multifaceted nature of IoT network intrusion data, thereby augmenting the efficacy of intrusion detection systems.

4) Real-World Applicability: The ToN IoT dataset mirrors a medium-scale network, enhancing its real-world applicability. Its data, derived from a testbed architecture, encompasses detailed audit traces from Linux operating systems, including hard disk, memory, and process logs. Such granularity in data strengthens the dataset’s utility for appraising intrusion detection mechanisms in IoT settings.

In summation, the ToN IoT dataset surpasses its predecessors by addressing their limitations and offering a plethora of data sources, an enriched feature set, unmatched scalability, and genuine real-world representations. Its attributes underscore its significance, making it an indispensable tool for scholars and professionals navigating the realms of intrusion detection and IoT security.

IV. OUR APPROACH

A. High-level Overview

As we have mentioned, the industry 4.0 data provided by UNSW Canberra @ the ADFA is a very robust data set to carry out different ML algorithms and testing their performance. Lots of active research is still ongoing and we have not found any unique research in fitting supervised and
unsupervised models done on Windows 7 & 10 and Linux-based OS data (Windows/Linux dataset—activities of desk, process, processor, memory, and network activities) in intrusion detection. Inspiring from this point of view, we have selected two supervised models (DT, and SVM) and two unsupervised models (SOM and K-means clustering). The most important reason for selecting these unsupervised models is that they can handle completely new types of attacks, although their performance is not as good as supervised models, as we have seen in [28]. Our research objective is to classify and cluster the data into two categories: "Attacked" and "Normal".

B. Testbed Details

The testbed for the ToN_IoT data that was developed by the University of New South Wales (UNSW) in Canberra is a real-world and massively scalable network that was built at the IoT Lab of UNSW Canberra Cyber. This testbed links multiple physical systems, virtual machines, hacking platforms, cloud platforms, fog platforms, and IoT sensors in order to simulate the scalable and composite nature of IIoT environments [35]. The testbed components are mainly organized into three layers: Edge, Fog, and Cloud. The Edge layer consists of IoT sensors and physical network components, the Fog layer includes virtual machines and hacking platforms, the Cloud layer encompasses cloud platforms [36].

This testbed was used to create the ToN_IoT Telemetry dataset, which contains data from heterogeneous sources gathered from IoT and IIoT sensors, OS data, and network traffic datasets [35]. We can show the layers by the following figure as used in [26]:

C. Dataset Overview

According to the study, the ToN IoT datasets [26] include heterogeneous data sources from IoT/IIoT service telemetry data, OS logs, and network traffic from a realistic representation of a medium-scale network designed at the Cyber Range and IoT Labs at UNSW Canberra. The primary focus of this study is the proposed dataset of IoT/IIoT service Telemetry data and their characteristics. The ToN_IoT repository [37] provides access to the ToN_IoT datasets. The proposed datasets also had label and type features to indicate whether an observation is normal or an attack and the subclasses of attacks for multi-class classification tasks. Various IoT and IIoT sensors across the IIoT network were subjected to nine (9) varieties of cyber-attacks, including Scanning, Denial of service (DoS), DDoS, ransomware, backdoor, data injection, Cross-site Scripting (XSS), password cracking attack, and Man-In-The-Middle (MITM). The dataset’s specifications can be found in [37].

However, we are using the data which is mainly generated in Fog layers from Windows 7, Windows 10, and Linux-based OS [Disk activity, Process-scheduling activity, Memory activity]. As stated in [26], the Node-RED utility was utilized to connect sensors to their corresponding backend cloud server in order to generate standard data. Multiple cyber-security incidents were launched against IoT and IIoT sensors of varying types.

The hacking scenarios were designed to exploit either the IP address of Node-RED, public and local Message Queue Telemetry Transport (MQTT) brokers, or the WiFi connections of physical IoT sensors. They used the timestamp field of each well-known attack to designate each vector as normal or the attack. After labeling all the attacks and their categories (attack sub-classes), they added the remaining vectors as either normal or local MQTT brokers. Also, the offensive Kali systems used 10 Kali Linux VMs with static IP addresses and different bash and python scripts to attack vulnerable IIoT network systems and launch attacks against IoT/IIoT services [26].

D. Methodology

1) Missing value handling: To determine the threshold for deleting entries based on the percentage of missing data by column, different studies have used various thresholds. For example, [38] conducted a complete case analysis with pairwise deletion when the percentage of missing data was less than 1.5%. Similarly, [39] applied list-wise deletion and excluded records from analysis if any single value was missing.

On the other hand, [40] proposed ignoring incomplete data when the percentage of missing entries exceeded a certain threshold, while [41] focused their analysis on models without variables that had a substantial amount of missing data. Furthermore, [42] deleted cases with missing values, resulting in no variables with more than 3% missing values.
Similarly, [43] used listwise deletion due to the relatively small amount of missing data.

In contrast, [43] substituted the 15% missing data with the corresponding column mean, a procedure that preserves information without bias. [45] deleted variables with severe data missing (more than 20% of the total data) and imputed missing data for variables with less than 20% missing values.

Therefore, the threshold for deleting entries based on the percentage of missing data varies across studies, with values ranging from 1.5% to 20%, depending on the specific research context and data analysis approach.

Imputation of missing data is a crucial step in data analysis and ML, as it involves estimating or filling in missing values in a dataset [46]. Ignoring or deleting records with missing values can result in the loss of important information and introduce bias into the analysis [46].

There are various methods for imputing missing data, depending on the characteristics of the dataset and the nature of the missing values.

1) **Mean/median imputation:** One common approach is to use the mean or median value of the variable to fill in the missing data [46]. This method assumes that the missing values are comparable to the observed values.

2) **Hot deck imputation:** Another approach is hot deck imputation, where missing values are filled in by borrowing values from other similar cases in the dataset [46]. This approach aims to preserve the distribution of the original data.

3) **Multiple imputations:** Multiple imputations is a technique that generates multiple plausible imputed datasets and combines the findings from each dataset to obtain accurate estimations [46]. This method takes into account the uncertainty of the imputed values.

4) **Regression imputation:** Regression imputation, on the other hand, involves using regression models to fill in missing data by determining the relationship between the variable with missing values and other variables in the dataset [46]. This approach utilizes the information from related variables to impute the missing values.

The imputation of missing data is a critical step in data analysis and ML. It is important to handle missing data appropriately to avoid loss of information and introducing bias into the analysis [46]. Imputation methods such as mean or median imputation, hot deck imputation, multiple imputations, and regression imputation can help to preserve the integrity of the dataset and obtain accurate estimations [46].

2) **Data balancing:** Data balancing is a crucial step in ML, particularly when dealing with imbalanced datasets. Imbalanced datasets occur when the distribution of classes in the dataset is highly skewed, with one class being significantly more prevalent than the other(s). This is a common issue in various domains, including bioinformatics [47], healthcare [48], speech signal analysis [49], tourism [50], cybersecurity [51], and many others.

The importance of data balancing in ML is mainly attributed to two key reasons: to address the problem of data imbalance and to mitigate the bias towards the majority class.

Firstly, data balancing techniques aim to address the problem of data imbalance. Classifiers tend to favor the majority class when ML models are trained on imbalanced datasets, leading to unsatisfactory outcomes for the minority class. This imbalance can lead to several issues, such as reduced accuracy, poor sensitivity, and overfitting to the majority class. By balancing the dataset, the models can achieve better performance by adequately considering the minority class and avoiding skewed predictions.

Secondly, data balancing helps alleviate the bias towards the majority class. ML models’ performance may suffer as a result of the bias that the imbalance causes. By balancing the dataset, the models can learn from both classes more effectively, enabling them to generalize better and make more accurate predictions for both the majority and minority classes.

Various approaches and techniques have been proposed to balance imbalanced datasets in ML. These techniques can be broadly categorized into oversampling, undersampling, and hybrid methods.

1) **Oversampling:** Oversampling is a technique that increases the number of samples in the minority class. The simplest form of oversampling is random oversampling, which involves repeating randomly selected minority class samples to balance the distribution of classes [52]. A variation of random oversampling is Synthetic Minority Over-sampling Technique (SMOTE), which creates synthetic samples from the minority class by interpolating between existing minority class samples [53].

2) **Undersampling:** Undersampling is a technique that reduces the number of samples in the majority class. The simplest form of undersampling is random undersampling, which involves randomly removing the majority of class samples to balance the distribution of classes [52]. Another variation of random undersampling is Tomek links, which involves removing samples from the majority class that is nearest to the minority class samples [54].

3) **Hybrid Techniques:** Hybrid techniques combine both oversampling and undersampling to balance the distribution of classes. A common hybrid technique is SMOTE-Tomek links, which involves applying SMOTE followed by Tomek links to balance the distribution of classes [55].

Penalty-based techniques are an additional strategy for addressing the imbalance problem in ML. These methods assign higher penalties or costs to misclassifications of the minority class to encourage the classifier to pay more attention to the minority class during training 10.1371/journal.pone.0067863. By adjusting the misclassification costs, the models can prioritize the minority class and make predictions that are more balanced.

So, data balancing is essential in ML to address the problem of data imbalance and mitigate bias towards the majority class. Undersampling, oversampling, hybrid methods, and penalty-based methods are commonly used techniques for data bal-
The selection of the appropriate technique depends on the specific characteristics of the dataset and the goals of the ML task.

3) Sample Correlation coefficient: The sample correlation coefficient [56] measures the linear relationship between two variables. Pearson’s correlation coefficient, which quantifies linear relationships between continuous variables, is the most popular sample correlation coefficient. Pearson’s correlation formula:

\[ r = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}} \]

where \(x_i\) and \(y_i\) are the \(i^{th}\) observation for two variables \(X\) and \(Y\), respectively, and \(\bar{x}\) and \(\bar{y}\) are the means of \(X\) and \(Y\), respectively. The value of \(r\) varies between -1 and 1, with 1 signifying a perfect positive linear relationship, -1 a perfect negative one, and 0 no linear relationship.

4) Predictive Models:

- Support Vector Machine (SVM):
  The SVM is a supervised ML technique utilized both for classification and regression. It is a well-grounded technique in a theoretical sense as well as being successfully in many real-world problems [57]. For a classification problem, in order to place new data points into the suitable class, the SVM creates a decision boundary called hyperplane which maps the training observations to higher dimension space through some mapping techniques [58], [59]. It is to be mentioned that in a \(p\) dimension space, a hyperplane is an affine subspace of \(P - 1\) dimension. The SVM takes the extreme vectors or points called support vectors which are used to create the hyperplane. Among infinite possible hyperplanes, the most useful choice is to take the optimal separating hyperplane in order to classify data in the best possible way. The SVM is an algorithm that finds a linear model that maximizes the margin of the hyperplane which provides maximum separation [60]. In fact, the main goal is to create a classifier that can work well on unseen data [60]. In a \(p\)-dimensional space, we can define the hyperplane by the following equation according to [61]:

\[ \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_p x_p = 0. \]  

(1)

Where \(\beta_0, \beta_1, \ldots, \beta_p\) are the parameters and \(X = (x_1, x_2, \ldots, x_p)^T\) is a vector of length \(p\). If equation (3.1) holds, we say that \(X = (x_1, x_2, \ldots, x_p)^T\) is a point on the hyperplane. If \(X\) does not satisfy the equation and either

\[ \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_p x_p > 0, \]

or

\[ \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_p x_p < 0. \]

A separating hyperplane has the characteristic that [61]

\[ y_i(\beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_p x_{ip}) > 0 \]

for all \(i = 1, 2, \ldots, n\).

The observations can be categorized into two distinct classes of \(y = y_1, y_2, \ldots, y_n \in \{-1, 1\}\), where -1 and 1 represents two different classes. Where we are considering \(n\) taring observations in \(p\) dimensional subspace. It can easily be said that \(X\) lies on which side of the hyperplane [57].

If \(\beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_p x_{ip} > 0\), then a test observation will be assigned to the class 1 and if \(\beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_p x_{ip} < 0\) then any test observation should be categorized in the class -1 [62].

It was mentioned earlier that based on the training observation \(x_1, x_2, \ldots, x_n\), SVM tries to maximize the margin of the hyperplane. The maximal margin hyperplane for the linear classifier is the solution to the following optimization problem [61]:

\[ \max_{\beta_0, \beta_1, \ldots, \beta_p} M \]

\[ \text{Subject to } \sum_{j=1}^{p} \beta_j^2 = 1, \]  

(3)

\[ y_i(\beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_p x_{ip}) \geq M(1 - \epsilon_i), \forall i = 1, 2, \ldots, n \]  

(4)

Here, \(M\) is the margin of the hyperplane which needs to be maximized.

In many cases, there is no separating hyperplane and hence, it is not possible to find a maximal margin classifier. In that case, for the linear classifier, a linear hyperplane is developed to somehow separate the classes. The support vector classifier determines the classification of a test observation based on its position relative to a hyperplane. This hyperplane is carefully selected to effectively divide the majority of training observations into two classes, although it may occasionally misclassify a small number of observations. The selection of the hyperplane is the outcome of the following optimization problem [61]:

\[ \max_{\beta_0, \beta_1, \ldots, \beta_p, \epsilon} M \]

\[ \text{Subject to } \sum_{j=1}^{p} \beta_j^2 = 1, \]  

(5)

\[ y_i(\beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_p x_{ip}) \geq M(1 - \epsilon_i), \forall i = 1, 2, \ldots, n \]  

(6)

\[ \epsilon \geq 0, \sum_{i=1}^{n} \epsilon_i \leq C \]

(7)

where \(C\) is a tuning parameter with non-negative values and the slack variables \(\epsilon_1, \epsilon_2, \ldots, \epsilon_n\) permits each observation to lie on the wrong side of the hyperplane. A test observation \(x'(x_1', x_2', \ldots, x_p')\) will be classified by simply determining the sign of \(\beta_0 + \beta_1 x_{1}' + \beta_2 x_{2}' + \ldots + \beta_p x_{p}'\).

Support vector machines can be used for both separable
and non-separable cases with non-linear decision boundaries [61]. For non-linear decision boundaries, nowadays, kernel tricks are being used in many learning systems. These functions are used mainly to facilitate the computation power of SVM [60]. Kernelizations are well established methods to ease the complexity of parameters [63]. SVM can choose different types of kernels like radial basis function (Gaussian), radial basis function (exponential), linear kernel, Fourier series, polynomial kernel, multi-layer perceptron etc. [60].

We know that the linear support vector classifier can be expressed as,

\[ f(x) = \beta_0 + \alpha_i \langle x, x_i \rangle \]

where \( \alpha_i \) are the \( n \) parameters, \( i = 1, 2, ..., n \), one representation per training observation.

For the estimation purpose of \( \alpha_1, ..., \alpha_n \) and \( \beta_0 \), we need to have the \( \binom{n}{2} \) inner products \( \langle x_i, x'_j \rangle \) among all pairs of the training observations. When representing the linear classifier \( f(x) \) and calculating its coefficients, the only requirement is to utilize the inner product [57]. The inner product can be expressed in some general form as follows,

\[ K(x_i, x'_j) \]

Where \( K \) represents a function referred to as a kernel. A kernel is a specific type of function that measures the similarity between two observations.

If

\[ K(x_i, x'_j) = \sum_{j=1}^{p} x_{ij} x'_{ij} \]

it is called linear kernel.

It is possible to substitute each occurrence of \( \sum_{j=1}^{p} x_{ij} x'_{ij} \) by the quantity

\[ K(x_i, x'_j) = (1 + \sum_{j=1}^{p} x_{ij} x'_{ij})^d \]

Then it is referred to as the polynomial kernel where \( d \) is the degree of the polynomial.

Another commonly used option is the radial kernel, which is expressed as follows:

\[ K(x_i, x'_j) = \exp(-\gamma \sum_{j=1}^{p} (x_{ij} - x'_{ij})^2) \]

where \( \gamma \) is a positive constant.

For some imaginary data, we can show Support Vectors and hyperplane for separating cases with linear boundaries by the following figure. The solid line in the above figure represents a hyperplane. Support vectors are the blue and purple dots on the dashed lines, and the distance of those dots to the hyperplane is shown by arrows. The purple and blue grid defines the decision boundary made by a classifier based on this hyperplane which separates the two classes.

- **Random Forest (RF) Algorithm:** The RF is an ensemble learning algorithm that creates multiple decision trees using random subsets of training observations [64]. It was introduced by Breiman in 2001 and since then RF became a popular machine-learning method. It reduces overfitting, increases the accuracy and stability of the model as well as tolerates noise and outliers [65]. RF is mainly comprised of a set of tree bases classifiers \{ \( h(x, \phi_k), k = 1, 2, ... \) \} where \( \phi_k \) are some random vectors which are independent and identically distributed. Each tree within the forest contributes a unit vote towards determining the most prevalent class for a given input \( x \). The basic steps involved in the RF algorithm are as follows:
  1) Select a random subset of data and features
  2) Train a DT on the selected data and features
  3) Repeat steps 1 and 2 multiple times, creating multiple decision trees
  4) Combine the predictions from each DT to produce a final prediction

After repeating steps 2 and 3 a total of \( k \) times, the sequence of classifier \( h_1(x), h_2(x), ..., h_k(x) \) is obtained. The ultimate outcome of this system is determined through majority votes [66] and the decision function is,

\[ H(x) = \arg\max_y \sum_{i=1}^{k} I(h_i(x) = Y) \]
where $H(x)$ represents the combination of multiple decision trees, $h_i(x)$ is the single tree, $Y$ is the response variable, and $I(.)$ serves as the indicator function. In the case of RF, the margin function is employed to quantify the degree to which the average number of at $X,Y$ for the correct class surpasses that for the incorrect class. The margin function can be defined as follows:

$$mg(X,Y) = av_qI(h_k(X) = Y) - max_{j \neq Y} av_qI(h_k(X) = j)$$

As the margin increases, the accuracy of the classification prediction improves, instilling greater confidence in the classification outcome.

In the construction of an RF, the tree is established on a fresh training set through the utilization of random feature selection. The new training set is obtained from the original training set using bagging methods. The reason for using bagging is that it helps to increase accuracy as bagging is related to random features. When an original training set $T$ is given which consists of $N$ samples, the $kth$ training set is obtained by the bagging method from $T$, which involves drawing $N$ samples with replacement. Each training set $T_k$ contains $N$ samples. As $N$ becomes larger, the probability of a sample not being included in $T_k$ is approximately $(1 - 1/N)^N$, which converges to $e^{-1}$. The technique used to estimate the performance of classification using these data is referred to as OOB (Out of Bag) estimation.

The figure below is an example of a RF for classification.

![RF Classifier](image)

**Fig. 3: RF Classifier**

- **K-Means Clustering:** K-means clustering is an iterative numerical method that falls under unsupervised ML. It is non-deterministic in nature but known for its simplicity and high speed. Due to these advantages, K-means has proven to be highly effective in practical applications. The K-means clustering algorithm is popular for grouping similar data points into clusters. The algorithm starts with a predefined number of clusters, $K$, and randomly assigns each data point to one of the $K$ clusters. Let the sets $C_1, C_2, ..., C_K$ refer to clusters and contain the indices of the corresponding observations. These two sets possess two characteristics:

  - Every observation is assigned to a minimum of one of the $K$ clusters. That is, $C_1 \cup C_2 \cup ... \cup C_K = \{1, 2, ..., n\}$.
  - The clusters do not overlap with each other. That is, $C_k \cap C_{k'} = \emptyset$.

The concept underlying K-means clustering is that effective clustering is characterized by minimizing the within-cluster variation. The objective function for the K-means clustering algorithm can be expressed as:

$$\min_{C_1, C_2, ..., C_K} \left\{ \sum_{k=1}^K W(C_k) \right\}$$

where $W(C_k)$ is the within-cluster variation for the $kth$ cluster.

The within-cluster variation can be best described by Euclidean distance which is described below:

$$W(C_k) = \frac{1}{|C_k|} \sum_{i,j \in C_k} (x_{ij} - x_{ij'})^2$$

Where $|C_k|$ represents the count of observations within the $kth$ cluster. To put it differently, the within-cluster variation of the $kth$ cluster is calculated by summing the squared Euclidean distances between all the observations within that cluster and then dividing the sum by the total number of observations in the $kth$ cluster. Then the optimization problem for K-means clustering becomes:

$$\min_{C_1, C_2, ..., C_K} \left\{ \sum_{k=1}^K \frac{1}{|C_k|} \sum_{i,j \in C_k} (x_{ij} - x_{ij'})^2 \right\}$$

There is an algorithm to divide the data into K clusters so that the objective function can be minimized.

Solving this problem is exceedingly challenging due to the vast number of possible ways to partition $n$ observations into $K$ clusters unless $K$ and $n$ are very small. However, there is a ray of hope as a straightforward algorithm can yield a local optimum, which serves as a fairly satisfactory solution to the K-means optimization problem. The algorithm is described below:

1) Assign the initial cluster to the observations by randomly selecting a number between 1 and $K$ for each observation.

2) Continue iterating until the cluster assignments no longer undergo any changes.

   - Calculate the cluster centroid for each of the $K$ clusters. The centroid of the $kth$ cluster is obtained by calculating the mean vector of the $p$ features for the observations within that cluster.
   - Assign each observation to the cluster whose centroid is nearest, with proximity determined using Euclidean distance.

The above algorithm is guaranteed to decrease the objective function value at each step.
• Self Organizing Map (SOM): The SOM is a form of artificial neural network utilized for unsupervised learning. It is a non-linear mapping network designed to compute similarities between data in the input layer and represent them in an output layer of interconnected neurons according to spatial constraints. In contrast to other Artificial Neural Networks, the Kohonen SOM network can be trained through unsupervised learning. The SOM network employs competitive learning to identify data similarities, aggregating them into distinct data classes; it has a feed-forward structure with a single computational layer.

The SOM algorithm compares each vector of input data to the codebook vectors of the neurons in order to identify the Best Matching Unit (BMU). The BMU then modifies its codebook vectors by calculating a weighted average, which brings the vector closer to the input vector. As a training parameter of the model, the learning rate determines the attractiveness between the BMU and the input data vector. To ensure model convergence, this learning rate decreases over time during the training procedure. Additionally, neighboring neurons modify their codebook vectors to better match the input vector, thereby preserving spatial constraints and preserving the topology of the map.

Manhattan, Tanimoto, Bray Curtis, Canberra, and Chebyshev distance can be used as the measure of similarity. The most common and effective distance measure is the Euclidean distance as follows:

\[ d_j(t) = ||X_i(t) - W_j(t)||, \]

The neuron associated with the codebook vector \( W_j \) with the smallest distance to \( X_i \) is the winning neuron for that BMU. The distance to the BMU at each epoch \( t \) is denoted by:

\[ d_c(t) = \min_j d_j(t), \]

The whole architecture of SOM can be represented by the following graph as used in [29]:

The SOM algorithm can be mathematically described as follows in updating the spatial neighbors and neurons after founding the BMU:

\[ W_j(t+1) = W_j(t) + h_{jc}(t)[X_i(t) - W_j(t)], \]

where, \( h_{jc} \) is the neighborhood function. In our study, we used two different types of neighborhood functions: Gaussian and triangular. Gaussian is the most used function in practice:

\[ h_{jc} = \alpha(t) \exp\left(\frac{|r_j - r_c|^2}{2\sigma(t)^2}\right), \]

Performance Measures Used:

- Accuracy

Accuracy evaluates a model’s predictions. Divide the number of accurately predicted cases by the total number of instances. Accuracy shows how well the model predicts. In skewed datasets, it may not work. Accuracy can be deceiving when the model predicts the majority class. Thus, accuracy and recall are key evaluation metrics, especially in imbalanced datasets, to better understand the model’s performance.

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]

- Precision

Precision measures a model’s positive prediction accuracy. Divide the number of accurately predicted positive instances by the total number of positive instances predicted. High precision means the model has a low false positive rate. It assesses the model’s false positive avoidance. In ML and classification tasks, precision
shows the model’s positive predictions’ dependability and effectiveness [26].

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (14)
\]

- **Recall**

Recall, sometimes called sensitivity or true positive rate, measures how well a model captures positive cases. The number of accurately predicted positive cases is divided by the dataset’s actual positive instances and false negative instances. High recall means the model rarely predicts unpleasant events. It measures the model’s positive instance detection accuracy. Recall helps ML and classification models collect all relevant positive instances [26].

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (15)
\]

- **F1-Score**

The F-score, commonly known as the F1-score, is a performance metric that combines precision and recall. It’s the harmonic mean of precision and memory. The F-score balances a model’s precision (avoiding false positives) and recall (capturing positive cases). False positives and negatives are taken into consideration, making it useful when the dataset has an imbalance. The F-score goes from 0 to 1, with higher values signifying better performance. Practitioners can use the F-score to assess a model’s overall performance by evaluating the precision and recall [26].

\[
F1 \ Score = 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \quad (16)
\]

V. EXPERIMENTAL RESULTS

A. Exploratory Data Analysis and Data Preparation

This study utilizes five distinct data sets (Windows 7, Windows 10, Linux Disk, Linux Process, and Linux Memory). In every data set, the response variable is a binary value. As our research objective is to apply the best predictive model to each data set, we must first cleanse and process the data. The summary of the original data can be found in the table below.

<table>
<thead>
<tr>
<th>Data</th>
<th>Number of rows</th>
<th>Number of columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows 7</td>
<td>28,367</td>
<td>135</td>
</tr>
<tr>
<td>Windows 10</td>
<td>35,975</td>
<td>127</td>
</tr>
<tr>
<td>Linux Disk</td>
<td>160,112</td>
<td>9</td>
</tr>
<tr>
<td>Linux Process</td>
<td>160,112</td>
<td>17</td>
</tr>
<tr>
<td>Linux Memory</td>
<td>140,112</td>
<td>13</td>
</tr>
</tbody>
</table>

TABLE II: Dataset Information

Before feeding this raw data into the model, this data must be cleansed. We must deal with the data’s missing values, redundant variables, data balancing, normalization, and train-test divide.

If a missing value was less than or equal to 1.5%, we discarded the data. We also examined whether there is a column in any of the datasets with zero variability. This column is also eliminated from the dataset. Also for Linux Process data we removed some id columns and created dummy variables for some categorical columns. After creating the dummy variable we deleted the original categorical column from the data (Linux Process Data). After deletion data shape looks like the below:

<table>
<thead>
<tr>
<th>Data</th>
<th>Number of rows</th>
<th>Number of columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows 7</td>
<td>28,097</td>
<td>79</td>
</tr>
<tr>
<td>Windows 10</td>
<td>35,214</td>
<td>106</td>
</tr>
<tr>
<td>Linux Disk</td>
<td>160,112</td>
<td>5</td>
</tr>
<tr>
<td>Linux Process</td>
<td>158,707</td>
<td>17</td>
</tr>
<tr>
<td>Linux Memory</td>
<td>140,112</td>
<td>9</td>
</tr>
</tbody>
</table>

TABLE III: Transformed Dataset Information

Then, we examined the response variable label counts, or in other words, the number of cyber attack data and non-attack data counts. We can present the subsequent count and percentages using the following pie chart:

[Fig. 5: Pie chart by the attack and normal data.]

It is evident from the pie chart that the attack category is much smaller than the normal category. To construct a robust predictive model, it is sufficient to balance the data between these categories; otherwise, the model could be deceptive. Therefore, we utilized the under-sampling technique or another random selection method to select approximately the same number of observations as the under-attack category.

On top of the balance data set, we employed the correlation coefficient procedure among all the predictor variables to identify the perfectly correlated columns and eliminate one of them to get rid of redundant features. Otherwise, it could lead to overfitting, increase the needless complexity of the analysis, and turn the model unreliable overall. Below is displayed the heatmap for all predictors for each data set.

For this analysis, we have detected 4 variables pair that perfectly correlated with each other for Windows 7 data.
So, Process(Total) Private Bytes, Network I(Intel R _Pro_1000MT) Packets Received sec, Network I(Intel R _Pro_1000MT) Packets Received Unicast sec, Memory Available KBytes variables deleted from the data.

Using a similar approach we can detect the perfectly correlated for Windows 10 data as well.

For Windows 10 data these variables were removed because of perfect correlation: Network I(Intel R _82574L_GNC) Packets Received Unicast sec, Processor_pct_C1_Time, Network I(Intel R _82574L_GNC) Packets Received sec, Memory Available KBytes, Process_Private_Bytes.

For the Linux Disk and memory data, none of the independent variables are precisely correlated, but we have nonetheless balanced the data. Although, we removed 3 columns for Linux Process data because of perfect correlation.

The table IV represents the total number of rows and columns for each data set after cleaning and applying different statistical methods. We normalized each column and sliced the clean data into train and test sets using an 80%-20% split in order to implement the selected machine-learning models.

<table>
<thead>
<tr>
<th>Data</th>
<th>Number of rows</th>
<th>Number of columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows 7</td>
<td>11,909</td>
<td>75</td>
</tr>
<tr>
<td>Windows 10</td>
<td>24,838</td>
<td>101</td>
</tr>
<tr>
<td>Linux Disk</td>
<td>120,222</td>
<td>5</td>
</tr>
<tr>
<td>Linux Process</td>
<td>117,417</td>
<td>14</td>
</tr>
<tr>
<td>Linux Memory</td>
<td>80,222</td>
<td>9</td>
</tr>
</tbody>
</table>

TABLE IV: Cleaned data Information
B. Model Performance Evaluation

GridSearchCV, a method for methodically searching a parameter grid to identify the best hyperparameters for a model, was used to discover the best model for our classification problem.

We tested alternative regularization parameter C values and kernel types (rbf, poly, sigmoid, linear) for the SVM model. The GridSearchCV algorithm evaluated each parameter combination with 10 folds of cross-validation. The models were scored on accuracy.

The RF model’s hyperparameters included the number of trees (n_estimators), the maximum number of features considered for each split (max_features), the maximum tree depth (max_depth), and the split quality criterion (gini, entropy). Again, accuracy was used to score each hyperparameter combination in a 10-fold cross-validation.

In addition to the SVM and RF models, we used GridSearchCV for the SOM and K-Means clustering.

We searched a parameter grid with the sigma value, learning rate, and neighborhood function for the SOM model. The learning rate determines the weight update step size, the sigma value governs the neighborhood function width, and the neighborhood function defines the influence of nearby neurons during training. GridSearchCV used 10-fold cross-validation to assess each parameter combination’s accuracy.

For the KMeans model, we examined the number of initializations (n_init), the initialization method (k-means++, random), and the clustering strategy (auto, full, elkan). The GridSearchCV method again compared hyperparameter combinations using 10-fold cross-validation and the accuracy metric.

We found the optimal hyperparameters and model after grid-searching each model. We then trained the best model on training data and tested it on test data. Grid search process execution times were also recorded. This systematic grid search allowed us to effectively investigate alternative hyperparameter combinations and find the optimal classification model. To improve model accuracy and performance, we tuned hyperparameters.

1) Windows 10: We measured split quality using an entropy-based criterion and set the tree depth to 25 for the RF model. We utilized 100 decision trees (n_estimators) to build the forest and limited each split to the square root of the total number of features. This hyperparameter combination detected intrusions best. We used a linear kernel and set C to 50 for the SVM model. These SVM settings accurately identified intrusions. The SOM model used a triangle neighborhood function with a sigma value of 2 and a learning rate of 0.1. These parameters enabled the SOM to map incoming data into a topological grid and detect intrusions based on their spatial relationships. Finally, we employed the ‘auto’ algorithm for K-means clustering. We used k-means++ to initialize centroids and ran 50 iterations (n_init) to determine the best clustering solution. This combination produced the highest accurate intrusion clustering findings.

The performance of the selected models on test data is presented in the following table:

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.986</td>
<td>0.974</td>
<td>0.998</td>
<td>0.986</td>
</tr>
<tr>
<td>SVM</td>
<td>0.968</td>
<td>0.949</td>
<td>0.990</td>
<td>0.969</td>
</tr>
<tr>
<td>SOM</td>
<td>0.710</td>
<td>0.655</td>
<td>0.889</td>
<td>0.754</td>
</tr>
<tr>
<td>K-means</td>
<td>0.839</td>
<td>0.878</td>
<td>0.839</td>
<td>0.834</td>
</tr>
</tbody>
</table>

TABLE V: Model Performance Comparison (Windows 10)

As shown in Table 1, the results of our intrusion detection analysis emphasize the performance of various models in terms of accuracy, precision, recall, and F-1 score. RF and SVM had the greatest accuracy scores among the evaluated models, at 0.986 and 0.968, respectively. The high precision values of 0.974 and 0.949 attained by these models indicate their capacity to correctly classify intrusions. Similarly, RF and SVM achieved high recall scores of 0.998 and 0.990, respectively, indicating their ability to detect intrusions accurately. As a
result, these models achieved remarkable F-1 scores of 0.986 and 0.969, indicating a performance that is balanced between precision and recall.

It is essential to note, however, that the SOM and K-means models performed less well than RF and SVM. The SOM model achieved an accuracy rating of 0.710, with precision, recall, and F-1 ratings of 0.655, 0.889, and 0.754, respectively. Compared to the other models, the SOM model may have difficulty accurately classifying intrusions, as indicated by these results. Likewise, the K-means model obtained an accuracy score of 0.839, as well as precision, recall, and F-1 scores of 0.878, 0.839, and 0.834, respectively. While the K-means model performed better than the SOM model, its accuracy and F-1 scores were lower than those of RF and SVM.

The results of this study indicate that RF and SVM are the most effective intrusion detection models. In terms of accuracy, precision, recall, and F-1 score, these models consistently outperformed the SOM and K-means models. RF and SVM are suitable candidates for real-world IDS due to their high accuracy and balanced performance.

2) Windows 7: For Windows 7 data, the selected models after the grid search are presented below:

- RF: criterion = entropy, max_depth = 15, max_features = log2, n_estimators = 50
- SVM: C = 50, kernel = linear
- SOM: learning_rate = 0.05, neighborhood_function = gaussian, sigma = 1
- K-means: algorithm = auto, init = k-means++, n_init = 50

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.994</td>
<td>0.994</td>
<td>0.993</td>
<td>0.994</td>
</tr>
<tr>
<td>SVM</td>
<td>0.954</td>
<td>0.968</td>
<td>0.939</td>
<td>0.953</td>
</tr>
<tr>
<td>SOM</td>
<td>0.623</td>
<td>0.589</td>
<td>0.797</td>
<td>0.677</td>
</tr>
<tr>
<td>K-means</td>
<td>0.540</td>
<td>0.551</td>
<td>0.539</td>
<td>0.510</td>
</tr>
</tbody>
</table>

TABLE VI: Model Performance Comparison (Windows 7)

The success of the four models, RF, SVM, SOM, and K-means, was evaluated using various metrics, including precision, recall, F-1 score, and accuracy. With an accuracy, precision, recall, and F-1 score of 0.99, the RF model obtained the highest result. This demonstrates that the RF model accurately classified intrusion instances with a high degree of precision and recall. With an accuracy of 0.954, a precision of 0.968, a recall of 0.939, and an F-1 score of 0.953, the SVM model also performed admirably. The performance of the SOM and K-means models was inferior, with the SOM model achieving an accuracy of 0.623, precision of 0.589, recall of 0.797, and F-1 score of 0.677, and the K-means model achieving an accuracy of 0.540, precision of 0.551, recall of 0.539, and F-1 score of 0.510. The RF and SVM models outperformed the SOM and K-means models in accurately detecting and classifying intrusions in the dataset, according to these results.

3) Linux Disk activity: Selected models after hyperparameter tuning are:

- RF: criterion = gini, max_depth = 5, max_features = log2, n_estimators = 50
- SVM: C = 50, kernel = linear
- SOM: learning_rate = 0.5, neighborhood_function = gaussian, sigma = 2
- K-means: algorithm = auto, init = k-means++, n_init = 50

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.537</td>
<td>0.920</td>
<td>0.081</td>
<td>0.148</td>
</tr>
<tr>
<td>SVM</td>
<td>0.522</td>
<td>0.984</td>
<td>0.045</td>
<td>0.087</td>
</tr>
<tr>
<td>SOM</td>
<td>0.520</td>
<td>0.555</td>
<td>0.210</td>
<td>0.305</td>
</tr>
<tr>
<td>K-means</td>
<td>0.504</td>
<td>0.751</td>
<td>0.504</td>
<td>0.343</td>
</tr>
</tbody>
</table>

TABLE VII: Model Performance Comparison (Linux Disk)

The RF model obtained the highest accuracy of 0.537, indicating that 53.7% of instances were correctly classified. However, its precision, recall, and F-1 score were comparatively low, indicating that it had difficulty detecting and classifying intrusions accurately. The SVM model’s accuracy was slightly lower at 0.522, but its precision was high at 0.984, indicating a low rate of false positives. However, its recall and F-1 scores were very low, indicating that it had difficulty detecting true positives. The SOM and K-means models had comparable accuracy rates of 0.520 and 0.504, respectively, but their precision, recall, and F-1 scores were relatively low, indicating inadequate intrusion detection performance. Overall, the models demonstrated varying degrees of accuracy in detecting and classifying intrusions, with the RF model demonstrating the highest accuracy but the lowest precision, and the SVM model demonstrating the highest precision but the lowest recall.

4) Linux Process-scheduling activity: Selected models are:

- RF: criterion = gini, max_depth = 15, max_features = auto, n_estimators = 50
- SVM: C = 50, kernel = rbf
- SOM: learning_rate = 0.5, neighborhood_function = gaussian, sigma = 1
- K-means: algorithm = auto, init = k-means++, n_init = 50

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.737</td>
<td>0.757</td>
<td>0.700</td>
<td>0.727</td>
</tr>
<tr>
<td>SVM</td>
<td>0.615</td>
<td>0.722</td>
<td>0.373</td>
<td>0.492</td>
</tr>
<tr>
<td>SOM</td>
<td>0.578</td>
<td>0.552</td>
<td>0.333</td>
<td>0.664</td>
</tr>
<tr>
<td>K-means</td>
<td>0.422</td>
<td>0.394</td>
<td>0.422</td>
<td>0.382</td>
</tr>
</tbody>
</table>

TABLE VIII: Model Performance Comparison (Linux Process)

With an accuracy of 0.737, the RF model correctly classified 73.7% of instances. It also had the highest precision and F-1 score, indicating that it accurately identified and classified intrusions with a low false positive rate. The SVM model had a lower accuracy of 0.615 but a comparatively high precision of 0.722, suggesting a lower false-positive rate. However, its recall and F-1 scores were comparatively low, indicating that
it had difficulty detecting true positives. With an accuracy of 0.578 and a recall of 0.833, the SOM model demonstrated a strong ability to detect intrusions. However, its precision and F-1 score were inferior to those of competing models. The K-means model had the lowest overall performance, with an accuracy of 0.422, as well as low precision, recall, and F-1 score. Overall, across all evaluation metrics, the RF model demonstrated the highest performance.

5) Linux Memory activity: Selected models are:

- RF: criterion = entropy, max_depth = 25, max_features = log2, n_estimators = 200
- SVM: C= 50, kernel= rbf
- SOM: learning_rate = 0.1, neighborhood_function = triangle, sigma = 6
- K-means: algorithm = full, init = random, n_init = 100

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.979</td>
<td>0.965</td>
<td>0.994</td>
<td>0.979</td>
</tr>
<tr>
<td>SVM</td>
<td>0.611</td>
<td>0.602</td>
<td>0.633</td>
<td>0.637</td>
</tr>
<tr>
<td>SOM</td>
<td>0.598</td>
<td>0.613</td>
<td>0.532</td>
<td>0.570</td>
</tr>
<tr>
<td>K-means</td>
<td>0.534</td>
<td>0.595</td>
<td>0.534</td>
<td>0.446</td>
</tr>
</tbody>
</table>

TABLE IX: Model Performance Comparison (Linux Memory)

Among the four models, the RF model had the highest performance, with an accuracy of 0.979, precision of 0.965, recall of 0.994, and F-1 score of 0.979. This indicates that the model classified the majority of instances accurately and had a low rate of false positives and false negatives. The SVM model's accuracy was 0.611, while its precision, recall, and F-1 score were moderate. The performance of the SOM and K-means models was even worse, with accuracy, precision, recall, and F-1 scores ranging from 0.534 to 0.598. Overall, the RF model outperformed the competition, making it the most dependable option for intrusion detection.

VI. CONCLUSIONS

Comparing the efficacy of supervised and unsupervised models, supervised models typically perform better [68], [69], [70], [71]. Therefore, a direct comparison between supervised and unsupervised algorithms should not be possible in most cases. However, out of pure curiosity, we applied both types of algorithms to our data and discovered promising results for the models.

Our research aimed to identify the best ML model for intrusion detection in ToN IoT data, specifically focusing on Windows and Linux OS. Throughout our analysis, we evaluated several models, including RF, SVM, SOM, and K-means clustering. Based on our findings, RF emerged as the overall best model for detecting intrusion in sensor data, as supported by previous research [26]. This finding was consistent across various OS and data types, highlighting the robustness and effectiveness of RF in intrusion detection tasks.

However, we also observed that unsupervised models like SOM and K-means offer a viable alternative for intrusion detection in scenarios where labeled data is limited or unavailable, or when facing novel attacks. These unsupervised models leverage patterns and similarities within the data to identify potential intrusions, making them particularly useful in situations where prior knowledge about attack patterns may be lacking.

Looking ahead, future research in this domain could explore other supervised and unsupervised methods, as well as experiment with different hyperparameter settings to optimize the performance of intrusion detection models. Additionally,
further investigations could be conducted to evaluate the performance of these models in real-world deployment scenarios and consider the scalability and computational requirements of each approach.

In summary, our study contributes to the domain of intrusion detection in ToN IoT data by highlighting the strengths of IoT by embracing heterogeneity and the need for standardization of features and attack types in IoT network intrusion datasets.
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