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Abstract

The current large language models (LLMs) mainly lacks this capability: autonomous learning capability. Also, we can not prepare all the data/knowledge in the world for LLMs. We propose Learning In Conversation (LIC) to solve the problem to let human teach machine to refresh/expand its data/knowledge automatically by natural language conversation. LIC system is an AI system that contains many deep learning tasks. LIC system provide the natural language interface to let machine to learn new data/knowledge in conversation interacting with human automatically. It is critical, but except for the developers of the AI system, others have no natural language interface to do this education for machine. Based on large language models (LLMs) conversation ability, we train an additional intent recognition model to determine when the AI system need to learn new data/knowledge. We add a module for editing the training dataset of LLMs. We propose the methods to implement our idea and discuss the reasons why we design these methods.
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1 Introduction

The human learning procedure is the process of humans interacting with the world to determine whether they should learn new knowledge. For example, when humans are reading books or watching videos, Human beings will judge what knowledge should be learned into the brain from learning materials. If the learner cannot judge by himself, the human teacher will tell or emphasize the knowledge point.

In recent years, deep learning (DL) [2] and GPT-based [6] [7] [8] model have shown significant improvement on almost all the DL tasks. However there is currently a lack of a way for machines to learn automatically from humans in conversations. And we can not prepare all the data/knowledge in the world for LLMs.

In this paper we propose a framework of AI system, called LIC system. LIC system is based on LLMs and have the ability to learn in the conversation with human.

The LIC system has these modules:

1) LLMs to do conversation with human.
2) An intent recognition module to determine when and how to update data/knowledge in the system.
3) An data management module to update the training dataset.

2 The AI System

![Fig. 1. The overall framework of our method](image)

### 2.1 Common Conversation Module

To develop this module, we refer to ChatGPT [11] [12].

### 2.2 Intent Recognition Module

This module determines when and how to start human-to-machine teaching.

<table>
<thead>
<tr>
<th>Role</th>
<th>Conversation</th>
<th>Intention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td>What can you do?</td>
<td>No intention</td>
</tr>
<tr>
<td>LIC system</td>
<td>I can answer your question</td>
<td></td>
</tr>
<tr>
<td>Human</td>
<td>Let’s learn a task-oriented dialogue system.</td>
<td>Learn new knowledge</td>
</tr>
<tr>
<td>Human</td>
<td>This is a song ordering task.</td>
<td>Learn new knowledge</td>
</tr>
</tbody>
</table>

**Table 1.** LIC example of intent recognition during the conversation.

This module has these functions:
1) Recognize the intention that human are teaching.
2) Not knowledgable, but know what is the knowledge.
3) Preparing the knowledge to the dataset format.
4) Determining when to call the data management module.
2.3 Data Management Module

This module receives requests from the LLMs and then updates the LLMs' training datasets.

<table>
<thead>
<tr>
<th>Role</th>
<th>Conversation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIC system</td>
<td>(Swin Transformer trained on a 2-class image classification dataset that has cat and dog.)</td>
</tr>
<tr>
<td>Human</td>
<td>(Put a bird image) What animal is this picture?</td>
</tr>
<tr>
<td>LIC system</td>
<td>It is a cat.</td>
</tr>
<tr>
<td>Human</td>
<td>Wrong. It is a bird.</td>
</tr>
<tr>
<td>LIC system</td>
<td>Ok, learned. (Add a new class in the dataset and copy the bird image into it.)</td>
</tr>
<tr>
<td>LIC system</td>
<td>(Train again.)</td>
</tr>
</tbody>
</table>

Table 2. LIC example of adding image data into the system.

This module has these functions:

1) Finding the corresponding DL tasks that are related to the knowledge.
2) Finding the positions to add or update the data/knowledge in the training datasets of the DL tasks.

3 Discussion

The AI system under the deep learning framework is a powerful memory system. But we cannot prepare all the data in the world for the AI system to memorize, so we need to provide AI system with the ability to update knowledge autonomously.

Building a student module for LLMs takes a lot of engineering works and datasets preparing. And the goal of our work is to achieve better efficiency in data production. We are trying to find more efficient methods to prepare data for LLMs.

4 Related Works

There are great works [3] [4] [5] that are solving the problem of autonomous machine intelligence.

Transformers-based models [10] become the best models in most deep learning tasks. The transformers-based models also have the extremely excellent storage capabilities.

Data centric methods [9] [11] become the main methods to improve model performance. These data-centric methods become the cornerstones of industrial level NLP system.

Reward-based methods [13] formulate the world into a reward based framework. And we need a lot of engineering works to make a reward based closed-loop system.
5 Future Works

The limitation of our proposed AI system is all the data/knowledge can only be stored under the defined formats or under the defined DL tasks. To overcome this limitation, we should let the AI system generate code to update its own code.
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Fig. 2. The future works of our method
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