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Abstract

In-depth evaluations of an electric drive’s behavior typically result from co-simulation, combining models of motor, power electronics and control software. This approach can be used to evaluate pulse patterns for a given operating point, e.g., for electric vehicle applications, preventing real-world experiments. Here, the co-simulation model is fed with offline calculated optimized pulse patterns (OPPs) that are used to increase, among others, the drive’s efficiency. Due to the large motor time constant compared to the fundamental wave period, reaching steady state using a simple open-loop control requires unnecessary long simulation times. Hence, a model predictive closed-loop control implementation of the OPPs is proposed which reduced the overall computational effort significantly. However, it turns out that the OPP evaluation using a finite-element-method-based co-simulation for a permanent magnet synchronous motor remains largely uncertain in terms of the predicted power losses which led to the development of a semi-analytical model to further reduce the required computational time. As none of the approaches was able to deliver a suitable trade-off between model accuracy and calculation time, this investigation highlights the remaining challenges of evaluating OPPs based on drive co-simulations motivating further research towards the surrogate-assisted or direct experimental OPP optimization in the future.
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I. INTRODUCTION

Improving the operation strategies of electric drives utilizing optimal control techniques is a major challenge in academia and industry. This applies in particular to electric vehicles, where better efficiency brings many advantages. Among others, it reduces the cooling effort of the electric drive, which leads to a lighter and more cost-effective vehicle. The applied pulse patterns have a significant impact on the drives efficiency and overall operation performance, which motivates research toward optimized pulse patterns (OPPs). Considering the complex system dynamics and power loss characteristics of the drive system, a co-simulation coupling the power electronic inverter model, the electric motor model and the control software including the pulse patterns seems to be a particularly interesting evaluation framework for OPPs. This enables relatively detailed loss models behind individual drive components, such as a finite element analysis (FEA) of the electric motor, and to cover the complex loss-related interactions between them [1]. Usually, the operating point of the electric drive is defined by the speed and the required torque, that can be transformed into an average voltage demand for the electric motor which is provided by the modulated voltage source inverter (VSI). The inverter losses are generally rising with an increasing switching frequency and, in comparison to that, the motor losses decrease due to less current distortions. The sum of these two loss curves is the total loss $P_{\text{total}}$, whose characteristics are schematically shown in Fig. 1. The goal is to find the loss-optimal pulse pattern for a given operating point, resulting in the highest possible efficiency in that operating point. Thus, one parameter for the optimization is the average switching frequency, which is directly associated to the OPP. The main objective of this research contribution is to investigate the feasibility of an FEA-based co-simulation framework as the basis to evaluate different OPPs and their potential to increase the efficiency of the electric drive for different given operating points beyond the standard approaches such as continuous and discontinuous pulse width modulation (PWM).

Fig. 1. Exemplary and strongly simplified loss curves illustrating the impact of the average switching frequency on the motor and inverter losses.

A. State of the art

Tab. I contains a literature overview of published FEA-based co-simulation articles with the main key facts. The first finding is, that the general co-simulation approach is not limited to a specific motor type. Further, the computing time
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Table 1: Literature overview of FEA-based co-simulations for electric drives

<table>
<thead>
<tr>
<th>Motor type</th>
<th>Software</th>
<th>Content</th>
<th>Hardware information</th>
<th>Calculation time reported</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>IPMSM</td>
<td>Ansys, MATLAB</td>
<td>- Co-simulation with a closed-loop current control</td>
<td>✗</td>
<td>✓</td>
<td>[3]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Comparison between simulated results and experimental measurements</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMSM</td>
<td>Ansys, MATLAB</td>
<td>- Closed-loop current control</td>
<td>✗</td>
<td>✓</td>
<td>[4]</td>
</tr>
<tr>
<td>PMSM</td>
<td>Ansys, MATLAB</td>
<td>- Co-simulation with OPPs and direct MPC closed-loop control</td>
<td>✗</td>
<td>✓</td>
<td>[5]</td>
</tr>
<tr>
<td>PMSM</td>
<td>Ansys, MATLAB</td>
<td>- Detailed description of the co-simulation structure</td>
<td></td>
<td></td>
<td>[6]</td>
</tr>
<tr>
<td>PMSM</td>
<td>Ansys, MATLAB</td>
<td>- Closed-loop current control</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>Ansys, MATLAB</td>
<td>- General co-simulation setup</td>
<td>✗</td>
<td>✓</td>
<td>[7]</td>
</tr>
<tr>
<td>IM</td>
<td>Ansys, MATLAB</td>
<td>- Closed-loop current control</td>
<td></td>
<td></td>
<td>[8]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Long calculation time mentioned → development of a lumped-parameter model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPMSM</td>
<td>Ansys</td>
<td>- Co-simulation with open-loop applied voltage in Twin Builder</td>
<td>✗</td>
<td>✓</td>
<td>[9]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Large time constant of IPMSM visible</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Semi-analytical model with flux linkage look-up tables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMSM</td>
<td>Altair Flux, Portunus</td>
<td>- Closed-loop current control</td>
<td>✗</td>
<td>✓</td>
<td>[10]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Comparison between co-simulation, lumped-parameter model and measurements</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Closed-loop speed control</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

plays a major role for the FEA-based co-simulation approach. The publications that deal with the computational effort and such that contain any information about the computational hardware are highlighted. Moreover, publications which have identified different challenges in using an FEA-based co-simulation are mentioned, e.g., the open-loop control of a permanent magnet synchronous motor (PMSM). Contrary the optimization or evaluation of different OPPs using an FEA-based co-simulation approach has not been covered in the literature until now.

Furthermore, the loss characteristics of electric motors are complex and have been the subject of research for decades, not least due to the switching inverter voltage supply and the specific motor geometry. Therefore, the total losses are calculated from the sum of the individual loss components which include winding, hysteresis, eddy current and mechanical losses. For deeper insights into the winding losses, the reader can consider [2] and for the iron losses [1].

B. Contribution

This publication describes the challenges of the FEA-based co-simulation approach for evaluating and potentially optimizing offline calculated OPPs. Furthermore, the procedure and challenges to find a loss-optimal pulse pattern for a given operating point are presented. The following points are discussed in detail:

- The influence of the simulation step size in comparison to the OPP resolution and the calculation time;
- The need of a closed-loop control method to reach the co-simulation’s steady state quickly compensating for the large time constant of the PMSM;
- Introduction of a closed-loop model predictive control (MPC) algorithm with offline calculated OPPs;
- Discussion of the loss models’ accuracy and scope in the context of the given application’s background;
- Introduction and comparison against an alternative semi-analytical motor model approach replacing the usual FEA-based motor model within the co-simulation.

II. General Setup

In the following, the theoretical basics and the components of the FEA-based co-simulation are described.

A. Coordinate systems

For the transformation between the three-phase abc and the stator fixed αβ system the matrices in (1) are used. Bold symbols denote matrices and vectors. In this paper † denotes the Moore-Penrose pseudoinverse. The Clarke transformation matrix is given by:

$$T_{\alpha\beta}^{abc} = \frac{2}{\sqrt{3}} \begin{bmatrix} 1 & -\frac{1}{2} & \frac{-1}{2} \\ 0 & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} \end{bmatrix}, T_{abc}^{\alpha\beta} = T_{\alpha\beta}^{abc†}. \quad (1)$$

Moreover, (2) represents the Park transformation between the stator-fixed αβ and the rotor-fixed dq coordinate system. Here, $\varepsilon_{el}$ marks the electrical rotor angle of the PMSM. The transformation can be formulated as follows

$$T_{dq\alpha\beta}(\varepsilon_{el}(t)) = \begin{bmatrix} \cos(\varepsilon_{el}(t)) & \sin(\varepsilon_{el}(t)) \\ -\sin(\varepsilon_{el}(t)) & \cos(\varepsilon_{el}(t)) \end{bmatrix}, \quad (2)$$

with the inverse:

$$T_{\alpha\beta dq}(\varepsilon_{el}(t)) = T_{dq\alpha\beta}^{-1}(\varepsilon_{el}(t)). \quad (3)$$
B. Motor model

The PMSM is modeled in Ansys Maxwell, which is the used FEA simulation environment. The electric motor is implemented as a 2D model. The reason for that is the dramatically lower computational effort in comparison to a 3D model due to the decreased number of mesh cells. With this reduction in the model complexity comes a certain loss of information. The first one to be mentioned addresses the winding head, which cannot be modelled in a 2D model. Another loss of information is happening when modelling the soft magnetic material. To reduce the eddy current losses, the stator and rotor are manufactured with thin laminations in the axial direction. In the 2D model this lamination can only approximated with a constant factor which decreases the magnetic flux in the axial direction of the motor [12]. Also, permanent magnets are not segmented in the 2D model which prevents detailed insights into the magnet losses, e.g., due to eddy currents. In Fig. 2 an example sketch of a 2D electric motor is presented as utilized by Ansys Maxwell. Due to the rotational symmetry of the motor, only one pole of the PMSM has to be simulated.

![Exemplary structure of one pole of the PMSM in Ansys Maxwell.](image)

The normalized flux linkage maps can be seen in Fig. 3. These flux linkage maps show the high non-linearity of the magnetic material due to saturation which is typical for electric vehicle applications.

![Flux linkage maps of the utilized PMSM obtained from the FEA simulation.](image)

C. Loss models in Ansys Maxwell

To find the loss-optimal pulse pattern for a given operating point, the motor losses must be calculated. To give a brief overview, the general available loss models in Ansys Maxwell are listed below:

- Power ferrite;
- B-P curve;
- Electrical steel;
- Hysteresis model.

The B-P curve model is used to implement core loss data which are temperature dependent. The power ferrite model represents the losses over different frequencies [12]. For soft magnetic materials in PMSMs, the electrical steel and the hysteresis model are used [12]. The electrical steel model is based on the Bertotti equation [12], which can be described as follows:

$$P_{l,fe} = P_h + P_e + P_c = k_h f(B_m)^\beta + k_e (fB_m)^2 + k_c (fB_m)^{1.5}.$$  \hspace{1cm} (4)

Here, $P_{l,fe}$ describes the total iron loss in W/m³, which is the sum of the hysteresis loss $P_h$, the eddy current loss $P_e$ and the excess loss $P_c$. The specific loss factors $k_h$, $k_e$ and $k_c$ are determined from the corresponding iron loss characteristics. The iron loss is a function of the magnetization frequency $f$ and the magnetic flux density amplitude $B_m$. A more detailed description can be found in [13].

The second model which can be used to calculate the losses for soft magnetic material is the hysteresis model which is based on the Preisach model [14]. This model focuses on the exact replication of the hysteresis curve and has the better accuracy but the calculation effort increases by roughly an order of magnitude as the hysteresis curves are calculated on-the-fly during the simulation, that is, not a simple post-processing as in the Bertotti case [12].

The ohmic winding losses of PMSMs, including skin and proximity losses, are a significant portion of the total losses in the winding head. As mentioned before, the complete winding including the winding head can not be modeled in detail, with the exact geometric dimensions and the resulting eddy current effects, in a 2D model. For a detailed representation of the stator winding losses, a post-processing algorithm outside the Ansys environment is used, which is defined by

$$P_{l,winding} = \sum_{n=1}^{N} k_{r,n} R_{DC} I_n.$$  \hspace{1cm} (5)

with the direct current winding resistance $R_{DC}$ and the factor $k_{r,n}$ that is determined experimentally and describes the raising winding resistance due to the single current harmonics $I_n$. The current is separated with the Fourier transform for up to $N$ distinct frequencies and added up. A further advantage of this algorithm is that it works with several winding types, e.g., as in this case with a hairpin winding.

D. Inverter

In this research paper, a two-level three-phase VSI is considered. The average stator voltages are defined as

$$u_{\alpha\beta} \in U_{\alpha\beta} = \{ u_{\alpha\beta} \in \mathbb{R}^2 \mid u_{\alpha\beta} = u_{DC} T_{\alpha\beta} d_{abc} \},$$

with the DC-link voltage $u_{\text{DC}}$. The duty cycle vector is given with:

$$d_{abc} = [d_a \hspace{0.5cm} d_b \hspace{0.5cm} d_c]^T \in [0, 1]^3 \subset \mathbb{R}^3.$$  \hspace{1cm} (7)

In this case with a hairpin winding.
MOSFETs are used as power semiconductors whose characteristics are presented in Fig. 4. This data is used to calculate the inverter losses which are required to find the loss-optimal pulse pattern for a given operating point. Herein, the switching energy on \( E_{\text{on}} \) and off \( E_{\text{off}} \) is taken for the loss calculation and, due to the fact of the low value for the reverse recovery energy \( E_{\text{rr}} \), it is neglected. The variable \( \Delta s_w \) classifies switching actions in terms of rising or falling edge of the pulse pattern, which must be determined for each of the \( w = 6 \) semiconductors:

\[
\Delta s_w[k] = \begin{cases} 
0, & s_w[k] = s_w[k-1] \\
1, & s_w[k] > s_w[k-1] \\
-1, & s_w[k] < s_w[k-1] 
\end{cases}, \tag{8}
\]

with discrete time index \( k \) and momentary switching state of the semiconductor \( s_w[k] \). The switching losses are approximated via

\[
P_{\text{l},\text{sw}} = \frac{1}{T_{\text{el}}} \sum_{w=1}^{6} \sum_{k=1}^{K} \frac{1}{K} \frac{E_{\text{on}}[k]}{E_{\text{off}}[\Delta s_w[k]], \Delta s_w[k]} = 0 \tag{9}
\]

for one electrical period \( T_{\text{el}} \). The conduction losses \( P_{\text{l},\text{cond}} \) are calculated with the following equation

\[
P_{\text{l},\text{cond}} = \sum_{x \in \{a,b,c\}} \sum_{k=1}^{K} \frac{1}{K} \frac{R_{\text{ds,on}}(i_x[k]) i_x[k] \Delta s_w[k]}{\Delta s_w[k] = 0, \Delta s_w[k] = 1, \Delta s_w[k] = -1}, \tag{10}
\]

where \( x \in \{a,b,c\} \) represents the three phases and the drain-source resistance is denoted as \( R_{\text{ds,on}} \). In total, the inverter losses are estimated as follows

\[
P_{\text{l},\text{inverter}} = P_{\text{l},\text{sw}} + P_{\text{l},\text{cond}}, \tag{11}
\]

which can be used to perform the efficiency evaluation of the VSI to evaluate the OPPs.

**E. Optimized pulse pattern**

In this work, offline OPPs are used, which are a specific kind of a PWM technique [15]. OPPs are part of the synchronized pulse patterns, which means that the start and end pulse of a pulse pattern are synchronized with the motor’s fundamental frequency. Compared to other PWM methods, the switching angles are fixed for a certain modulation index \( m \) and therefore the switching angles are calculated with a model before starting the application. For this calculation different aspects can be considered. One approach is to eliminate specific harmonics of the electric motor, e.g., the fifth and the seventh harmonics, which is called selective harmonic elimination (SHE). Another optimization approach is to minimize the total harmonic distortion of the motor current. The different optimization methods and objectives are not part of this paper, but the general structure of the OPPs is important. For more details on the OPP derivations, the reader can consult [16].

The OPPs can be categorized into two parts, the symmetrical quarter-wave and the half-wave pulse pattern with an initial rising or falling edge. This is defined as: \( u_{0,\text{pos}} = 1 \) and \( u_{0,\text{neg}} = -1 \). To describe the following setup, the quarter-wave OPP with the initial rising edge is used. An exemplary structure of the pulse pattern with the according mathematical expressions are shown in Fig. 5. The electrical angle \( \varepsilon_{\text{el}} \) is located on the horizontal axis. This pulse pattern has only one degree of freedom, which is \( \alpha_2 \). If there are more than two switching angles given, the pulse pattern has more degrees of freedom.

\[
\alpha_1 \quad \alpha_2 \quad 180^\circ - \alpha_2 \quad 180^\circ + \alpha_2 \quad 360^\circ - \alpha_2
\]

In the following, a pulse pattern with more degrees of freedom is analyzed and the corresponding switching angles are shown in Fig. 6. On the horizontal axis, the modulation index \( m \) is shown, which means that an individual pulse pattern is assigned to any value of \( m \). At the modulation index around \( m \approx 0.8 \) there is a discontinuity in the switching angles, which results from the physical basis of the system. The problem of this discontinuity on the control algorithm will be discussed later.

**F. FEA-based co-simulation**

The general structure and data flow of an FEA-based co-simulation in Ansys with MATLAB Simulink can be seen in Fig. 7 [3]. In MATLAB Simulink the control algorithm of the
PMSM is implemented. The two-level three-phase VSI with the DC-link capacitor is modeled in Ansys Twin Builder. From that, the resulting pulsating voltages $u_{a,b,c}$ of the inverter are transferred to Ansys Maxwell in which the current and field quantities of the PMSM are calculated with the FEA approach.

Fig. 7. Structure and data flow of the utilized FEA-based co-simulation setup.

In addition, the control algorithm in Simulink contains an operating point control strategy that selects realistic operating points (fundamental current references) for the co-simulation. Therefore, operating points below the nominal speed of the motor are selected based on the maximum-torque-per-current (MTPC) strategy. In the flux weakening range above the nominal speed, the operation points are selected according to the maximum-torque-per-voltage (MTPV) strategy. Details on the considered operating point control strategy can be found in [17] and in [18].

III. CHALLENGES

This section discusses the key challenges in detail. The exemplary empirical investigations are mainly based on Ansys software. However, the motor model concepts of other software tools have the same basis, therefore the expected results are identical.

A. FEA-based co-simulation step size

The FEA-based co-simulation can only operate correctly with a fixed step size in Simulink and Twin Builder, otherwise some switching pulses might be lost between the two different simulation environments. An adaptive step size, that is, aligning the simulation steps with the switching pulses, is unfortunately not possible due to programming constraints of the used software toolchain, but generally desirable to mitigate the trade-off issue described in the following.

The fixed step size leads to the following challenge between a reference output voltage $u^*$ and the simulated output $u$. Fig. 8 visualizes one possible signal process, with $T_s$ denoting the step size. After this time has elapsed, the simulated output $u$ is updated. The reference output $u^*$ has a falling edge before $T_s$ ends, resulting in a positive voltage-time error ($+\Delta u$). The same process repeats, but in this case it results in a negative voltage-time error ($-\Delta u$). Consequently, the larger the step size, the larger the expected deviation between the reference OPP and the actual simulated OPP is.

Choosing a small step size to mitigate the above-mentioned simulation accuracy issue, however, leads to an increased calculation time effort, that is, a conflicting objective. One possibility to find a good step size compromise is to consider other time constants within the simulation model. Fig. 9 shows the trade-off between the calculation steps per period and the resulting error of the switching angle $\alpha$. The selected exemplary step size $T_s$ is highlighted by a vertical green line. The figure also shows the time constants for a silicon carbide (SiC) power semiconductor and for an insulated-gate bipolar transistor (IGBT) for illustration purpose. The period duration $T_{el}$ of the electrical fundamental motor frequency shows the big differences between these values, highlighting the large number of calculations that must be performed to simulate a single electrical period.

B. Steady-state evaluation of OPPs

The efficiency evaluations of the different OPPs are performed in the steady-state operation. Hence, a rather simple and straightforward approach would be to apply an open-loop control simulation, that is, output a fixed OPP to reach an a priori calculated operating point and wait until the co-simulation model reaches steady state. A pre-initialization of the simulation is possible in principle, however, due to the high model depth of the FEA-based motor model, it is not possible without further effort, meaning that a perfect steady-state initialization is not possible using simplified and computationally cheaper models as those lead to different steady-state trajectories. The advantage of the open-loop approach is a shorter developing time due to the simpler implementation. To evaluate this approach, an arbitrary OPP with three switching
angles is selected. Fig. 10 shows the trajectories with the transient process for 20 ms. The minimal simulation time to perform the efficiency evaluation, that is, sampling at least one complete fundamental period in steady state, is marked with $T_{\text{min}}$ in the figure. Green background color indicating the steady state.

A reason for the long transient process is the PMSM’s stator time constant $\tau = L/R$. To visualize the influence of the inductance on the transient process, the differential equation of the PMSM in the dq coordinate system is given with:

$$u_{dq} = R_s i_{dq} + L_{dq}(i_{dq}) \frac{di_{dq}}{dt} + \omega_e l \psi_{dq}(i_{dq}),$$

$$J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}. L_{dq}(i_{dq}) = \begin{bmatrix} L_{dq}(i_{dq}) \\ L_{dq}(i_{dq}) \\ L_{dq}(i_{dq}) \\ L_{dq}(i_{dq}) \end{bmatrix}.$$ (12)

The differential inductances $L_{dq}$ for PMSMs are highly non-linear and the values are different in the d and q direction, which is shown in a normalized form in Fig. 11. Due to the normalized values in the figure, in Tab. II the absolute values for some inductances from the literature for PMSMs are given. This table shows that all time constants $\tau$ are in the millisecond range, which means that the transient process is always in this time range or worse than in this work as the steady state typically starts after five times the time constant. Consequently, the utilized test motor of this investigation has a stator time constant of roughly 3 ms, which is significantly less than other typical motors in the field and, therefore, the considered simulation time issue for the open-loop OPP approach will be even much more critical for such less dynamic motor designs shown in Tab. II.

<table>
<thead>
<tr>
<th>Author</th>
<th>$L$</th>
<th>$R_s$</th>
<th>$\tau$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brosch et al.</td>
<td>1.7 mH</td>
<td>18 mΩ</td>
<td>94 ms</td>
<td>[19]</td>
</tr>
<tr>
<td>Peña et al.</td>
<td>150 μH</td>
<td>9 mΩ</td>
<td>17 ms</td>
<td>[20]</td>
</tr>
<tr>
<td>Hong et al.</td>
<td>0.9 mH</td>
<td>35.9 mΩ</td>
<td>24 ms</td>
<td>[21]</td>
</tr>
<tr>
<td>Han et al.</td>
<td>36 mH</td>
<td>34.9 mΩ</td>
<td>103 ms</td>
<td>[22]</td>
</tr>
<tr>
<td>Toso et al.</td>
<td>86 mH</td>
<td>1.5 Ω</td>
<td>57 ms</td>
<td>[23]</td>
</tr>
<tr>
<td>Ralev et al.</td>
<td>7.25 mH</td>
<td>115 mΩ</td>
<td>63 ms</td>
<td>[24]</td>
</tr>
</tbody>
</table>

For an efficient evaluation of the OPPs, the simulation must reach the steady state as quick as possible to save calculation time. Therefore, a closed-loop control algorithm is presented in the next section.

### C. Closed-loop control structure

The next challenge is the implementation of a closed-loop control structure with OPPs. The objective is to control the electric drive as fast as possible towards the steady state such that only a minimum total simulation time must be covered, that is, to retrieve the co-simulation-based OPP evaluation as fast as possible. The closed-loop control algorithm must also work from the beginning with the OPPs, due to a later change in the control structure results in another transient process. Fig. 12 shows the developed closed-loop control structure. The control algorithm is implemented in MATLAB Simulink, the grey shaded parts are implemented in Ansys.

The reference operating point $i_{dq}^{*}$ is given. With the angular speed $\omega$ and the motor parameters the reference voltage $u_{dq}^{*}$ is calculated. The harmonic reference generator (HRG) calculates the harmonic reference for the given operating point with the actual OPP. The continuous-control-set model
predictive flux control (CCS-MPFC) achieves a high tracking dynamic of the reference flux $\psi^*_{\alpha\beta}$. In the modulation block the modulation index $m$ is calculated with the voltage $u_{\alpha\beta}$ and the corresponding switching angles are read out from the look-up table as it is shown in Fig. 6. With the switching angles $\alpha_1,...,n$ the pulse pattern $s_{abc}$ is generated. The flux observer (FO) guarantees an accurate estimation of the flux in $\alpha\beta$ coordinates. A detailed description of the control structure and the HRG can be found in [25].

The performance of the closed-loop control algorithm is shown in Fig. 13. For a better comparability between these two simulation results, the simulation time is set identical to the open-loop control. The steady state, marked with green background color, is reached much faster than with the open-loop control. The closed-loop control simulation reaches the steady state about four times faster, saving a lot of computation time compared to the open-loop control. Here, also the minimal simulation time $T_{\text{min}}$ to perform the efficiency evaluation is marked. This result exhibits the fast transient behavior and the capability of the steady state from the closed-loop control method.

![Fig. 13. Transient process and steady state of the closed-loop control algorithm with an FEA-based co-simulation approach.](image)

**D. Control impacts of OPP discontinuities**

To highlight the challenge with the OPPs discontinuity from the previous section, an example is given. The considered case is a steady-state operating point with a modulation index of $m \approx 0.8$. During the operation, this modulation index varies in time due to some noise in the measurement signals and the high performance of the controller. This is shown in the upper part of Fig. 14. The corresponding trajectories of the switching angles $\alpha$ are shown in Fig. 6. If the modulation index is below the threshold value, $\alpha$ will have a high switching angle. Next, the modulation index decreases below the threshold value and the switching angle of $\alpha$ also changes its value below $15^\circ$. This dramatic change of the switching angle causes a complete different pulse pattern as consequence. In combination with the high performance of the controller, this leads to a transient process in the currents and the electric motor no longer operates in steady state. To visualize this problem, the lower part of Fig. 14 shows the trajectory of the switching angle $\alpha_1$. Several concepts are possible to solve this problem. An easy solution could be the introduction of a hysteresis. The idea is that the change in the switching angle only occurs if the modulation index $m$ is significantly higher than the threshold value. An alternative idea is to avoid the OPP discontinuities in the pulse pattern design by introducing continuity constraints.

**E. Model uncertainty**

In this subsection, the utilized loss models for the FEA calculation are analyzed and discussed. This discussion is done with the aim to evaluate and optimize different pulse patterns for PMSMs, but the following points are generally valid. The loss model accuracy of the electrical steel model is limited. A reason is that this loss model is based on the analytical equation represented in (4). The coefficients of this equation are determined using a curve fitting algorithm [26]. Therefore, this model has good accuracy when the underlying coefficient extraction database matches the same operation range. However, this model is limited due to the fixed number of coefficients and not every trajectory can be well represented. Due to the high non-linearity (Fig. 3) of this type of motor, the predicted losses are uncertain.

Another point for the model uncertainty are minor loops, which are are small hysteresis curves within the main curve and originate from the harmonics caused by the geometry of the motor and by the switching inverter [1], [27]. These minor loops are implicitly considered by the electrical steel model [13], but the hysteresis model implements a more precise approximation. This model generally achieves better accuracy than the electrical steel model, especially when minor loops occur [12]. The hysteresis model explicitly takes the minor loops into account. The disadvantage is the higher computational effort compared to the electrical steel model.

In the actual FEA model, the permanent magnets are modeled in one piece, but often the permanent magnets are segmented in axial direction to reduce torque ripple and eddy current losses [4]. Therefore, an additional approach for a more accurate FEA model is to segment the permanent magnets from the PMSM. However, this is not done because the calculation time increases linearly with the number of segmentations due to a multi-slice approach [12]. Towards a
segmentation of \( n = 5 \) for a permanent magnet, the calculation time increases with a factor of five [4].

Furthermore, the FEA model can be extended to a complete 3D model. The advantage is, e.g., the possibility to model the 
PMSM with the winding head. This leads to a better accuracy, e.g., in the calculation of the winding losses compared to the used approach. The disadvantage is a longer calculation time which makes the evaluation of different pulse patterns more complicated.

Consequently, the available motor loss models exhibit significant uncertainties, which makes FEA-based co-simulation analysis questionable. Real world experimental results may differ significantly from the co-simulation-based evaluation and optimization values.

### F. Calculation time

The keyword calculation time has been used frequently in the literature [6], [8], [10] and [11]. Tab. III visualizes the calculation time per step within the published articles. To compare these numbers, the table provides information about the selected software and hardware.

<table>
<thead>
<tr>
<th>Software</th>
<th>Hardware Information</th>
<th>Calculation Time per Step</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ansys</td>
<td>8 GB RAM i7-4710 CPU @ 2.5 GHz</td>
<td>2.70 s</td>
<td>[6]</td>
</tr>
<tr>
<td>Ansys</td>
<td>16 GB RAM i7-6700 CPU @ 3.4 GHz</td>
<td>0.88 s</td>
<td>[8]</td>
</tr>
<tr>
<td>Cedrat Flux</td>
<td>n/a</td>
<td>17.60 s</td>
<td>[10]</td>
</tr>
<tr>
<td>Altair Flux</td>
<td>64 GB RAM i7-9700 CPU @ 3.4 GHz</td>
<td>5.04 s</td>
<td>[11]</td>
</tr>
<tr>
<td>Ansys</td>
<td>16 GB RAM AMD Ryzen9 5950X @ 3.4 GHz</td>
<td>1.36 s</td>
<td></td>
</tr>
<tr>
<td>Ansys</td>
<td>16 GB RAM AMD Ryzen9 5950X @ 3.4 GHz</td>
<td>40.40 s</td>
<td></td>
</tr>
</tbody>
</table>

The results with the references \( 1 \) and \( 2 \) have been produced by the authors of this paper. Most of the calculation times are in the same order, except \( 2 \), where a different loss model has been applied. In \( 1 \), the electrical steel model is used for the simulation. The hysteresis model is the basis of \( 2 \), whose calculation time is around 30 times higher. When the calculation time per step is multiplied by the number of calculation steps per fundamental period from Fig. 9, the real issue of the calculation time becomes visible. An efficiency evaluation for a given operating point takes several hours for the electrical steel model and at least several days with the hysteresis model, which means that an evaluation of many different pulse patterns is not feasible, due to the calculation time. Consequently, FEA-based co-simulated OPP optimization also renders itself infeasible as any optimization algorithm would require many OPP candidate solution evaluations resulting in multi day calculations even on powerful high performance computing clusters. Due to the non-linear drive behavior, the OPPs need to be computed for many separate drive operating points in the speed-torque plane resulting in an unacceptable calculation effort.

### IV. CO-SIMULATION WITH SEMI-ANALYTICAL MOTOR MODEL

As the FEA motor model-based co-simulation loss estimates are very uncertain, there is no added value of utilizing this framework to evaluate or even optimize OPPs as any result of doing so would also be uncertain. While utilizing more detailed and accurate FEA-based models within the co-simulation is not a suitable mitigation strategy due to the discussed infeasible computing times, the best alternative is to accept the model-based loss uncertainties while utilizing a computationally more lightweight lumped-parameter motor model approach. This is called the semi-analytical model approach because the analytical first principle equations are the basis of this model. For a more general description, a zero current and flux component is added to the basic equation, which is given by:

\[
\mathbf{u}_{\text{dq0}} = R_s \mathbf{i}_{\text{dq0}} + \frac{d}{dt} \psi_{\text{dq0}} + \omega_r \mathbf{J} \psi_{\text{dq0}}.
\]  

(13)

Targeting to a more robust numerical implementation, the equation is rearranged such that the flux linkage is based on the left side as follows

\[
\psi_{\text{dq0}} = \int_0^t \mathbf{u}_{\text{dq0}} - R_s \mathbf{i}_{\text{dq0}} - \omega_r \mathbf{J} \psi_{\text{dq0}} dt,
\]  

(14)

where \( \mathbf{u}_{\text{dq0}} \) is the inverter output and \( \mathbf{i}_{\text{dq0}} \) is the motor current. At the beginning, the flux linkage vector \( \psi_{\text{dq0}} \) is initialized with an according look-up table. Furthermore, the flux linkage maps from Fig. 3 are extended by a zero current \( i_0 \) component and the electrical angle \( \epsilon_{el} \). These flux linkage look-up tables are used to represent the non-linearity due to saturation and the cross-coupling effects on the electric motor model, especially for the PMSM. The aim of this model is to determine the current \( i_{\text{dq0}} \) which depends on the flux linkage \( \psi_{\text{dq0}} \) in the electric motor. This is done using a look-up table taken from [28] that is defined as follows:

\[
i_{\text{dq0}} = f(\psi_d, \psi_q, \psi_0, \epsilon_{el}).
\]  

(15)

The transformation matrix between the rotor-fixed dq and the three-phase uvw coordinate systems extends to

\[
\mathbf{T}_{\text{uvw}\text{dq0}} = \begin{bmatrix}
\cos(\epsilon_{el}) & -\sin(\epsilon_{el}) & 1 \\
\cos(\epsilon_{el} - \frac{2\pi}{3}) & -\sin(\epsilon_{el} - \frac{2\pi}{3}) & 1 \\
\cos(\epsilon_{el} - \frac{4\pi}{3}) & -\sin(\epsilon_{el} - \frac{4\pi}{3}) & 1
\end{bmatrix}.
\]  

(16)

This approach is used to calculate the motor current \( i_{\text{uvw}} \) independently of the motor connection (star or delta), which can be determined by:

\[
i_{\text{uvw}} = \mathbf{T}_{\text{uvw}\text{dq0}} i_{\text{dq0}}.
\]  

(17)

The model accuracy and the calculation effort of this semi-analytical motor model for a co-simulation approach are discussed in the next section.
V. SIMULATION AND MEASUREMENT RESULTS

In this section, a comparison between the simulation and measurement results is made. The simulations are performed on a workstation (AMD Ryzen 9 5950X @ 3.4 GHz, 16 cores). Tab. IV shows the complete calculation time for one exemplary operating point. The co-simulation with the semi-analytical motor model has a 300 times shorter calculation time than the FEA-based motor model co-simulation approach. Towards a better overview of the different calculation times in this paper and in the literature, the available calculation time reports are visualized in Fig. 15. The model complexity is shown on the horizontal axis which indicates the number of variables determined by the model. In [8] two simulation approaches are presented and both approaches are marked in the figure, [8] represents the FEA-based co-simulation and [8]* marks the lumped-parameter approach. Concluding, any FEA-based co-simulation requires at least two orders of magnitude more calculation time than a lumped-parameter approach to simulate a given OPP trajectory which highlights the limited usability of FEA-based co-simulations towards large scale OPP evaluation and optimization.

<table>
<thead>
<tr>
<th>Simulation method</th>
<th>Time</th>
<th>Step size</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEA-based motor model</td>
<td>909 min</td>
<td>250 ns</td>
<td>1</td>
</tr>
<tr>
<td>Hysteresis model</td>
<td>449 h</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Semi-analytical motor model</td>
<td>2 min</td>
<td>250 ns</td>
<td>3</td>
</tr>
</tbody>
</table>

A. Estimation of the required OPP design calculation time and computing costs

In this section, a simple estimation of the calculation time with a high-performance computing (HPC) center is evaluated to answer the question whether the co-simulation-based pulse pattern optimization can be realized with state-of-the-art computing resources. For this estimation, 100 operating points in the torque-speed plane should be optimized, which are shown in Fig. 16. As can be seen, this mesh only roughly covers the torque-speed plane, that is, a conservative lower bound of relevant operation points is considered (compare [29]).

For each operating point, an independent OPP optimization routine is executed. For each nonlinear optimization problem, it is assumed that 100 function calls of the co-simulation model (e.g., as part of a gradient descent optimization procedure) are required. Moreover, to find the global optimum 1000 random initializations of the OPP design problem are considered for each operating point (multi-start optimization approach) [30]. This leads to the following estimation of the required in total g co-simulation runs.

\[ g = \text{operating points} \cdot \text{multi-start opt. initializations} \cdot \text{function calls per opt. run} \]
\[ = 10 \cdot 10^6 \text{co-simulations}, \]

until the OPPs for all considered operating points have been found. However, this covers only the OPP design for a given single pulse number. As the desirable pulse number changes throughout the torque-speed plane and is a priori unknown, the optimization effort from (18) needs to be invested for different pulse numbers. To make sure that the global optimum with the minimum losses is found, it is assumed that at least three (neighboring) pulse numbers per torque-speed operating point must be evaluated. This leads to a total of \(30 \cdot 10^6\) co-simulation runs for the entire OPP design procedure (covering only a single drive, that is, a specific motor and inverter combination). For a total simulation times estimate, the simulation times from the Tab. IV are used and divided by two due to the closed-loop control (shorter simulation time is necessary, see also Fig. 13). The total simulation times for the described setup are therefore shown in Tab. V.

<table>
<thead>
<tr>
<th>FEA-based simulation model</th>
<th>Total wall time (sum of simulations)</th>
<th>Real time (due to parallelization)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical steel</td>
<td>227.3 \cdot 10^6 h</td>
<td>1589 h</td>
</tr>
<tr>
<td>Hysteresis model</td>
<td>6.735 \cdot 10^6 h</td>
<td>47097 h</td>
</tr>
</tbody>
</table>
To estimate the required waiting time and computing costs processing these co-simulation runs, the utilization of a state-of-the-art HPC center is assumed. As an exemplary use case, the Paderborn Center for Parallel Computing (PC$^2$) is considered. It has around 143000 CPU cores, which results in a total computing time (if the entire HPC can be used) of 1589 hours and respectively 47097 hours (cf. Tab. V). The PC$^2$ uses 1980 AMD Milan 7763 processors, each of them with a power consumption of around 280 W, resulting in a total power consumption of roughly 554 kW. This value represents the power consumption of the CPU cores only and no additional required power supply component losses are considered. Therefore, the following calculation is based on a total power consumption of 600 kW. In order to develop a possible optimization procedure, not only the computing time is relevant, but also the costs are of interest. Therefore, the estimated OPP design energy demand of the HPC center is multiplied by an assumed electricity price of 0.2 EUR/kWh [31] which leads to the energy costs shown in Tab. VI. These energy costs cover just a single drive OPP optimization and even neglect additional overhead costs for purchasing and maintaining the HPC building infrastructure and necessary software. Hence, the energy and cost demand from Tab. VI represent conservative lower bound estimates. Considering the expected rather small efficiency improvements of OPPs against standard modulation schemes (compare [32]), it must be critically questioned if the OPP-based total lifetime energy savings of a drive line series make up for those investments during the development phase.

### B. Comparison against experimental measurement

Next, the simulations are validated against each other by measurements of a typical PMSM drive for battery electric vehicle on the test bench. The upper part of Fig. 17 shows the phase current $i_a$ of the simulations and the measurement. For a better illustration, only the phase current $i_a$ of each data set is shown, which visualizes small differences in the signal trajectories. The difference between the FEA-based co-simulation model and the measurement is due to an insufficient material model, as described in the previous section. Interpolation errors are the main reason for the difference between the two simulation models. The problem here comes from the generation of the 4D look-up tables, which also includes a comparison between the resolution of, e.g., the electrical angle and the final size of the table. The lower part of the figure shows the PWM signal. In the measurement, several voltage overshoots can be seen, which are absent in the two simulation signals. The reason for this is that the bandwidth of these voltage overshoots is too high for the selected step size in the simulations but not for the test bench measurement equipment.

To obtain a frequency-oriented view on the current evaluation, the Fourier transform of the signals is investigated. The resulting amplitudes are shown in Fig. 18, where the amplitude of the phase current $i_a$ is shown on the vertical axis. The average switching frequency of the OPPs is around 15 times the fundamental frequency. Both, Fig. 17 and Fig. 18, indicate the high model accuracy regarding the current response prediction of both co-simulation approaches with the FEA-based and the semi-analytical motor model. Moreover, as the PMSM’s torque is directly depending on the stator currents, a high prediction accuracy of the torque response can be derived from the experimental comparison shown. Consequently, the much more computationally demanding FEA-based co-simulation does not have a noticeable advantage over the semi-analytical motor model-based co-simulation regarding the transient system response accuracy.

### C. Loss comparison and evaluation

In the previous sections, the general challenges of the FEA-based co-simulation were discussed and some remarks on the efficiency evaluation of OPPs were made. In this subsection, the measured and simulated losses of the electric motor are analyzed for three different operating points. Fig. 19 shows a

---

**TABLE VI**

<table>
<thead>
<tr>
<th>FEA-based simulation model</th>
<th>Energy demand</th>
<th>Energy cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical steel</td>
<td>953.5 MWh</td>
<td>190.7 - 10^3 EUR</td>
</tr>
<tr>
<td>Hysteresis model</td>
<td>28.3 GWh</td>
<td>5.65 - 10^6 EUR</td>
</tr>
</tbody>
</table>

---

**Fig. 17.** Evaluation of the two co-simulations considering different motor models and the measurement.

**Fig. 18.** Visualization of the Fourier components of the phase current $i_a$ from the co-simulations considering different motor models and the measurement for the analyzed operating point $n/n_{nom} = 2.21$ and $T/T_{nom} = 0.12$. The current THDs are close to each other and they are given as $I_{THD, measurement} = 0.0592$, $I_{THD, FEA-based} = 0.0711$ and $I_{THD, semi-analytical} = 0.0791$. 

**Fig. 19.** Loss comparison and evaluation.
direct comparison between the measured and simulated losses, which are categorized into its considered components. The origin of the hysteresis and eddy current losses is the electrical steel strip in each case. Measurements with a motor without permanent magnets in the rotor provide the mechanical losses, which are added up in the simulation with a constant value at the various rotational speeds of the motor. The losses in permanent magnets are not taken into account in the simulation as described above. Each of these operating points are simulated with three different, exemplary OPPs, which are labeled with OPP3, OPP7 and OPP11. The measured losses are always higher than the simulated losses. However, the difference between measured and simulated varies across the operating points and is also indicated in the figure with an error bar. Furthermore, the measured losses decrease faster with a higher average switching frequency than the simulated losses, which can be seen in the figure by the fact that the error decreases with a higher OPP number. These differences indicate a systematic error between the FEA-based loss model and the loss characteristic of the real motor.

![Comparison between the measured and FEA-based co-simulation motor losses with the electrical steel model for three different operating points considering the pulse patterns OPP3, OPP7 and OPP11.](image)

**Fig. 19.** Comparison between the measured and FEA-based co-simulation

VI. Conclusion and outlook

This paper describes the main challenges of designing an FEA-based co-simulation in order to evaluate OPPs for an efficiency maximization of the electric drive. Due to the simulation time demand to cover the entire transient system response given the large stator time constant, an open-loop control is not feasible and a closed-loop control method is developed to save computation time. Based on this co-simulation setup, a discussion of the motor losses points out that the supposedly detailed FEA-based co-simulation is not feasible for evaluating and optimizing different pulse patterns for electric drives, due to the high uncertainty in the modeling of the losses and herein particularly the iron losses within the electric motor. Another reason is the very high calculation effort for the efficiency evaluation of one operating point despite the closed-loop control method of the FEA-based co-simulation that makes an OPP optimization costly w.r.t. both time and monetary costs. The long calculation time and the loss model uncertainty is the reason for developing a semi-analytical motor model as part of the co-simulation that has a 300 times smaller calculation time demand than the FEA-based co-simulation approach. Obviously, the semi-analytical model-based co-simulation does not provide any insight into the motor iron loss behavior, however, that does not represent an important disadvantage over the FEA-based co-simulation given its large loss model uncertainty. Finally it must be concluded that a co-simulation-based evaluation and optimization of OPPs with regard to drive efficiency comes with several great challenges and does motivate significant research work to enable software driven solutions in the future.

Considering the simulation time issue of the FEA-based co-simulation, data-driven surrogate models could be a potential remedy to enable both, making the simulation results more reliable (e.g., by utilizing a 3D FEA environment to generate a limited set of ground truth data for the surrogate model) and the evaluation toolchain much faster as the surrogate does not require solving the underlying partial differential equations in each time step. Alternatively, a direct experimental evaluation and optimization using highly automated test benches, that is, varying the OPPs in real time and measuring the actual power losses, could be an interesting way of completely circumventing the simulation-to-reality gap.
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