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Abstract

Cardiovascular disease (CVD) encompasses a wide range of diseases that affect the heart and blood vessels, including coronary artery disease, heart failure, arrhythmia, and stroke. Machine Learning (ML) has been widely used to predict CVD risk based on various factors and is a critical area of healthcare research. However, due to privacy concerns, sharing the data needed to predict CVD with ML is challenging. Even though Federated Learning (FL) enables distributed training of ML models without sharing raw data, it assumes that all training features are available to all clients. To address the problem, we propose a Vertical Federated Learning (VFL) based method that trains ML models in a distributed manner and has different features available to several spatial locations. In this work, each party maintains a portion of separate data features, performs calculations on them locally, and then transfers only the necessary information to jointly train an ML model. We employ the proposed method for different use cases where the data characteristics are split between: i) the patient and the hospital (2 splits); ii) the patient, the doctor, and the laboratory (3 splits); and iii) the patient, the doctor, the Electrocardiogram (ECG) center, and the laboratory (4 splits). We test the proposed methodology on the realistic publicly available dataset.
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Abstract—Cardiovascular disease (CVD) encompasses a wide range of diseases that affect the heart and blood vessels, including coronary artery disease, heart failure, arrhythmia, and stroke. Machine Learning (ML) has been widely used to predict CVD risk based on various factors and is a critical area of healthcare research. However, due to privacy concerns, sharing the data needed to predict CVD with ML is challenging. Even though Federated Learning (FL) enables distributed training of ML models without sharing raw data, it assumes that all training features are available to all clients. To address the problem, we propose a Vertical Federated Learning (VFL) based method that trains ML models in a distributed manner and has different features available to several spatial locations. In this work, each party maintains a portion of separate data features, performs calculations on them locally, and then transfers only the necessary information to jointly train an ML model. We employ the proposed method for different use cases where the data characteristics are split between: i) the patient and the hospital (2 splits); ii) the patient, the doctor, and the laboratory (3 splits); and iii) the patient, the doctor, the Electrocardiogram (ECG) center, and the laboratory (4 splits). We test the proposed methodology on the realistic publicly available dataset.
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I. INTRODUCTION

In recent years, cardiovascular disease (CVD) has been ranked as the leading cause of death worldwide, causing almost one-third of deaths [1]. This startling revelation stresses the pressing need for heightened awareness and deterrent measures against this perilous ailment. CVD has different types, such as coronary artery disease (CAD), heart failure, arrhythmia, and stroke, among others, that affect heart health along with blood vessels. Medical professionals strive to predict risk factors such as high cholesterol levels and smoking habits, but it remains difficult to detect early signs of CVD. In addition to prompt identification protocols, proper management strategies are necessary, including reducing hypertension and regulating body weight, among other determinants [2].

There has been research on the use of Machine Learning (ML) to predict CVD [3], [4]. To achieve the goal of automatic CVD prediction, ML algorithms are utilized to meticulously analyze vast data sets and identify patterns that may not be obvious to humans. However, one of the concerns of using ML algorithms is that it requires a large amount of data for training that is often inaccessible due to user privacy concerns, especially for healthcare applications.

Federated learning (FL), occasionally known as distributed collaborative learning, is a popular ML methodology. Using an algorithm strategically, it employs several distinct and autonomous clients, each employing its unique collection of related data sets. FL offers a unique departure from traditional centralized ML methods, where localized data compilations are often condensed into one training session. Additionally, it stands opposed to algorithms that solely rely on datasets exhibiting identical distributions across the board. FL enables many entities to collaboratively construct an impervious ML model while negating the need to disclose sensitive data. Consequently, this approach successfully mitigates the pressing predicaments related to data privacy, security, and access rights, as well as enabling unfettered access to heterogeneous datasets [5].

However, one of the problems with traditional FL methods is that they assume that every client is identical so that they contain the features and information of the target class needed to train an ML model. Often, the assumption does not hold, as different clients may have dissimilar features of the same dataset required to train ML algorithms. In this scenario, a Vertical Federated Learning (VFL) approach involves training a model using sample features stored at disparate locations [6]. This unique approach enables multiple entities to collaborate without collecting disparate sample features at a centralized location. Each entity retains a partial feature set of the data, processes it independently, and shares gradients to build an ML model.

This paper proposes the use of VFL techniques and presents novel algorithms for the distributed training of ML models between multiple heterogeneous clients and servers for the automatic prediction of CVD. In contrast to the traditional FL techniques, the disparate clients hold and maintain a different type of sample data (features) and are not aware of the target class or labels. Clients may be Internet of Things (IoT) devices or edge servers and are heterogeneous so they hold a variety
of information (features). For example, one of the clients could be a hospital that maintains patient records based on the doctor’s diagnosis, while another client could be a laboratory where patient tests (for example, blood tests) are performed. These two clients maintain different types of information about the same patient. Consequently, the novelty of the proposed method is that it also considers feature separation, in contrast to the traditional FL where each client has all the features and information about the target class. The main contributions of this research are as follows.

- We propose an innovative framework based on IoT to predict CVD risk using ML. It maintains user privacy and considers the heterogeneity of disparate clients in terms of the features they hold and maintain.
- This paper provides a novel algorithm for training an ML model using VFL, where clients and servers coordinate with each other to maintain confidentiality.
- We implement and assess the proposed VFL framework for various possible realistic case studies on sample feature distribution.
- Finally, we test the proposed framework in a real-world dataset and assess its performance compared to the state-of-the-art.

To the best of our knowledge, this article is the first attempt to consider both user privacy and sample feature separation for CVD risk prediction using ML. The rest of the paper is organized as follows. In Section II, we discuss recently published work on the use of IoT, ML, and FL for CVD prediction. Section III elucidates our proposed system model and presents the problem statement. Section IV analyzes the implementation details, describes the datasets, considers different case studies, and presents the comparison with the state-of-the-art. Finally, in Section V, we conclude our work and highlight future research directions.

II. LITERATURE REVIEW

CVD continues to pose a considerable risk to public health as it is a major factor in mortality worldwide. Scholars are increasingly using technologies such as Machine Learning (ML) and the Internet of Things (IoT) to devise pathways toward alleviating and prognosticating CVD as technology boundaries expand. This section provides a detailed literature survey on CVD diseases and their prediction using ML, IoT-based frameworks, and FL to preserve privacy.

A. Cardiovascular Disease

Around 7.6 million people in the UK suffer from heart and circulatory disorders, one person dies every three minutes as a result of heart and circulatory disease, one person is hospitalized every five minutes due to a stroke, and 13 babies are diagnosed with congenital heart defects each day [7]. CVD is characterized as a complex and multifaceted array of destructive disorders that affect the exquisitely sophisticated cardiovascular system, encompassing an interwoven network of cardiac muscles, arteries, and veins [8].

Multiple conditions, including coronary artery diseases, cerebrovascular diseases, congenital heart diseases, rheumatic heart diseases, peripheral arterial diseases, deep vein thrombosis (DVT), and pulmonary embolism, define its numerous and complicated characteristics, developing intricate obstacles for modern medical sciences to overcome [8]. Among these ailments, CVD affects masses with alarming frequency due to its high incidence rate. Cerebrovascular diseases are another group of diseases caused by problems in blood vessels that carry blood toward brain tissues. These pathologies are characterized by an interruption in cerebral blood flow stemming from obstructive paths leading to grave consequences on cognitive functions and may include conditions like carotid artery disease or cerebral hemorrhages which can result in fatal consequences like stroke compromising mental agility [9]. Congenital heart disorders position themselves unequivocally at birth because they originate from abnormalities present within different fetal aspects involved in the formation of valves or vascular structures characterizing human cardiac life. Rheumatic heart disease establishes itself after infection produced by Streptococcus bacteria followed by distressing damage to the heart muscle and heart valves due to rheumatic fever [8]. Peripheral arterial diseases show up when abnormal lumps hinder healthy bloodstream flow inside veins that are tasked with transporting oxygen-rich nutrients critical for meeting body requirements primarily geared toward lower extremities regulating muscle movement [10]. Finally, DVT entails a disorder characterized by a collection of coagulated fluid inside veins lodged primarily within the lower limb areas and pulmonary embolism materializes when a discrete segment of the thromboembolic disengages and navigates its way toward the lungs, serving as a potentially hazardous threat to one’s life [11].

B. CVD Prediction Using Machine Learning

Studies have been conducted recently on ML techniques for predicting cardiovascular diseases (CVD). Anuar et al. [12] conducted a study to predict CVD from an Electrocardiogram (ECG) by using ML. Their research includes a prospective population-based case-control study with sixty people taking part from the Malaysian cohort. They concentrated on five variables because they were statistically significant in predicting CVD, including the R-R interval, the root mean square of sequential differences recovered from the ECG, systolic and diastolic blood pressures, and total cholesterol levels. The best accurate classifier to predict CVD risk was determined by comparing the performance of six ML techniques, including k-nearest neighbor (KNN), linear discriminant analysis (LDA), decision trees, linear and quadratic support vector machines, and artificial neural network (ANN). The authors observed that among the six algorithms, ANN had the highest prediction performance, achieving 90% specificity, 90% sensitivity, and 90% accuracy. Marbaniang et al. [13] also conducted a study using six similar ML algorithms except for ANN. Instead, they used Naive Bayes and found, as did Anuar et al. [12], that introducing feature selection made it easier to identify
important risk factors. They discovered an increase in accuracy when ‘Blood pressure’ and ‘Body Mass Index (BMI)’ factors were introduced to the data set. Here, KNN outperformed all other ML techniques and provided an accuracy of around 73%.

Mishra et al. [14] developed a JAVA application system called the 
Heart Disease Risk Predictor that offers an online platform to forecast disease occurrences based on a variety of symptoms. The user can choose from a range of symptoms to locate diseases along with their probability percentages. They used sophisticated systems implementing data mining techniques such as Na"ive Bayes and Decision Tree. Despite the slight difference in performance, the authors claim that the Na"ive Bayes algorithm outperformed the Decision Tree. The Heart Disease Risk Predictor system under consideration maintains all patient data in a single database. To counsel patients and maintain records, physicians utilize the same database.

The HeartCare+ mobile application, created by Elsayed et al. [15], helped adequately assess the risk of coronary heart disease over a 10-year period using clinical and non-clinical data and categorizes the risk for patients as low, moderate, or high. HeartCare+ also alerts patients for additional treatment suggestions. Its main objective is to offer help to rural residents. One of the scoring methods used to estimate a person’s risk of acquiring CVD is the Framingham Risk Score. This score was created to calculate the 10-year risk of coronary heart disease using information from the Framingham Heart Study. A gender-specific method based on this score is used to calculate the 10-year cardiovascular risk of a person [16].

In [17], a CVD prediction technique was created using several ML techniques, including logistic regression, random forest, Na"ive Bayes, SVM, KNN, decision tree classifiers, and ANN. KNN offered the lowest accuracy, at about 68.65%, whereas the majority of the other algorithms, with the exception of the decision tree classifier, were able to attain accuracy rates of more than 85%. According to [17], Na"ive Bayes performed the task the best, with an accuracy rate of 90.16%. Similar to the system created by [14], Na"ive Bayes performed better in this particular system than that created by [17].

The use of trained recurrent fuzzy neural network (RFNN) based on a genetic algorithm (GA) for the diagnosis of cardiac diseases has been explored in [18]. The performance of the suggested method is evaluated using the Cleveland heart disease dataset from the University of California, Irvine (UCI) as a benchmark. The dataset consists of 297 samples of patient data, of which 45 were chosen for testing and 252 were used for training. The results of the experiment indicate that 97.78% accuracy was achieved for the test set. Notably, additional measures including root mean square error, F-score, sensitivity, specificity, precision, and misclassification error are assessed in addition to accuracy. Compared to the results of related studies, the study findings [18] were considered adequate.

C. IoT-based Frameworks in Healthcare and CVD Prediction

IoT is used in many fields, including healthcare. The study by Al-Makhadmeh et al. [19] introduces an IoT-based medical device to collect patient heart details before and after heart disease. These data are later processed using a method called the higher-order Boltzmann deep belief neural network (HOBDBNN). The effectiveness of this heart disease recognition system, using HOBDBNN as its basis, is thoroughly examined, evaluating a number of fundamental performance indicators including f-measure, sensitivity, specificity, loss function, and receiver operating characteristic (ROC) curve. These metrics provide insight into the precision with which the system recognizes instances of cardiac disease and promotes an evaluation of both the speed complexity and the false positive rate. On the basis of the conclusive findings, the proposed system manifested a recognition accuracy that reached 99.03% with a minimal time complexity of 8.5s at maximum. This compelling evidence shows its potential to effectively reduce heart disease mortality and facilitate diagnostic procedures by reducing their inherent complexity. Khan et al. [20] also proposed an IoT-based framework similar to [19]. Instead of a deep belief neural network, the authors in [20] used a Modified Deep Convolutional Neural Network (MDCNN). In this study, IoT technology is employed by connecting a smartwatch and a heart monitor device to the patient in order to collect sensor data for the diagnosis and prognosis of heart disease. In order to classify the acquired data into normal and abnormal, the acquired data is subsequently processed using the Modified Deep Convolutional Neural Network (MDCNN). With the help of the given IoT framework, early detection and treatment of heart disease are made possible by an accurate prediction of the condition. MDCNN was able to outperform existing classifiers with an accuracy of 98.2%. In his performance research, Khan et al. [20] also contrasted the proposed MDCNN with current deep learning neural networks and logistic regression and discovered that MDCNN surpassed other approaches.

D. Federated Learning for CVD Prediction

Research has been conducted on employing FL to safeguard privacy in applications related to CVD prediction. The work by Linardos et al. [21] uses cardiovascular magnetic resonance (CMR) data from four distinct centers using FL to diagnose hypertrophic cardiomyopathy (HCM). The findings demonstrate that FL demonstrates greater robustness and sensitivity to domain-shift effects and produces promising outcomes despite the limited quantity of data. The efficacy of FL models for CMR diagnosis is compared in the research to conventional centralized learning models while also protecting patient privacy. Their results show that FL offers prospective results comparable to collective data sharing, even with a modest sample size of 180 patients drawn from four centers.

Using federated matched averaging at the cloud end of health service providers (HSPs), Yaqoob et al. [22] developed a hybrid FL-based technique with MABC-RB-SVM architecture that solves the issue of data privacy for heart disease prediction in HSPs systems. Using this method, HSPs can protect patient privacy while sharing only the information required for the prediction of heart disease. Further improving the privacy of patient data is the modified artificial bee colony optimization
with support vector machine (MABC-SVM) technique, which is employed at the client end of HSPs for the best selection of features and classification of heart disease. Compared to conventional FL techniques, the study [22] suggested that the hybrid FL-based method with the MABC-RB-SVM architecture increases prediction accuracy by 1.5%, achieves 1.6% less classification error, and uses 17.7% fewer rounds to reach maximum accuracy. The proposed framework outperforms the current FedAvg-SVM, FedMA-SVM, and FedMA algorithms with GA-SVM by achieving 93.8% accuracy after 4500 rounds of communication.

Research gap: The literature study reveals the importance of developing prognosis applications for CVD prediction, and the work done on the use of ML and IoT frameworks for CVD predictions. Additionally, there has been work done on the use of FL for maintaining user privacy while developing ML models for CVD presentation. However, there is a gap for an integrated framework that uses IoT as well as FL techniques to improve the prognosis of CVD. Furthermore, most of the work done on FL assumes homogeneous parties participating in the distributed learning process. Thus, it is assumed that the FL clients are homogeneous since they all have the same feature set of data. It is also assumed that the clients participating in the FL process are aware of the target labels. The assumption is not a realistic scenario as clients could be heterogeneous entities having disparate feature sets. Therefore, we propose an integrated IoT-based framework that uses FL for CVD prediction where distributed nodes hold and maintain different types of data features. To the best of our knowledge, this is the first attempt to consider the scenario in which distinct sample features are present with different nodes for the distributed training of the ML models for CVD prediction application.

III. METHODOLOGY

This section presents the proposed IoT-based system model to predict the CVD based on the distributed features at different locations. It further provides the problem statement and the proposed VFL-based algorithms for CVD prediction.

A. Proposed System Model

Figure 2 shows the basic overview of the proposed system having three layers consisting of heterogeneous clients, server, and application deployment layer.

In the proposed system model, the heterogeneous clients do not share the raw data with each other. Instead, clients transform their raw data into a low-dimensional vector representation using ML models, which, in turn, are shared with the central server. In addition, the different clients have disparate feature sets. For example, one client could be a hospital holding patients’ medical records, another client could be a lab where patients’ lab reports are generated, and the third one could be IoT devices having patients’ demographic information. Thus, the three clients do not have only distributed storage of the data but they also have distinct features. Additionally, individual clients do not have labels to train the ML models and therefore cannot be used independently to develop ML applications for CVD prognosis.

The central server may hold some of the additional features as well as the label of the dataset. The role of the central server is to synchronize the various Artificial Intelligence (AI) models placed at the disparate clients, collect information from the clients which are in the form of the low-dimensional data representation together, and merge them using the gradients and true labels that it maintains to get the converged global AI model. The global AI model can be deployed on the central server itself or on external cloud-based platforms as an
application or Software-as-a-Service (SaaS) platform using deployment tools such as Flask, MLOPs or AgileML [23], [24], [25]. It is not imperative that the globally deployed model be used only by the stakeholders involved in the VFL process. However, it could be used by any party having similar input data.

B. Problem Statement

We consider N clients and each client is represented by the variables n, where n ∈ {1, 2, ..., N}. Spatially distributed client contains a unique set of features represented as x^m such that ∩^m_x = ∅. It should be noted that although the different clients have disparate feature sets, they have the same number of samples P for synchronization purposes. Consequently, for a specific patient, disparate data and features are available to all the clients. Furthermore, during the training process, the clients and servers communicate with each other to get a globally trained ML model.

To ensure user privacy preservation, the distinct clients do not share their feature space with each other as well as with the server. Instead, they transform the higher-dimensional data x^m into a lower-dimensional vector h^m parameterized by θ^m in the form of smashed information that cannot be deciphered. In addition, we assume that clients do not have access to the true categories or labels of the training data set. Thus, they only have their own partial set of features x^m. The true category or label y is maintained and stored on the server, which is not shared with the clients.

The objective of the proposed method is to solve the equation 1 subject to the fact that the feature set x^m does not leave the client for every client, clients do not have labels y, and the labels do not leave the server.

\[
F(\theta) := \frac{1}{|y|} \sum_{e} L(\theta_1, h^1, \ldots, h^n) \tag{1}
\]

In equation 1, θ_0 is a global model and θ is the \[\theta'_1, \theta'_2, \ldots, \theta'_m\], variable L represents the loss function, and |y| is the cardinality of the set y.

C. Proposed Vertical Federated Learning (VFL) Algorithm

To solve the optimization model mentioned above, we proposed VFL for the prediction of CVD that minimizes the loss function using the gradient-based optimizer in a distributed manner as opposed to the traditional centralized server, to protect client privacy while applying the fundamental VFL system in the context of classification problems. The proposed approach is aimed at improving the confidentiality of client information because data attributes, as well as feature space, are not gathered from multiple clients situated at spatially separate locations. In contrast to centralized ML, proposed parameter-based learning provides advanced privacy measures for each client, ensuring that only the parameters of local models are shared with the global model for aggregation and that none of the actual data, features, and labels are shared.

The complete data set can be represented by the variable x, which is \[\cup^m_{x^m}\], where as mentioned before each client has only the partial feature set x^m. The data set can be represented in the form of a matrix of size \[P \times Q\], where x is one row, that is, the set of all features of the dataset, and x_{i,j} is a particular feature of the row. Each client holds and maintains x^m length features \[|x^m|\], where \[|x^m|\] is the cardinality of the set x^m.

The algorithms 1 and 2 present the proposed VFL algorithm which is run by the client and server in a synchronized manner for reducing the error based on the y and y', where y and y' respectively are the true prediction and predictions made by the globally converged model F(θ) after the training process.

Algorithm 1 Client pseudocode

Require: Shared row ids i
Batch size B
Gradients \[\nabla(h^s)\]
Ensure: Updated parameters θ^m
Gradients ∆h^m
1: if e == 0 then
2: \[\theta^m = \text{rand}()\]
3: end if
4: Get x^m from i's
5: \[h^m = f(x^m, \theta^m, \zeta)\]
6: if e! = 0 then
7: Calculate \[\nabla(h^m)\] based on \[\nabla(h^s)\]
8: Update θ^m using equation 4
9: end if
10: Transfer \[h^m\] and \[\nabla(h^m)\] to the server

Algorithm 2 Server pseudocode

Require: \[h^m\]
\[\nabla h^m\]
\[\nabla L^m(y^e', y^e)\]
Ensure: Updated parameters θ^s
1: (Get a set of IDs i )
2: if \[|l| = 0\] then
3: Convert to a low dimensional representation \[h^s = f(x^s, \theta^s, \zeta)\]
4: end if
5: for all \(e\) in E do
6: if \[\zeta = 0\] then
7: Calculate the prediction confidence score \[p^e = \arg\max((\frac{\sum h^m + h^s}{N+1+B})\]
8: else
9: Calculate the prediction confidence scores \[p^e = \arg\max(\zeta * (\frac{\sum h^m}{N+B})\]
10: Perform mapping \[p^e \rightarrow y^e'\]
11: Find overall loss \[l^e = L(y^e', y^e)\]
12: Update parameters \[\theta^s\] based on the equation 4
13: end if
14: Send updated gradients to all the clients
15: end for
16: Deploy the global model
1) Client Process: Algorithm 1 describes in detail the pseudocode run by the clients to train the local model. The client does not share the information of the sample features with each other as well as with the server. They only share the local gradients via different communication rounds. In each such communication round, it first receives a unique set of IDs \( i \) from the server for synchronization purposes. For this unique set of IDs, it extracts the samples from the feature set \( x^m \) of batch size \( B \). In every round of communication, the client converts the high-dimensional vector \( h^m \) into a lower-dimensional representation \( h^m \), using a highly nonlinear function \( f(x^m, \theta^m, \zeta) \), parameterized by \( \theta^m \in \mathbb{R}_{[\theta^m]} \) and a nonlinear function \( \zeta \). During the initial iterations, the set of \( \theta^m \) is initialized to a low random value. The \( h^m \), as it is a lower dimensional representation of the feature set maintained by a client, cannot be deciphered by the server. This ensures that the server does not have access to the raw sample features and thus client’s privacy is ensured. After the initial communication round, the clients also receive the server gradients. Furthermore, clients calculate their own gradients \( \nabla(h^m) \) using the one received from the server. Subsequently, it updates the set of \( \theta^m \) based on \( \nabla(h^m) \) using Equation 4. It should be noted that the Equation 4 is also used by the server to update its gradients. The calculated gradients from the client \( \nabla(h^m) \) are sent to the server for further aggregation and parameter updates.

2) Server Process: During different communication rounds, the server collects a list of sample IDs \( i \) for a batch of data sets \( B \). The list of row IDs is sent to the client for synchronization purposes so that the same sample is used for the gradient update by all the client and server. The server communicates with clients, and one of these communication rounds is considered an epoch \( e \) and the total number of such epochs is \( E \). The server merges the information partial predictions from the disparate clients according to Equation 2.

\[
p^e = \arg\max_{y^e} (\frac{\sum h^m}{N * B}) + (1 - \zeta) * \left( \frac{\sum h^m + h^s}{N + 1} \right)
\]

In equation 2, \( p^e \) is the confidence score of the prediction in rounds \( e \) for a batch of the dataset of size \( B \), \( h^s \) is the low dimensional representation of the server features and the binary variable \( \zeta \) represents if the server contains the portion of the feature set. Based on the probability of prediction, a mapping \( p^e \rightarrow y^e \) is performed to the corresponding target categories where \( y^e \in y \) for the communication round \( e \). Furthermore, using \( y^e \) and known target values, the loss is calculated using Equation 3, where \( l^e \) is the loss in the communication round \( e \).

\[
l^e = L(y^e, y^e)
\]

For every round of communication \( e \), the server also collects the gradients \( \nabla L^m(y^e, y^e) \) from the clients. It should be noted that \( \nabla L^m(y^e, y^e) \) is indirectly calculated using server loss and chain rule and the \( y^e \) and \( y^s \) are not directly utilized to maintain privacy. The loss is used by the server to update its gradient based on the Adam optimization algorithm, as explained in equation 4 which has been customized for the proposed VFL setup [26]. In the equation, \( \eta \) is the learning rate, \( g_e \) is the gradient in round \( e \), \( \mu_e \) is the exponential average of the gradients, \( s_e \) is the exponential average of the square of the gradients and \( \beta_1 \) and \( \beta_2 \) are the hyperparameters used for optimization.

\[
\begin{align*}
\theta_{e+1} &= \theta_e + \Delta \theta_e \\
\Delta \theta_e &= -\eta * g_e * \frac{\mu_e}{\sqrt{s_e + \kappa}} \\
\mu_e &= \beta_1 * \mu_{e-1} - (1 - \beta_1) * g_e \\
s_e &= \beta_2 * s_{e-1} - (1 - \beta_2) * g_e
\end{align*}
\]

Both the client and server thus update their gradients in different communication rounds resulting in a converged global model that minimizes the prediction loss. Subsequently, the global model can be deployed for real-time use. It should be noted that as new patterns in the data become available in the future, the global model is used as a base model to retrain the model again.

Fig. 2: Overall research framework
IV. RESULTS AND DISCUSSION

This section presents the implementation and simulation details of the proposed VFL-based CVD prediction mechanism. First, we discuss the implementation details and the data set used in this study. Later, we analyze the performance of the proposed method for different case studies. We also compare the proposed method with the state-of-the-art.

A. Implementation Details

Fig. 2 presents the workflow for the proposed system is shown below in Fig.2. The proposed process is divided into four different steps. The initial step involves collecting data from IoT devices. Subsequently, we analyze and process the data in the second step. Then follows, as is where VFL is put into effect. It starts with the vertical partitioning of the data feature with numerous clients based on different case studies. Subsequently, the model is also created and initiated along with parameters, the loss and gradients of the clients’ models are calculated, and afterward, the model weights are updated using them. In the final step, the model’s performance is evaluated using classification accuracy metrics alongside prediction is done using the test data that we have separated before training the model.

B. Dataset Description

We employ ‘Z-Alizadeh Sani Data Set’ [27] available in the public repository ‘UCI Machine Learning Repository’. The dataset consists of 55 characteristics and information on the user demographics, symptoms and examination, ECG measures, and laboratory analysis. The distribution of the data set is shown in Fig. 3. During data analysis, we found that the data set was free of duplicates and null values. There are two categories for the ‘Label’ column called ‘Cath: ‘Normal’ or ‘CVD’. In the data set, approximately 71.3% are affected by CVD, while around 28.7% are normal (Fig. 3).

C. Case Studies

We conduct three different case studies based on how features are split between the clients in this study. The 55 features of the data set can be categorized into four different types: 1) demographic information (for example, age, gender), symptoms and examination such as blood pressure and pulse rates, 3) specific characteristics of the ECG, and 4) laboratory measurements such as hemoglobin level. Based on the type of features we considered the possible combinations of features that could be available to different clients. These include a 2-split where data features are considered to be split between patient and hospital such that the demographic features are available with the patient and the others are with the hospital. Similarly, in 3-split scenarios, data features are considered to be separated between the patient, hospital, and laboratory. For 4-split data, features are considered to be divided between the patient, the hospital, the ECG center, and the laboratory. The splits present a realistic scenario, as many hospitals may not have a laboratory and generally refer the patient for testing at
a pathological center. On the other hand, some hospitals may have a testing facility within their premises. Consequently, we tested against different possible combinations of feature splits based on realistic scenarios.

![Fig. 6: 4-split VFL (patient, doctor, ECG, and laboratory)](image)

Fig. 6: 4-split VFL (patient, doctor, ECG, and laboratory)

![Fig. 7: Conventional DNN](image)

Fig. 7: Conventional DNN

**D. Performance Measure**

We compare the proposed VFL-based CVD prediction for different case studies. We also compare the performance of the traditional DNN-based approach for CVD prediction. To guarantee consistency for all cases, we trained and tested all cases with the same hyperparameters.

Fig 4, 5, 6, 7 present the performance of loss and accuracy with the number of communication rounds for the test data for the different case studies and the conventional DNN-based approach. As shown in the figure, compared to the conventional DNN model, the novel implementation of proposed VFL algorithms in the prediction of CVD provides comparable accuracy. The results reveal that the convergence of the proposed algorithms is obtained in around 60 communication rounds, after which there is less improvement in accuracy.

We also compute and compare the other relevant classification metrics like Precision, Recall, F-score score, and AUC. Table I shows the classification metrics of the case studies mentioned above and the conventional DNN model.

The results reveal that for different case studies, the performance is comparable to the traditional DNN method. For example, if the sample features are located at two different locations (patient and hospital), then the F1 score is the highest, that is, better than the conventional DNN methods. Similarly, for 3-splits (patient, lab, and hospitals) the metrics are comparable to that of the traditional methods. Thus, it can be concluded that the proposed VFL-based method shows comparable performance with respect to the traditional centralized DNN methods in addition to providing the added benefits of data privacy for heterogeneous clients.

**E. Comparison With the State-of-the-art**

We compare the proposed system with the state-of-the-art as presented in Table II. The system we propose provides a lot of advantages over the state-of-the-art. Our proposed system, mainly the 2-split, performs significantly better than the work in [13], [12], [28], [29] in terms of overall accuracy. Although the work in [20], [17] has slightly higher accuracy, it fails to address the issue of privacy preservation. In [22], FL has been utilized to preserve privacy, but it assumes that all clients are homogeneous, all having the same features and the target class. This scenario is unrealistic, as distinct clients may have different feature spaces in the data set and do not necessarily have the data label. The proposed method addresses this research gap. To the best of our knowledge, our study is the first to use a VFL-based system for the prognosis of CVD. In general, the proposed study addresses the research gap and also provides a performance comparable to the traditional DNN-based model and the FL-based approach.

**V. Conclusion and Future Work**

This paper proposed an IoT-based framework that uses Vertical Federated Learning (VFL) for the automated prediction of cardiovascular disease using Machine Learning (ML). In contrast to the traditional federated learning (FL) mechanism, our proposed method considers the features of the data set to be separated for different clients. The proposed technique is compared with different case studies. Our results reveal that the proposed methods provide comparable performance as compared to the traditional DNN-based method in addition to providing the advantages of privacy as well as feature separation among clients. The presented results are equivalent in terms of performance as compared with the state-of-the-art. Additionally, our proposed framework preserves user privacy and feature separation between different client devices. In the future, we plan to use encryption methods in a shared model to provide robust privacy measures between the client and the server. In addition, differential privacy could be integrated into the proposed framework. Furthermore, a combination of
traditional FL and the proposed VFL could be integrated to reap the benefits of both technologies where there is a cluster of heterogeneous clients participating in the distributed model training process.
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| TABLE I: Classification accuracy metrics of the models |
|---------------------------------|--------|--------|--------|--------|--------|
| Model                           | Accuracy | Precision | Recall | F1-Score | AUC    |
| 2-split VFL                     | 88.53%   | 93.02%   | 90.91% | 91.95%  | 91.85% |
| 3-split VFL                     | 85.25%   | 88.89%   | 90.91% | 89.89%  | 92.51% |
| 4-split VFL                     | 80.33%   | 86.36%   | 86.36% | 86.36%  | 83.56% |
| DNN                             | 85.25%   | 87.23%   | 93.18% | 90.11%  | 92.65% |

| TABLE II: Comparison of the proposed VFL-based system with state-of-the-art |
|---------------------------------|----------------|
| System                          | Method                  | Privacy | Feature separation | Accuracy |
| Proposed system                 | Two-split vertical federated learning | ✓      | ✓                  | 88.53%   |
| Proposed system                 | Three-split vertical federated learning | ✓      | ✓                  | 85.25%   |
| Proposed system                 | Four-split vertical federated learning | ✓      | ✓                  | 80.33%   |