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Abstract
We present a Multiple Input Multiple Output fuzzy path tracking controller that reduced its rule-base using Hierarchical Rule Base Reduction. A stability proof and outdoor results are also presented.
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Abstract—A novel waypoint navigation controller for a skid-steer vehicle is presented, where the controller is a multiple input-multiple output nonlinear angular velocity and linear speed controller. The membership functions of the fuzzy controller employed a trapezoidal structure with a completely symmetric rule-base. Notably, Hierarchical Rule-Base Reduction (HRBR) was incorporated into the controller. This entailed selecting inputs/outputs, determining the most globally influential inputs, generating a hierarchy relating inputs via a Fuzzy Relations Control Strategy (FRCS), and selecting only the rules corresponding to the hierarchy. Similar to a traditional fuzzy controller, the entire operating environment was covered. However, a rule for every possible combination of input states was no longer necessary. Thus, HRBR fuzzy controllers can increase both the number of inputs and their associated fidelity without the rule-base dramatically increasing. The stability analysis proves the asymptotic stability of the closed-loop controller-vehicle system. Additionally, a set of test courses were used to examine the effects of steering disturbance, phase lag, and overshoot as expressed in Root Mean Square Error (RMSE), Max Error (ME), and Course Completion Time (CCT). Outdoor experimental results for the controller’s performance are contrasted with a comparable waypoint navigation controller, pure pursuit, and a simpler implementation with constant linear speed. The Variable Linear Speed Fuzzy was found to outperform the pure pursuit and Constant Linear Speed Fuzzy experimentally by 72% and 50% in RMSE, 71% and 40% in ME, and with moderately worse CCTs of 6.2% and 8.7%, on average. Thus, validating the controller’s viability.

Index Terms—Differential steer vehicle, fuzzy logic, pure pursuit, asymptotic stability, waypoint navigation.

I. INTRODUCTION

When designing path-tracking controllers for autonomous skid steer vehicles, considerations for position and velocity are paramount. Off-road environments pose a particular challenge to several traditional approaches. A skid steer vehicle, when represented as a unicycle model [1], has no A matrix, while the B matrix directly maps the vehicle dynamics to the control action. This structure is directly at odds with model-based approaches, such as LQR, MPC, and H-infinity. These controllers use the vehicle’s A matrix and control error signal to develop an optimal and/or robust target trajectory and a corresponding control action. [2] [3] [4].

In the case of frequency domain control on an ideal flat road, the stability and performance criteria can be guaranteed [5]. Although, better performance requires intense systems identification and tuning [6], [7]. In contrast, for off-road settings, the dynamics and thus, stability of these controllers vary greatly with velocity and terrain for a given set of gains [8].

Sliding mode controllers operate in a binary fashion by prescribing either a maximal or minimal control effort to drive the desired error state to a sliding manifold with a zero-error state [9]. Sliding mode controllers have been demonstrated to work to an extent on skid steer autonomous land vehicles [10], but the steady-state oscillations have kept them from widespread use.

Learning-based controllers, [11], that create a multi-variable, nonlinear, sensor-input control-output mapping have become popular for autonomous vehicle control applications [12]. However, vehicles can become unstable [13] when presented with disturbances outside of their training space, such as unexpected changes to the vehicle dynamics, ground contact physics, or unforeseen sensor measurements. As such, off-road environments pose a challenge.

Geometric controllers determine the optimal control action based on the manifold defined by the geometric-based constraints on the vehicle and its error state [14]. The most common form of geometric control for differential and skid steer vehicles is pure pursuit [15]. These controllers are robust, so long as the target point is far enough away from the vehicle to account for the maximum system time delays [16]. As such, pure pursuit was the baseline controller used in this paper.

The authors of this paper’s previous work successfully solved this very control problem regarding a skid steer system using a fuzzy controller with Hierarchical Rule-Base Reduction (HRBR) [17]. In that paper, however, there was only one output to the proposed controller, angular velocity. As such, an additional output of linear speed was investigated in the hopes of seeing improved path-tracking performance.

Changing the linear velocity in path tracking is common in similar control efforts. Examples include:

In underwater environments, trajectory tracking using a
velocity-observer has been constructed for a line of unmanned underwater vehicles [18]. Similar work was seen using reinforcement learning in the context of car traffic [19]. In a non-highway heavy-duty ground vehicle setting, velocity control was implemented in [20] by solving an optimal control problem to reduce fuel usage.

Additionally, the HRBR method, used in [17] and further discussed in Section II, was employed to solve the ballooning rule-base issue associated with increasing the number of membership functions and linguistic variables in fuzzy systems. When paired with the use of trapezoidal membership functions and a symmetric rule-base due to HRBR, additional robustness and ease of implementation objectives were successfully achieved.

The remainder of the paper is organized as follows. Section II describes the design of the fuzzy logic controller and the HRBR. Section III proves the stability of the controller. Section IV discusses the outdoor experimental setup and results achieved using the skid steer Clearpath Jackal [21]. Lastly, Section VI concludes the paper.

II. CONTROL DESIGN

A. General Structure

In fuzzy logic control, crisp inputs, \( z \in \mathbb{R}^n \), feed into the input linguistic variables \( I_n \), which are then categorized into input linguistic values \( A_{n,m} \) in a process called fuzzification [22]. Linguistic values describe their associated variable’s performance with descriptors like “fast” and “slow”. Furthermore, a level of membership between zero and one is assigned to a given linguistic value upon fuzzification. Membership functions, \( \mu_{z_{n,m}} \), determine what elements comprise the fuzzy set associated with each linguistic value [23].

After fuzzification, the levels of membership in the output values are determined using IF-THEN (t-norm) rules [24]. The antecedent of any given rule is the level of membership in the \( A_{n,m} \) tied to \( I_n \). While the consequent of any given rule is the level of membership in the output linguistic value \( B_{n,m} \) of the output linguistic variable \( O_k \).

Moreover, the AND (t-norm) and OR (t-conorm) operators can be used to integrate multiple linguistic values into a single antecedent/ consequent. The way that the AND, OR, and IF-THEN operators interact with the membership functions in the antecedents and consequents varies with implementation. Although, the two most common choices of t-norm/ t-conorm are the product/division and min/max operators [25].

An example of this structure is

\[
\text{IF } I_1 \text{ is } A_{1,2} \text{ AND } I_2 \text{ is } A_{2,5} \text{ THEN } O_1 \text{ is } B_{1,1}
\]

To calculate these crisp outputs, the Center of Mass (CoM) defuzzification, equation (1), is commonly used [25]. In equation (1), \( n \) is the total number of output membership functions, \( x_i \) is the amount of control output associated with output membership function \( i \), and \( \mu_c(x_i) \) is the degree of membership in output membership function \( i \). Note, it is also common to defuzzify an aggregated membership function generated from the outputs of the rules.

\[
x_{CoM} = \frac{\sum_{i=1}^{n} \mu_c(x_i) (x_i)}{\sum_{i=1}^{n} \mu_c(x_i)}
\]  

B. Proposed Controller

When initially developing the proposed fuzzy waypoint navigation controller, control objectives, outputs, and inputs were established. The control objectives sprung from the need to complete any given course with variably spaced waypoints, as quickly and accurately as possible. Thus, the corresponding objectives minimize the time required to complete a given course and the lateral distance error. The vehicle completed these objectives through movement. The movement command was decomposed into two outputs, namely an angular velocity and a linear speed.

The inputs to the control system were the path-related error functions that also followed from the control objectives such that the error functions were minimized when the vehicle was in a given state. Further, the span of all error states corresponded to all possible vehicle positions and orientations. For these errors, the relevant sections of the path at any given time are seen in Figure 1. In Figure 1, A is the waypoint the vehicle most recently passed, B is the current target waypoint, C is the next waypoint on the path after the current target waypoint, and R is the robot’s current position.

Figure 1 also depicts the distance errors. Those distance errors were the ”distErr Target”, the distance from the vehicle to the target point, and ”distErr Line”, the lateral distance from the vehicle to the current path segment. The associated values and membership functions for both are presented on the pages that follow this one in Tables I and II.

In addition, Figure 1 depicts the angles used to generate the angular errors. In Figure 1, \( \theta_R \) is the yaw angle of the vehicle, \( \theta_{AB} \) is the orientation of the path segment formed by
waypoints A and B, $\theta_{BC}$ is the orientation of the path segment formed by waypoints B and C, F is a recovery point for when the vehicle is far from the path, and $\theta_{RF}$ is the orientation of the vector formed from points R and F.

From these path angles, the angular errors were calculated using equations (2)-(4); the angular errors were $\theta_{Near}$, the angle between the vehicle’s heading and the current path segment, $\theta_{Lookahead}$, the angle between the vehicle’s heading and the next path segment, and $\theta_{Far}$, the angle between the vehicle’s heading and F. The angular errors’ associated values and membership functions were presented on subsequent pages in Tables III-IV.

$$\theta_{near} = \theta_{AB} - \theta_R$$
$$\theta_{Lookahead} = \theta_{BC} - \theta_R$$
$$\theta_{Far} = \theta_{RF} - \theta_R$$

There were certain considerations regarding the set of input membership functions that further reflected the names of the linguistic values. Some of those considerations were: distErr Target could only output non-negative values as it measured the distance to the target waypoint. $\theta_{Near}$, $\theta_{Lookahead}$, $\theta_{Far}$, and distErr Line needed to output real values as they needed to distinguish if the orientation/position was to the right or left of the path. Another consideration was that the vehicle had to drive the real-valued inputs to and maintain some zero error state where no steering control action was needed. The purpose of the zero error state was to eliminate any potential bang-bang/oscillation in the control action when the errors were close to zero [26]. This prompted the creation of a zero linguistic value/ membership function for $\theta_{Near}$, $\theta_{Lookahead}$, $\theta_{Far}$, and “distErr Line”. An assumption originating from the rule-base was a need for symmetry, similar to the rule-base presented in [27]. This assumption was used so the vehicle would act the same on both sides of the path as is typical of a steering control system. This came with the added benefit of simplifying membership function placement.

In addition, consideration was given to the form of the input membership functions. The fuzzy controller used trapezoidal input membership functions, as opposed to the traditional triangular or Gaussian membership functions. This choice is related to a human operator in [28]. The use of trapezoidal over triangular membership functions further reduced bang-bang and improved overall system stability as the flat regions provided a margin of acceptable error in the input, especially around the zero error region. Moreover, using a trapezoid allowed for some of the more desirable traits of a Gaussian function to be captured, [29], in a computationally efficient way. Furthermore, it was desirable to have shoulder functions that covered any remaining inputs. This ensured that the entire operating environment had an associated control effort.

DistErr Target, Table I, had two associated linguistic values, far and near, distErr Line, Table II, incorporated seven associated linguistic values to categorize how far away the vehicle was from the target trajectory: far left, near left, close left, zero, close right, near right, and far right. The remaining FRCVs, $\theta_{Near}$, $\theta_{Lookahead}$, and $\theta_{Far}$, Tables III - IV, all used similar linguistic values to qualify the orientation of the vehicle: far left, close/near left, zero, close/near right, and far right.

Having so many linguistic values with a Mamdani-type implementation and a product t-norm, while effective in testing, also introduced issues around the size of the rule-base. For a standard fuzzy controller, the rule-base associated with the above inputs would be exceedingly difficult to tune as a rule would be necessary for every combination of input variables and linguistic values (1750 rules). However, the fuzzy controller(s) incorporated all of the above inputs and linguistic values while keeping the rule-base fairly small (40 rules). This level of fidelity was achieved using the Fuzzy Relations Control Strategy (FRCS) introduced in [30].

Hierarchical Rule-Base Reduction (HRBR) starts with the establishment of an overarching control objective, inputs, and outputs for the system [30]. This control objective is then broken down into a set of sub-control objectives that enable the completion of the larger control objective. Each sub-control objective is assigned a Fuzzy Relations Control Variable (FRCV), i.e. an error tied to an input linguistic variable. These FRCVs are then put in a hierarchy of importance/influence. Next, a set of linguistic values are selected for each of the FRCVs. Each branch of the FRCV hierarchy then has a set of fuzzy values associated with it. Finally, a rule is assigned to each combination of linguistic values available in each of the complete branches [27].

Applying HRBR to the fuzzy controller was simple, as an overarching objective, inputs, and outputs, as discussed at the top of this section, were already established. From these, the sub-control objectives followed. Completing the path segments was unconditionally crucial for the entire duration of the control effort. Thus, distErr Target was a root node of the hierarchy. However, aligning the relative angle to the next
path segment became necessary when the vehicle was close to completing the current path segment. As such, \( \theta_{\text{Lookahead}} \) was a leaf node connected to distErr Target. Two additional leaf nodes of the hierarchy were present when the vehicle was far from completing the current path segment. Both leaf nodes were concerned with reducing the lateral distance to the path by minimizing distErr Line. The magnitude of the lateral distance from the path determined whether the vehicle needed to align itself toward the recovery point or parallel to the path. Thus, distErr Line was a child node of distErr Target and a parent node to \( \theta_{\text{Far}} \) and \( \theta_{\text{Near}} \) for the two respective cases. The hierarchy comprised of the single root node, single parent/child node, and three leaf nodes is summarized in Table VI. The linguistic values for the FRVCs can be found in Table I-V. With those in mind, the set of linguistic values associated with the case where the vehicle was close to the end of the path segment followed from distErr Target being near and \( \theta_{\text{Lookahead}} \) being any of its linguistic values. Moreover, when the vehicle was far from the end of the path segment the values associated with the two remaining sets were distErr Target being far, distErr Line being near, and every value of \( \theta_{\text{Far}} \) in the recovery case and distErr Target being far, distErr Line being zero/close/near, and every value of \( \theta_{\text{Near}} \) in the close to the path case.

With the hierarchy established and the input linguistic values segmented along the branches of the hierarchy, the antecedents of the rules could be generated. For example, the leaf node for when the vehicle was close to the next path segment, distErr Target was near and \( \theta_{\text{Lookahead}} \), had five associated rules, and thus needed five antecedents, as there were chosen to be five fuzzy values for \( \theta_{\text{Lookahead}} \).

For the consequents of the rules, output linguistic values also needed to be assigned. For the angular velocity, its output was chosen to be in the set of real values in order to drive inputs to their zero error states. Conversely, the linear speed could only output non-negative values as the vehicle was only meant to drive forward. Thus, the angular velocity had the following nine linguistic values: left4, left3, left2, left1, zero, right1, right2, right3, and right4. Likewise, the linear speed had three linguistic values: slow, med[ium], and fast.

Recalling that the rule-base was symmetric, the left half of the rule-base is finally presented in Table IX.

### III. STABILITY ANALYSIS

#### A. Continuous System

![Continuous Block Diagram](image-url)
In Figure 2, the error input into the controller was passive stable fuzzy structure in the literature [31], [32], [33]. In order to prove the stability of the proposed controller, Figure 2 and Figure 3 are equivalent. Thus, from the plant’s perspective, the controllers in Figures 2, 3, and 4 are all equivalent.

In Figure 3, an additional input of \( \dot{e}(t) \) was included. Furthermore, each of the previous rule’s antecedents were t-normed with the singular linguistic value of \( \dot{e}(t) \). This singular linguistic value Dummy was assumed to have a membership value of one regardless of input. As such, the controllers in Figure 2 and Figure 3 are equivalent.

In Figure 4, the output of the controller was taken to be \( \dot{u}(t) \), which was then integrated so the plant still took in \( u(t) \). Thus, from the plant’s perspective, the controllers in Figures 2, 3, and 4 are all equivalent.

Next, the \( e(t) \) and \( \dot{e}(t) \) terms were transformed into \( e_1 = \dot{e}(t, \theta_{near}(t), \ldots, \text{distError Target}(t)) \) and \( e_2 = \dot{e}(t, \theta_{near}(t), \ldots, \text{distError Target}(t)) \). \( e_1 \) was the representative singular input error generated using the elements composing \( e(t) \), the calculation of which will be explored below. A similar simplification was seen for \( e_2 \) and \( u_1 \), with \( u_1 \) being the output trajectory of the vehicle. This output was made by combining the rule-base’s two outputs of angular velocity and linear speed into a single Cartesian velocity.

Consequently, for each rule of the original fuzzy controller, each antecedent and consequent combination of linguistic values described above became its own linguistic value. For example, if distError Target was far, distError Line was far left, and \( \theta_{far} \) was close left, Angular Velocity would be set to right1 and Linear Speed would be set to fast. Here, \( e_1 \) would have the linguistic value \( TF, LFL, \theta_{jCL} \) (Target Far, Line Far Left, \( \theta_{far} \) Close Left) whose level of membership would be determined by taking the t-norm of the level of membership in distError Target in Far, distError Line in Far Left, and \( \theta_{far} \) in Close Left. \( e_2 \) would have a membership of 1 in Dummy and \( \dot{u}(t) \) would have the linguistic value \( AR1, LF \) (Derivative of Angular Right1, Derivative of Linear Fast).

Note, Definitions 1 - 3, and any other quoted text below in...
this section was taken from [33] with:
\[ e_1 = e_2 \]
\[ u_1 = \Phi(e_1, e_2) \]
\[ -e_1 = \bar{e}(t, -\theta_{near}(t), \ldots, -dE \text{ Line}(t), \text{dE Target}(t)) \]
\[ -e_2 = \hat{e}(t, -\hat{\theta}_{near}(t), \ldots, -\text{dE \text{ Line}(t)}, \text{dE Target}(t)) \]

An additional core assumption of [33] that will initially be carried forward is that there are no delays in either the continuous or discrete systems. However, in most systems, such assumptions are not true. As such, there has been a great deal of work done showing both the passivity and robustness of time-delayed fuzzy systems [34], [35], [36].

**Definition 1.** For any fuzzy controller with two inputs and one output, if the input-output non-linear mapping can be described by a continuous bounded Lipschitz function \( \Phi(\cdot, \cdot) \) with the following properties, the fuzzy controller is called an SFC

1. \( |\Phi(e_1, e_2)| \leq u_M \) and \( M = \max_j x_j \);
2. \( \Phi(0, 0) = 0 \) (steady state condition);
3. \( \Phi(e_1, e_2) = -\Phi(-e_1, -e_2) \) (odd symmetry);
4. \( \Phi(e_1, 0) = 0 \Rightarrow e_1 = 0 \);
5. \( \Phi(\cdot, \cdot) \) is a sectional function, in the sense that for every \( (e_1, e_2) \), there exist \( \lambda', \gamma' > 0 \) such that:
   \[ 0 \leq e_1 \cdot (\Phi(e_1, e_2) - \Phi(0, e_2)) \leq \lambda' e_1^2 \]
   \[ 0 \leq e_2 \cdot (\Phi(e_1, e_2) - \Phi(e_1, 0)) \leq \gamma' e_2^2 \]

Since every input that \( e_2(k) \) could take had a membership value of one in Dummy, \( \Phi(e_1, e_2) = \Phi(e_1, 0) \) and \( \Phi(0, e_2) = 0 \). As a result 5. simplifies to

\[ 0 \leq e_1 \cdot (\Phi(e_1, e_2) - \Phi(0, e_2)) \leq \lambda' e_1^2 \]
\[ 0 \leq e_2 \cdot (\Phi(e_1, e_2) - \Phi(e_1, 0)) \leq \gamma' e_2^2 \]
\[ 0 \leq e_1 \cdot \Phi(e_1, e_2) \leq \lambda' e_1^2 \]
\[ 0 \leq e_2 \cdot \Phi(e_1, e_2) \leq \gamma' e_2^2 \]

which is true for \( \forall \lambda' \geq u_M/|e_1|, \forall \gamma' > 0 \), and for every \( (e_1, e_2) \).

\( \theta_{near} \) had membership functions \( \mu_n(x_n) \), \( \theta_{far} \) had membership functions \( \mu_f(x_f) \), \( \theta_{lookahead} \) had membership functions \( \mu_l(x_l) \), distError Line had membership functions \( \mu_L(x_L) \), and distError Target had membership functions \( \mu_T(x_T) \) such that \( x_n, x_f, x_l \in [-\pi, \pi] \) and \( x_T, x_L \in \mathcal{R} \). Both the Aggregation operation on the output membership functions and the t-norm were a product of the inputs. Note that the following structure would be valid for any combination of aggregation operation and t-norm types.

For rules \( i = 1-10 \), \( \theta_{far} \), distError Line, and distError Target determined the membership in the output as follows
\[ \mu_{i_{fa}} = \text{AND}\{\mu_f(x_f), \mu_L(x_L)\} \]
\[ \mu_i = \text{AND}\{\mu_{i_{fa}}, \mu_T(x_T)\} \]

with the output membership for this set of rules determined by
\[ \mu_1 = \text{Agg}\{\mu_1_{1}, \mu_{12}, \ldots, \mu_{1_{10}}\} \]

For rules \( i = 11-35 \), \( \theta_{near} \), distError Line, and distError Target determined the membership in the output as follows
\[ \mu_{2_{i_{fa}}} = \text{AND}\{\mu_n(x_n), \mu_L(x_L)\} \]
\[ \mu_{2_i} = \text{AND}\{\mu_{2_{i_{fa}}}, \mu_T(x_T)\} \]

with the output membership for this set of rules determined by
\[ \mu_2 = \text{Agg}\{\mu_{2_{11}}, \mu_{2_{12}}, \ldots, \mu_{2_{35}}\} \]

For rules \( i = 36-40 \), \( \theta_{lookahead} \) and distError Target determined the membership in the output as follows
\[ \mu_{3_i} = \text{AND}\{\mu_l(x_l), \mu_T(x_T)\} \]

with the output membership for this set of rules determined by
\[ \mu_3 = \text{Agg}\{\mu_{3_{36}}, \mu_{3_{37}}, \ldots, \mu_{3_{40}}\} \]

Aggregating everything together gave:
\[ \mu = \text{Agg}\{\mu_1, \mu_2, \mu_3\} \]

The defuzzified output function was thus given by
\[ \Phi = \frac{\sum_{j=1}^{N} (x_j * \mu_j(x_j))}{\sum_{j=1}^{N} \mu_j(x_j)} \]

where \( x_j \) was the Cartesian acceleration associated with rule \( j \).

"Consider a continuous system in the state-space form as
\[ \dot{x} = f(x, u), \quad x \in \mathcal{R}^n, u \in \mathcal{R}^m \]
\[ y = h(x, u), \quad y \in \mathcal{R}^m \]

where \( f(\cdot, \cdot) \) and \( h(\cdot, \cdot) \) are smooth functions. ..."

**Definition 2.** System (12) with a properly chosen output (13) is said to be passive with respect to the supply rate \( s(u, y) = u^Ty \in \mathcal{R} \), if there exists a positive definite function \( V \) with \( V(0) = 0 \), regarded as the storage function, such that the following inequality is satisfied for all \( x(t_0) \).
\[ V(x(t_T)) - V(x(t_0)) \leq \int_{t_0}^{t_T} s(u(\sigma), y(\sigma))d\sigma, \quad \forall x, \forall u \]

... the fuzzy controller can be considered as a single-input single-output (SISO) non-linear system with internal dynamics, where \( e_2 \) is the input, \( u_1 \) is the output and \( e_1 \) is the state variable."
Using Definition 2, and the above variable declarations, the passivity of the controller was expressed using:

\[
\int_{t_0}^{t_f} e_2(\sigma)u_1(\sigma)d\sigma = \int_{0}^{t} e_2(\tau)\Phi(e_1(\tau), e_2(\tau))d\tau
\]

where the supply rate is given by:

\[
s(t) = \int_{0}^{t} e_1(\tau) + e_2(\tau)\Phi(e_1(\tau), e_2(\tau))d\tau
\]

Corollary 1. The memoryless function \( y = h(t, u(t)) \) where \( h : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) is said to be input-output strictly passive with respect to the supply rate \( s(u(t), y(t)) = u(t)^Ty(t) - e_1u(t)^2 - e_2y(t)^2 \) for \( e_1, e_2 > 0 \), if \( s(u(t), y(t)) > 0 \), \( \forall t, \forall u(\cdot) \) [37] [32].

Using Corollary 1, with the plant, \( y(t) = u(t) \), input-output strict passivity was determined via:

\[
\begin{align*}
|u(t)|^2 &= u(t)^Ty(t) - e_1u(t)^2 - e_2y(t)^2 > 0 \\
|u(t)|^2 &= u(t)^Ty(t) - e_1u(t)^2 - e_2y(t)^2 > (1 - e_1 - e_2)|u(t)^2|
\end{align*}
\]

Theorem 1. A sufficient condition for the asymptotic stability of an SFC, see Definition 1, fuzzy control closed-loop is the input–output passivity of the controller and the input–output strict passivity of the plant such that the two in series have a well defined negative feedback connection [32] [33].

From the passivity of the controller and the input-output strict passivity of the plant, the sufficient condition of Theorem 1, for the asymptotic stability of the continuous fuzzy control closed-loop was met.

Including delays the state space form of the controller became:

\[
\begin{align*}
x(t) &= f(x(t), u(t)) + f(x(t - T_n), u(t)) \\
y(t) &= h(x(t), u(t)) + h(x(t - T_n), u(t))
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \), \( y(t) \in \mathbb{R}^m \), and \( T_n \) was some delay s.t. \( 0 \leq T_n < c \) for \( c \in \mathbb{R}^+ \). The supply rate from Definition 2, remained \( s(u, y) = u^Ty \). However, \( \dot{x}(t) \) and \( y(t) \) changed in accordance with equations (14) and (15) respectively. As a result, the passivity of the controller was
input-output strict passivity was determined via:

\[ s \text{ output strictly passive with respect to the supply rate } h \]

V is a positive definite function \( s \) output strictly passive with respect to the supply rate \( h \).

Figure 5 is the discrete equivalents of Figures 4 with \( u(k) = u(k-1) + \Delta u(k) \) and similarly \( \Delta e(k) = e(k) - e(k-1) \). The transition from discrete to continuous time for this controller was achieved via a Zero Order Hold (ZOH), which held the controller output/plant input for time \( \Delta t \). Additionally, the assumptions from the continuous case carried over except for,

\[ \Delta e_1 = e_2 \]
\[ -e_2 = \Delta \bar{c}(t, -\Delta \theta_{near}(t), \ldots, -\Delta \Delta E \text{ Line}(t), \Delta \Delta E \text{ Target}(t)) \]

Now, examining a discrete version of passivity:

"Consider a discrete system in the state-space form as

\[ x(k + 1) = f(x, u), \quad x \in \mathbb{R}^n, u \in \mathbb{R}^m \]
\[ y = h(x(k), u(k)), \quad y \in \mathbb{R}^m \]

where \( f(\cdot, \cdot) \) and \( h(\cdot, \cdot) \) are smooth functions. \ldots"

**Definition 3.** System (16) with a properly chosen output (17) is said to be passive with respect to the supply rate \( s(u(k), y(k)) = u(k)^T y(k) \in \mathbb{R}^m \) if there exists a positive definite function \( V \) with \( V(0) = 0 \), regarded as the storage function, such that the following inequality is satisfied for all \( x(0) \), and \( \forall k \in \mathbb{Z}^+ := 0, 1, 2, \ldots \)

\[ V(x(k + 1)) - V(x(k)) \leq s(u(k), y(k)), \quad \forall x(k), \forall u(k), \forall k \]

Applying the definition of passivity in the discrete case to the controller:

\[ e_2(k)u_1(k) = e_2(k)\Phi_1(e_1(k), e_2(k)) \]
\[ = e_2(k)\Phi(e_1(k), 0) + e_2(k)(\Phi(e_1(k), e_2(k)) - \Phi(e_1(k), 0)) \]
\[ \geq e_2(k)\Phi(e_1(k), 0) \]
\[ = (e_1(k) - e_1(k-1))\Phi(e_1(k), 0) \]
\[ = e_1(k)\Phi(e_1(k), 0) - e_1(k-1)\Phi(e_1(k), 0) \]
\[ = V(e_1(k + 1)) - V(e_1(k)) \]

**Corollary 2.** The memoryless function \( y = h(k, u(k)) \) where \( h : [0, \infty) \times \mathcal{R} \to \mathcal{R} \) is said to be input-output strictly passive with respect to the supply rate \( s(u(k), y(k)) = u(k)^T y(k) - e_1 u(k)^2 - e_2 y(k)^2 \) for \( e_1, e_2 > 0 \), if \( s(u(k), y(k)) > 0, \quad \forall k, \forall u(k) \) [37] [32].

Applying **Corollary 2.** with the discrete plant, \( y(k) = u(k) \), input-output strict passivity was determined via:

\[ u(k)^T y(k) - e_1 u(k)^2 - e_2 y(k)^2 > 0 \]
\[ u(k)^2 - e_1 u(k)^2 - e_2 y(k)^2 > (1 - e_1 - e_2)u(k)^2 > \]

Hence, the sufficient condition of **Theorem 1.** for the asymptotic stability of the discrete fuzzy control closed-loop was met.

Including delays in the discrete system, the state space form of the controller became

\[ x(k + 1) = f(x(k), u(k)) + f(x(k - T_m), u(k)) \]
\[ y(k) = h(x(k), u(k)) + h(x(k - T_m), u(k)) \]

where \( x(k) \in \mathbb{R}^n, u(k) \in \mathbb{R}^m, y(k) \in \mathbb{R}^m \), and \( T_m \) was some delay s.t. \( 0 \leq T_m < d \) for \( d \in \mathbb{Z}^+ \). The supply rate from **Definition 3.** remained \( s(u, y) = u(k)^T y(k) \). However, \( x(k + 1) \) and \( y(k) \) changed in accordance with equations (18) and (19) respectively. As a result, the passivity of the controller was demonstrated via,

\[ e_2(k)u_1(k) \]
\[ = e_2(k)(\Phi_1(e_1(k), e_2(k)) + \Phi_1(e_1(k - T_m), e_2(k))) \]
\[ = e_2(k)(\Phi(e_1(k), 0) + \Phi(e_1(k - T_m), 0)) \]
\[ + e_2(k)(\Phi(e_1(k), e_2(k)) + \Phi(e_1(k - T_m), e_2(k))) \]
\[ - \Phi(e_1(k), 0) - \Phi(e_1(k - T_m), 0) \]
\[ \geq e_2(k)(\Phi(e_1(k), 0) + \Phi(e_1(k - T_m), 0)) \]
\[ = (e_1(k) - e_1(k - 1) + e_1(k - T_m) - e_1(k - T_m - 1) - e_1(k - T_m - 1)) \]
\[ \cdot \Phi(e_1(k), 0) + \Phi(e_1(k - T_m), 0)) \]
\[ = V(e_1(k + 1)) - V(e_1(k)) \]

The discrete plant could not integrate a delay as it was a memoryless function and thus could only act on the current input. As such, the input-out-strict passivity of the plant shown in the delay-free case would carry over. Thus, the sufficient condition of **Theorem 1.** for the asymptotic stability of the discrete fuzzy control closed-loop with delays was met.

IV. EXPERIMENTAL STUDIES

A. Test Courses

The methodology presented in [38] for validating controller performance was used for both the fuzzy and pure pursuit controllers. The approach validated controller performance by testing controllers under a set of path conditions that emphasized the effects of disturbance rejection, phase lag, overshoot, etc.

There are no figures in this section associated with blank versions of each of these test courses. However, each course is shown in Section V with plots of the vehicle performance overlayed.

Test Course 1 incorporated above minimum radius turns that were still relatively sharp. These above minimum radius turns allowed for a more accurate assessment of RMSE as a vehicle that could not turn in place could still have zero error. Accordingly, straightaways were paired with these above minimum radius turns to evaluate overshoot. This distinction is more important than it would initially seem, as squaring the
error term amplifies the errors associated with overshooting. Test Courses 1 also had both right and left-handed turns, thus verifying that the vehicle operated identically in both directions.

Test Course 2 was a figure-eight-like path. The at or above minimal turn radii of the circles were used to evaluate the ability of a controller to accommodate the associated steering disturbances as present in the Maximum Error (ME). Meanwhile, the curvature of this design was useful in evaluating path phase lag about the curves which could lead to distance error and thus higher Root Mean Squared Error (RMSE).

Test Course 3 incorporated both oscillatory turning that invoked phase lag similar to Test Course 2 and the above minimum radius turns paired with straightaways of Test Course 1. Thus, the course allowed for a more holistic examination of the controllers, given the factors associated with RMSE and ME discussed above.

B. Pure Pursuit

On each course, the fuzzy controller’s performance was compared to that of the classical pure pursuit algorithm implemented in [39]. This choice was made as pure pursuit is one of the most commonly used waypoint navigation control algorithms and thus made for an ideal baseline controller. For that reason and those discussed in the Introduction, the controller used was the default MATLAB pure pursuit control block [40]. The geometric structure of the controller is presented in Figure 6 with: D being the lookahead distance from the vehicle to the path, $\alpha$ being the angle between the vehicle’s orientation and D, and $r$ being the radius of the curve that the vehicle R travels along. Moreover, $r$ is computed using D and $\alpha$ with the equation $r = \frac{D}{2\sin(\alpha)}$.

The lookahead distance was chosen to be 0.5 meters by sweeping through potential lookahead values while converging to a straight line with an initial offset. The results of this experiment were run in simulation. The lookahead value of 0.5 meters was selected because it appeared to have reasonably small overshoots while also having acceptably fast rise times and settling distances.

C. Experimental Setup

The experimental results were acquired by running the Clearpath Jackal on a lightly worn concrete parking lot. An instance of the Robot Operating System (ROS) ran on the Clearpath Jackal. Using ROS allowed for both sensor data to be sent to and commands to be received from an external laptop. To enable such communication/control, the laptop ran MATLAB, the MATLAB ROS Toolbox [41], the MATLAB Fuzzy Logic Toolbox [42], and Simulink. In Simulink, a subscriber block subscribed to the position and orientation wheel encoder dead reckoning data from the ROS topic ‘jackal_velocity_controller/odom’. Next, these inputs were converted into vehicle states and a target trajectory. Those were then fed into the fuzzy controller. The controller proceeded to determine the angular velocity and linear speed setpoints. Both the angular velocity and linear speed setpoints were then published to the ROS topic ‘/cmd_vel’ using a publish block. At the same time, the x position, y position, angular velocity, and distErr Line were saved to a matrix in MATLAB.

Due to variability in the ROS time, the Course Completion Times (CCT) were calculated by taking the sum of each time step’s distance traveled divided by its overall Cartesian velocity.

The Clearpath Jackal ran at an angular velocity setpoint ranging between $-4$ rad/s and $4$ rad/s across all three courses. Meanwhile, the linear speed setpoint ranged between 0 m/s and 2 m/s on all courses. This gave the vehicle a theoretical minimum turn radius of 0.5 m at its top speed.

V. RESULTS

A tabulated set of results for all test courses can be found in Table X and Table XI. For brevity, exact RMSEs, MEs, and CCTs are not discussed as the Percent Change (PC) is most relevant when comparing controllers.

Test Course 1, as seen in Figure 7, and as discussed in Section IV-A, was designed to examine overshoot on turns when the vehicle’s turn radius was no longer a factor. In Figure 7, the VLSF controller outperformed the pure pursuit controller in terms of overshoot for the first turn while seeing more overshoot than the pure pursuit on the second turn.

The associated angular control efforts are in Figure 8. The angular velocity control efforts of the VLSF were remarkably similar to the CLSF with a fraction of a second more time used to settle on the end waypoint. Meanwhile, the linear speed control effort, Figure 8, of the VLSF had dips in speed associated with each turn and the return to the endpoint.

Numerically, the controller saw an experimental RMSE PC of $-77.6865\%$. Likewise, the ME PC came out to $-74.2644\%$, and the CCT PC saw a larger increase than other courses to $7.59544\%$ when compared to the pure pursuit. Similar trends were seen against the CLSF. Experimentally, values of RMSE PC were at $-70.8799\%$, ME PC at $-68.6296\%$, and CCT PC at $11.242\%$.  

Fig. 6. Geometry Used by Pure Pursuit to Determine Trajectories
TABLE X
CONTROLLER PERFORMANCE RESULTS: PURE PURSUIT AND VARIABLE LINEAR SPEED FUZZY

<table>
<thead>
<tr>
<th>Course</th>
<th>Pure Pursuit</th>
<th>Variable Linear Speed Fuzzy</th>
<th>Percent Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (m)</td>
<td>Max Error (m)</td>
<td>Time (s)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RMSE (%)</td>
</tr>
<tr>
<td></td>
<td>Max Error (m)</td>
<td>Time (s)</td>
<td>Max Error (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Time (%)</td>
</tr>
<tr>
<td>1</td>
<td>0.2922</td>
<td>0.5506</td>
<td>3.5021</td>
</tr>
<tr>
<td></td>
<td>0.0652</td>
<td>0.1417</td>
<td>3.7681</td>
</tr>
<tr>
<td></td>
<td>0.0736</td>
<td>0.1423</td>
<td>31.6682</td>
</tr>
<tr>
<td>2</td>
<td>1.6373</td>
<td>2.6778</td>
<td>14.3836</td>
</tr>
<tr>
<td></td>
<td>0.1367</td>
<td>0.2568</td>
<td>10.3042</td>
</tr>
<tr>
<td></td>
<td>0.0736</td>
<td>0.1423</td>
<td>31.6682</td>
</tr>
<tr>
<td>3</td>
<td>0.0901</td>
<td>0.2765</td>
<td>30.2438</td>
</tr>
<tr>
<td></td>
<td>0.0736</td>
<td>0.1423</td>
<td>31.6682</td>
</tr>
<tr>
<td></td>
<td>-77.687</td>
<td>-74.264</td>
<td>7.5954</td>
</tr>
<tr>
<td></td>
<td>-91.651</td>
<td>-90.410</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>-18.313</td>
<td>-48.535</td>
<td>4.7097</td>
</tr>
</tbody>
</table>

TABLE XI
CONTROLLER PERFORMANCE RESULTS: CONSTANT AND VARIABLE LINEAR SPEED FUZZY

<table>
<thead>
<tr>
<th>Course</th>
<th>Constant Linear Speed Fuzzy</th>
<th>Variable Linear Speed Fuzzy</th>
<th>Percent Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (m)</td>
<td>Max Error (m)</td>
<td>Time (s)</td>
</tr>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>Max Error (%)</td>
<td>Time (%)</td>
</tr>
<tr>
<td>1</td>
<td>0.2239</td>
<td>0.4517</td>
<td>3.3873</td>
</tr>
<tr>
<td></td>
<td>0.0652</td>
<td>0.1417</td>
<td>3.7681</td>
</tr>
<tr>
<td></td>
<td>0.0736</td>
<td>0.1423</td>
<td>31.6682</td>
</tr>
<tr>
<td>2</td>
<td>0.2289</td>
<td>0.3039</td>
<td>9.4269</td>
</tr>
<tr>
<td></td>
<td>0.1367</td>
<td>0.2568</td>
<td>10.3042</td>
</tr>
<tr>
<td></td>
<td>0.0736</td>
<td>0.1423</td>
<td>31.6682</td>
</tr>
<tr>
<td>3</td>
<td>0.1205</td>
<td>0.2235</td>
<td>29.9869</td>
</tr>
<tr>
<td></td>
<td>0.0736</td>
<td>0.1423</td>
<td>31.6682</td>
</tr>
<tr>
<td></td>
<td>-70.880</td>
<td>-68.630</td>
<td>11.242</td>
</tr>
<tr>
<td></td>
<td>-40.280</td>
<td>-15.499</td>
<td>9.3064</td>
</tr>
<tr>
<td></td>
<td>-38.921</td>
<td>-36.331</td>
<td>5.6068</td>
</tr>
</tbody>
</table>

Fig. 7. Vehicle Trajectories on Test Course 1

Fig. 8. Controller Angular Velocity (Bottom, Left Y-Axis) and Linear Speed (Top, Right Y-Axis) Setpoints on Test Course 1

Fig. 9. Vehicle Trajectories on Test Course 2

Fig. 10. Controller Angular Velocity (Bottom, Left Y-Axis) and Linear Speed (Top, Right Y-Axis) Setpoints on Test Course 2
Test Course 2, as depicted in Figure 9, and as discussed in Section IV-A, was designed to assess whether the controllers experienced non-minimum phase lag due to layout-related steering disturbance.

The associated angular control efforts can be seen in Figure 10 with the VLSF besting both the pure pursuit and CLSF in terms of overshoot. As in Test Course 1, the angular velocity control effort of the VLSF mimicked that of the constant linear speed fuzzy controller. However, in Figure 10, a moderate phase lag from the CLSF to the VLSF is present. This was due to the VLSF slowing down to account for the tight turns of the course.

In terms of metrics, the VLSF experimentally demonstrated a large improvement against the pure pursuit. The results were much larger than Test Course 1 with an RMSE PC of $-91.6509\%$ and an ME PC of $-90.41\%$. The CCT PC was N/A as the experimental pure pursuit was stopped as it appeared to be in a loop and thus would be unable to complete the course in a timely manner.

The experimental errors were smaller when compared to the CLSF with an RMSE PC of $-40.2796\%$, ME PC of $-15.4985\%$, and CCT PC of $9.30635\%$.

A downside of this controller was visible in the poor experimental CCTs mentioned above; that being that on courses near the scale of the minimum turn radius of a vehicle, the VLSF controller would see large delays due to the controller’s goal of improving accuracy at the cost of linear speed, predominately when turning. As such, this course presented the worst-case scenario for the controller as the VLSF was encouraged to reduce its linear speed for the duration of the test course.

Test Course 3, as seen in Figure 11, and as discussed in Section IV-A, was designed to examine both phase lag and overshoot, as well as if the two combine to create instability in the controller.

The associated angular control efforts can be seen in Figure 12 with the variable linear speed fuzzy controller outperforming the pure pursuit controller in terms of both phase lag and overshoot.

In terms of metrics, the variable linear speed fuzzy controller again had a favorable showing in experiment with an RMSE PC of $-18.313\%$. The ME PC was also favorable at $-48.5353\%$, and the CCT PC of $4.70973\%$ remained at a small positive value.

The variable linear speed fuzzy controller similarly outperformed the constant linear speed fuzzy controller. The experimental values were still commendable with an RMSE PC at $-38.9212\%$, ME PC at $-36.3311\%$, and CCT PC at $5.60678\%$.

For the pure pursuit controller, the phase lag appeared to compound linearly on top of the overshoot as compared to the constant speed fuzzy controller. There was a similar degree of overshoot observed between the pure pursuit and CLSF. Although, as demonstrated in Figure 12, the VLSF’s angular control effort was both lower on turns, 0s - 15s, and less volatile. As well, all three controllers remained stable despite the increased stress on the pure pursuit, and they all could be said to perform adequately.

VI. CONCLUSION

In this paper, a novel waypoint navigation control algorithm for a skid-steer vehicle that used an HRBR methodology with an FRCS was presented. This methodology was used to reduce the rule-base of the controller and, as a result, the algorithm’s computational complexity, while simultaneously increasing the number of input membership functions that the controller could reasonably accept from two or three to five plus. This was a substantial improvement that better allowed the controller to emulate an expert human operator as it more accurately modeled the complex nonlinear decision-making that a human uses. The controller also used trapezoidal membership functions to mitigate the bang-bang effects that traditional controllers, especially fuzzy controllers, can encounter near the zero error state. The symmetric nature of the rule-base further simplified both the rule-base and tuning. Additionally, the asymptotic stability of the controller
and vehicle in series with a well-defined negative feedback connection was proven in both the continuous and discrete cases. As a result of all of the above, the Variable Linear Speed Fuzzy controller was seen in the Results section to have outperformed the pure pursuit and Constant Linear Speed Fuzzy controllers in terms of RMSE (avg. 72% and 50%), ME (avg. 71% and 40%), overshoot, and phase lag with minimal increases in CCT (6.2% and 8.7%). This is noteworthy as pure pursuit controllers are a common baseline for waypoint path following [43].

Future work should include examining optimal tuning methods while including obstacle avoidance protocols and dynamically adjusting the K values depending on the current speed of the vehicle.
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