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Abstract

The comparison of a morphodynamic model results with observations is an essential part to establish its credibility. In the past multiple models were validated against observations for sand banks, coastlines or estuarine environments. Some models have studied the marine dunes migrations but are generally limited to a two-dimensional study. In the present study, a three-dimensional morphodynamic model was setup on an area where highly dynamic dunes are present. The modelling results were analysed and compared to in-situ observations either using a 2D or a 3D method. The vertical and horizontal differences with observations were then assessed using the known method and, based on these results, an updated validation method were proposed to overcome some issues that could interfere with the process.

Plain Language Summary

To assess the reliability of a model, an essential part is to compare the results with field measurements. In the past, multiple models were setup up on sand banks, coastlines or estuarine environments and takes credibility with this kind of comparisons. Studies of the marine dune migration is generally made along two dimensions: the migration direction and the water depth. In the present study, a model is setup on a marine environment and accounts for three-dimensions to analyze the dunes’ evolution over an area. The model validity is assessed using the known method and based on these results, an updated validation method was proposed to overcome some issues that could interfere with the process.

1 Introduction

The development of marine renewable energy has become a priority for many countries as part of the solution to limit the impacts of climate change while considering the global growing need in electricity. In the European Union, the offshore wind industry aims for an installed capacity of 300 GW by 2050. This will surely induce the multiplication of infrastructures in the North Sea and the English Channel as it accounts for a large part of the energy potential. These shallow seas are however covered by active bedforms (Le Bot & Trentesaux, 2004; Damen et al., 2018) with heights that can reach 20-25 % of the water depth (Knaapen et al., 2001; Damen et al., 2018) and migration speeds up to tens of meters per year (Blondeaux and Vittori, 2016). Given these characteristics, these bedforms, also called marine dunes, are likely to pose specific challenges for the offshore windfarm industry. Their migration could induce scouring issues around the foundations or expose the buried cables over time increasing the risk of damage (Whitehouse et al., 2000; Barrie and Conway, 2014).

To understand the impact of marine dunes on offshore structures and vice versa, numerical modelling appears as one solution. Multiple numerical process-based models were developed to investigate marine dune migration, height and shape evolution over time and the processes that affect them (Németh et al., 2007; Van den Berg et al., 2012; Doré et al., 2018). However, most of these studies are focused on dune development starting from a flat bed which limits their applicability to study the long term evolution of marine dune fields. Tonnon et al. (2007) and Krabbendam et al. (2021) were the first to model dune dynamics over multiple years starting with an initial realistic bathymetry. They assessed the capability of the model to reproduce the evolution of large bedforms over a decade. For this, they used a two-dimensional vertical (2DV)
numerical model. The results were compared to the evolution of a dune field along a bathymetric transect extracted perpendicular to the crestlines. In areas where dunes are mostly rectilinear, it is reasonable to assume that most variations will be captured by a transect. However, most marine dune fields exhibit at least some degree of three-dimensionality which would not be well represented using a 2D model. The use of a three-dimensional (3D) model seems thus necessary. However, how a morphodynamic model can be validated specifically to assess its ability to reproduce marine dune evolution is not yet established.

To validate a morphodynamic model over a shallow water area, the Brier Skill Score (BSS) is often used (Sutherland et al., 2004, Luijendijk et al., 2017). This single-number metric allows to assess the relative accuracy of morphodynamic simulations based on height difference between final observed and modelled states weighted with an initial state (Sutherland et al., 2004). This skill score has been used for modelling of coastlines (Luijendijk et al., 2017 ; Bennet et al., 2019), sand banks and bar movement (Sutherland et al., 2004) or even estuarine evolution (Scott and Mason, 2007 ; Dam et al., 2016). However, these studies mainly focus on coastal areas where the water depth is the key variable to assess the reliability of the models. For bedforms migrations, the water depth is also an important aspect but the use of only the BSS on the water depth might not be sufficient for the validation process. For example, Sutherland et al. (2007) have described a sand bar migration to illustrate the application of the BSS. The modelling of the outer bar depth shows a good agreement, while a significant error is estimated on the crest position. In their study it represents only one crest and does not impact the results. However, on other areas, differences on the crest positions could induce a misrepresentation of the sediment flux and bring errors on the long-term simulation. The crest positions might then need to be considered in the validation process.

The present study addresses the question of the validation of a morphodynamic model focused on the estimation of marine dune migration. The study area, off the Dunkirk coast, is described in section 2.1. The numerical systems, the Coastal and Regional Ocean Community (CROCO) (Auclair et al., 2022) coupled with the USGS sediment module (Blaas et al., 2007 ; Warner et al., 2008) and their setup, in the eastern part of the English Channel and the southern part of the North Sea, are described in section 2.2 and section 2.3. The validation of the hydrodynamic predictions were assessed against in-situ measurements (section 3.1). Morphodynamic results, were studied either following a two-dimensional (section 3.2) and a three-dimensional (3D) (section 3.3) method before the proposal of a 3D validation of the modelling of the migration of marine dunes (section 3.4). All results are finally discussed in section 4.

### 2 Data and method

#### 2.1 Study site

The site of application is located off the Dunkirk coasts in the southern part of the North Sea, a few kilometers east of the Dover Strait (Figure 1, left) in France. In this area the hydrodynamics are dominated by the tidal currents with a typical mean spring tidal range of 5.5 m at the Dunkirk tide gauge.
Figure 1. (left) Location of Dunkirk windfarm area (in red) and the area of interest where bathymetric surveys were performed noted B1 on the figure. (right) Bathymetric data of B1 area collected on the first survey of the 17 November 2019. All six dunes are numbered on the figure (D1-D6) and their crestlines are represented by the white dash-lines.

In this area, the tidal wave is considered progressive (Bonnefille et al., 1971). As a result, the maximum flood and ebb current magnitude happen at the time of, respectively, the high and low water level. The flood component, trending north-east with current amplitude up to 1.25 m/s, is generally stronger than the ebb which is directed toward the south-west with current amplitude up to 0.75 m/s (Figure 2, left). Regarding the waves, a major direction of origins was identified with the measurements of the Westhinder lightboat. Waves principally comes from the English Channel in the south-west while the rest comes from the inner basin of the North Sea in the north-west and north-east. Still according to the measurements, waves height range from 1 to 3 m and their periods are between 4 and 10 s (Figure 2, right).

Figure 2. (left) Current speed near the seabed rose based on ADCP measurement (Nexer et al., 2023). (right) Offshore wave rose at Westhinder lightboat (51°22'51” N – 2°26'08” E) (Source data: Flanders Marine Institute).
This study focuses on a domain referred to as B1 (Figure 1, right), located along the future windfarm export cable corridor (Figure 1, left). Over this B1 area, 8 bathymetric surveys and multiple sediment samplings were performed between November 2019 and July 2021. In this study the bathymetry is expressed as the water depth with respect to the mean sea level (MSL). With a bathymetry ranging from 15 to 20 m, the area is composed of six very large dunes named D1-D6 with, from west to east, two barchans, a sinuous and three rectilinear dunes (Figure 1, right). The bathymetric data were analyzed in a preliminary study where a low-pass filter was applied to remove most secondary bedforms. The filtering is intentionally kept light to avoid too much modification of the primary dunes. Crests and troughs were identified manually respectively as the lowest and highest bathymetry point along longitudinal profiles (Nexer et al., 2023). According to these results, dune height and crestline length are decreasing from west to east (Table 1). The two barchans D1 and D2 are the largest dunes with respectively average height of 2.12 and 2.03 m and crestline length of 509.8 m and 599.52 m. Except for dune D4, the width (distance between the two dune troughs), follow the same schema with a value decreasing from west to east. The presence of the two barchans suggests that there is either a strong lateral variability of the sediment type (Ernsten et al., 2004) or a lack of sediment (Belderson et al., 1982). Bed samples showed that the seabed is uniformly composed of medium sand with $d_{50} = 327.78$ μm and $d_{90} = 557.62$ μm. Therefore, there is some indication that the environment may be sediment-starved.

Table 1. Heights, lengths and crestline lengths of all six dunes of B1 area measured on November the 17th 2019 (Nexer et al., 2023).

<table>
<thead>
<tr>
<th>Dune name</th>
<th>Dune 1</th>
<th>Dune 2</th>
<th>Dune 3</th>
<th>Dune 4</th>
<th>Dune 5</th>
<th>Dune 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height (m)</td>
<td>2.12</td>
<td>2.03</td>
<td>1.64</td>
<td>1.16</td>
<td>0.92</td>
<td>0.78</td>
</tr>
<tr>
<td>Width (m)</td>
<td>140</td>
<td>140</td>
<td>135</td>
<td>152</td>
<td>132</td>
<td>66</td>
</tr>
<tr>
<td>Crestline length (m)</td>
<td>510</td>
<td>600</td>
<td>290</td>
<td>230</td>
<td>124</td>
<td>100</td>
</tr>
</tbody>
</table>

The comparison between the different surveys shows that the area is highly dynamic with a migration directed to the east at an average rate of 28.5 m/year with high variations between the different periods (Nexer et al., 2023). This eastern migration is explained by the influence of the asymmetrical tidal flow (Nexer et al., 2023). In this study, the 4 months period between the first 2 surveys (S1 on 17 November 2019 and S2 on 18 March 2020) are considered. During this period the dunes were highly dynamic with a migration rate ranging from 53.4 to 64.4 m/year. Figure 3 represents the bathymetric difference between these observations. Over the locations of each dune, eastward migration can be recognised as a positive difference on the western part of each dunes and a negative difference on the eastern part. Height differences up to 2.5 m are observed around the middle of the first two dunes while these changes decrease to 1.8 m on the northern part of Dune 3 and around 1 m for the other three dunes. These results imply that during these 4 months, the crests have moved toward the east and are standing on the initial eastern troughs positions. During the study period, the general migration schema can then be summarized as a movement of each dunes through the east with no significant changes of their horizontal shapes.
2. Models description

CROCO is a three-dimensional, free-surface numerical model that solves finite-difference approximation of the Reynolds-Averaged Navier Stokes (RANS) equation using the hydrostatic and Boussinesq approximations. The computation is performed using a C-Arakawa grid over horizontal dimensions and a terrain-following σ coordinate along the vertical dimension. The set of equations is finally resolved using the mode-splitting technique that separates the barotropic and baroclinic modes.

The morphodynamic is modelled using the USGS sediment model. The sediment is represented as a constant number of layers that extend under the horizontal water cells (Warner et al., 2008). Each layer is initialized with a thickness, sediment-class distribution, porosity and age. To account for erosion and deposition, the active bed layer thickness evolves in time depending on the transport. Here only the bedload transport is considered following the Wu & Lin (2014) formulation which calculate the net transport rate as the sum of offshore and onshore bed-load transport rate. The bed evolution is calculated using the Exner equation considering only bedload transport.

2.3. Hydrodynamic setup

The computational domain has a 5 m horizontal resolution and covers the entire B1 area. The flow is assumed to be turbulent over a rough bottom, characterized by the roughness parameter \( z_0 \) defined as the height above the seabed at which the fluid velocity is zero. This parameter is defined as constant over the area of modelling. It was set to 0.4 and 4 mm in the two configurations considered in this study, referred to as C1 and C2. The calculation was performed with a baroclinic timestep of \( \Delta t_{3d} = 1 \) s and a barotropic timestep of \( \Delta t_{2D} = 1/12 \) s. Initial bathymetry is based on the initial survey performed on 17 November 2019 that were filtered as described before. C1 and C2 configurations have been performed using boundary conditions extracted from results coming from regional simulations using CROCO and WAVEWATCHIII® (WW3) models. Both were setup to downscale from a large-scale domain to the same grid.
named LS2, that cover the future windfarm area of Dunkirk and the cable corridor with a spatial resolution of 100 m (Figure 4).

**CROCO**

CROCO model downscale from a numerical domain that covers the eastern part of the English Channel and the southern part of the North Sea, called LS1 to LS2 domains (Figure 4). For both configurations, wind conditions were set using the AROME database. Boundary conditions of free-surface elevation and meridional and zonal component of the current were extracted from the MARC database (MARS3D configurations covering the French coasts and run operationally by Ifremer). The LS2 configuration considers LS1 results as boundaries. Along the water column, CROCO grid is configured using a total of 32 layers.

**WAVEWATCHIII®**

The wave model WAVEWATCHIII® (WW3) is based on nested runs that are implemented to downscale from global scale to fine resolution grids. First, the global-scale simulation is obtained using a regular computational grid with a 0.5-degree spatial resolution forced with ERA5 wind fields. Then, an unstructured mesh, called NORGAS developed by Shom and run operationally for the French marine surge monitoring is used. NORGAS’s mesh refines from 10 km resolution at the open deep-water boundaries to 250 m resolution at the coast. The mesh covers the Gulf of Biscay, the English Channel and the south of the North Sea and benefits from an accurate bathymetry. The wave model is forced with currents and water levels obtained from the 2 km-resolution ATLNE model of the MARC database. Wind forcing using ERA5 hindcast is consistently used. On the computational grid LS2, the model is forced at the open boundaries with the wave spectra obtained with the NORGAS mesh and current and water levels from CROCO regional run LS1. Consistently with ocean model, the high-resolution wave model grid is forced with AROME database.

---

**Figure 4.** (left) Boundaries of the regional domain LS2. The locations of the ADCP and the wave buoy used for hydrodynamic validation are defined by the red dots. Area B1 is represented by the red box. (right) Boundaries of the regional domain LS1. The red box...
represents the extension of the LS2 domain. Both color scales show the spatial distribution of the mean water depth, with respect to the mean sea level.

2.3. Morphodynamic setup

In-situ analysis showed that the sediment is homogeneous over the area. Hence, a class of medium sand with \( d_{50} = 328 \, \mu m \) is considered in the distribution. As reported before, the presence of barchans suggest that this area is sediment-starved. Since sampling performed either on the crests and troughs shows similar type of sediment (Nexer et al., 2023), considering the size of the dunes, a 3-m thick active layer is defined in this configuration which leaves enough amplitude to model the observed bathymetric differences (Figure 3). The porosity is set constant to 0.41 based on the analysis of the in-situ samples. Since no suspended sediment is considered, the sediment age is left to 0 the default value.

2.4. Outputs analysis

Hydrodynamic and morphodynamic results were assessed using the Root Mean Square Error (RMSE):

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (X_{mod,i} - X_{obs,i})^2}{N}}
\]

where \( X_{mod} \) and \( X_{obs} \) are respectively the predicted and observed variable and \( N \) the number of compared values. The hydrodynamic results were also evaluated using the index of agreement described by Willmott (1981) as:

\[
RE = 1 - \frac{\sum_{i=1}^{N} (X_{obs,i} - X_{mod,i})^2}{\sum_{i=1}^{N} (X_{mod,i} - \overline{X_{obs}})^2}
\]

where the overbar \( \overline{X_{obs}} \) is the averaged of the observation. The index of agreement ranges from 0 to 1 which described a perfect modelling.

The wave model performance was evaluated by comparing the significant wave height, mean direction and mean wave period \( T_{01} \). The comparison is focused on \( T_{01} \) for its low order which gives more weight to the energetic waves, which are more important for sediment transport, than another type of period.

The morphodynamic analysis was based on the Brier Skill Score (BSS) (Sutherland et al., 2004) which is described as follow:

\[
BSS = 1 - \frac{\langle (z_{mod} - z_{obs})^2 \rangle}{\langle (z_{init} - z_{obs})^2 \rangle}
\]

where \( z_{init} \) is the initial bed level (here survey made the 17 November 2019), \( z_{obs} \) the final observation (here survey made the 18 March 2020) and \( z_{mod} \) the modelled bed level which is extracted on the same date as the final observation. The angular brackets \( \langle \cdot \rangle \) denote the mean
over the area of interest. The BSS was also decomposed following the Murphy-Epstein decomposition (Murphy and Epstein, 1989) as follow:

\[
BSS = \frac{\alpha - \beta - \gamma + \varepsilon}{1 + \varepsilon}
\]

where \(\alpha\) is the phase error which described the error in position. Perfect modelling of the phase gives \(\alpha=1\). \(\beta\) is the amplitude error which described the error in terms of sediment volume displacement with perfect modelling with \(\beta=0\). \(\gamma\) is the averaged bed level error with perfect modelling with \(\gamma=0\). And to finish the \(\varepsilon\) represent the normalization term which is only affected by the measured changes from the baseline prediction (Sutherland et al., 2004).

\[
\alpha = r_{\Delta_{\text{mod}}\Delta_{\text{obs}}}^2 \quad \beta = \left( r_{\Delta_{\text{mod}}\Delta_{\text{obs}}} - \frac{\sigma_{\Delta_{\text{mod}}}}{\sigma_{\Delta_{\text{obs}}}} \right)^2 \quad \gamma = \left( \frac{\langle \Delta_{\text{mod}} \rangle - \langle \Delta_{\text{obs}} \rangle}{\sigma_{\Delta_{\text{obs}}}} \right)^2 \quad \varepsilon = \left( \frac{\langle \Delta_{\text{obs}} \rangle}{\sigma_{\Delta_{\text{obs}}}} \right)^2
\]

with \(r_{\Delta_{\text{mod}}\Delta_{\text{obs}}} = \frac{\langle \Delta_{\text{mod}}\Delta_{\text{obs}} \rangle}{\sigma_{\Delta_{\text{mod}}} \sigma_{\Delta_{\text{obs}}}}\), \(\Delta_{\text{mod}} = z_{\text{mod}} - z_{\text{ini}}\) and \(\Delta_{\text{obs}} = z_{\text{obs}} - z_{\text{ini}}\).

3 Results

3.1 Hydrodynamic validation

The first step is the hydrodynamic validation. Since no measurements were performed on the study area, the model was validated against Acoustic Doppler Current Profiler (ADCP) and wave buoy using the LS2 configurations of CROCO and WW3. Sensitivity analysis was performed on the hydrodynamic changes occuring between LS2 and B1 area modelling (B1 boundary conditions are extracted from LS2) to find that no significant changes occurred and the validation at LS2 level is considered valid at B1 level.

The comparison of the simulated and measured currents was performed over its barotropic component. Figure 5 shows the comparison of the current magnitude and direction between 20 May 2021 and 04 June 2021. The asymmetry between ebb and flood is well represented for the weak tidal conditions around 03 June while for the intense conditions in the middle of the comparison period, the model underestimates the flood peak. This could be attributed to the difference of bathymetry since LS2 configuration consider the HOMONIM bathymetry which has been surveyed in 2012. This difference stays however low with a RMSE = 0.16 m/s.

Regarding the direction, the variation between ebb and flood is well represented with the direction varying between 75 and 265°N. The rapid turning of the tide at the beginning of each ebb/flood period is correctly represented despite some misrepresentation of short-term variations that sometimes occurs. It naturally increases the RMSE = 59.07° but the Willmott (1981) index shows that the representation stays correct with a value of 0.9.
Regarding the waves, the following Figure 6 represents the comparison between model and observations between the 21 and the 30 May 2021. It shows an overall good accuracy of all components with correct statistics. The model accurately represents the variation of the significant wave height (RMSE = 0.16 m) which rises at the beginning of the period to reach almost 2.5 m on the first day and rapidly decreases to stay around 1 m for the following days. The wave period here does not show strong gradients and the model is in accordance with that with correct RMSE = 0.47. The RMSE value is however a boosted here by the fact that both model and buoy data do not actually show the same thing. The model returns current-corrected wave period, which is called the relative period, while we can see a clear variation due to the tidal current on the buoy data which returns the absolute wave period. This influence and the general discrepancy between model and measurements is however weak and the model is considered valid. To finish, the wave direction shows a very good match with even the rapid variations occurring on 26 May when the direction value drops from 315°N to 260°N within a couple of hours. Both RMSE = 18° and Willmott index of 0.96 demonstrates the good correlation of the model.

Figure 5. Current magnitude and direction comparison between model and ADCP measurements.
Figure 6. Significant wave height, T01 period and mean wave direction comparison between WW3 simulation and the wave buoy.

3.2 Comparison with observations along transects

A first analysis of the morphodynamic results was carried out along a transect extracted following a line perpendicular to the crestlines. However, since two barchans and a sinuous dune are present in the domain, several lines perpendicular to the crestlines can be defined. Therefore, the transect was extracted along the perpendicular of the three rectilinear dunes to catch all six dunes in a single row. On Figure 7, the longitudinal profile of the initial (S1) and final (S2) observations are compared to the modelling results of both C1 and C2 configurations. Observed data were submitted to the same low-pass filter to remove the secondary bedforms present throughout the study area. However, this filter is intentionally kept light and some secondary bedforms remain. To remove most of these small bedforms without changing the shape of the dune, the bathymetry is then smoothed a second time by applying a focal average. It considers a circle of 9 cells diameter (45 m considering the grid resolution) that slides along the domain and averages the center value by considering its neighbors. The observations are finally interpolated on the 5-m resolution modelling grid results to stay consistent with the model. Following the methodology of Nexer et al. (2023), the crests of all dunes are defined as the local minimum of water depth.

On this transect, difference between S1 and S2 shows that the crest height of the first three dunes (D1, D2 and D3) decrease in height by about 0.3 m. Furthermore, the vertical shape of the third dune is also modified with a rounder crest during the second survey than during the first. The three rectilinear dunes (D4, D5 and D6) do not show major changes in their crest height. They follow the general migration schema and migrate toward the east without significant changes. The model results generally follow the migration tendency revealed by the bathymetric surveys. The major difference between C1 and C2 configurations is the dune migration: migration rate is higher in C2 case and better matches the observation especially for the three rectilinear dunes than for C1. This result is in accordance with the roughness parameters which is 10 times higher for C2 than for C1. Regarding the crest height, both configurations show a similar pattern. Contrary to the observed morphodynamic, the model estimates an increase in the crest height of
D1 but underestimate it for D2 (difference of almost 0.7 m with S1 compared to a reduction of 0.3 m in reality). The model accurately represents the variation of D3 and is consistent for both C1 and C2. For all dunes, C2 configuration is closer than C1 to the measured bathymetry with a better representation of the migration rate. This is confirmed by the Brier Skill Score ($BSS_{C1} = 0.75$ and $BSS_{C2} = 0.87$). Following the classification proposed by Sutherland et al. (2004), both configurations can be considered as excellent. The model aims at correctly simulating dune dynamics, therefore the crest positions are important to consider the modelling as accurate. The Root Mean Square Error of the crest position for C1 and C2 are respectively $RMSE_{C1} = 9.35$ m and $RMSE_{C2} = 2.89$ m. On this transect, all dune crests have moved of about 20 m toward the east. This short movement combined with the low dune height explains the good BSS on both configurations. However, by comparing the RMSE on the crests positions, configurations C1 is accurate on the heights estimation but not on the crests positionning and therefore on the migration process. This is consistent with the results reported by Krabbendam et al. (2021) who have shown that the BSS should be considered carefully based on the results on 2D modelling along dunes.

![Figure 7](image1.png)

**Figure 7.** (top) Longitudinal profiles of the initial (S1) and final (S2) observations compared with C1 and C2 configurations results. (bottom) Synoptic view of the bathymetry estimated by C2 configuration. The red line represents the location of the transect.

The validation using a single longitudinal profile and the comparison of crest position show that the C2 configuration performs better than C1 configuration. However, because of the presence of barchans and sinuous dunes, the comparison depends on the transect location. Following the same procedure, the bathymetric profile is extracted along a line perpendicular to the crest line of D2 crossing the area from South-East to North-West (Figure 8). Here the profile also catches the
third dune. Contrary to the previously analysed profile, both configurations do not model correctly the dynamic of dune D2. Difference between S1 and S2 shows that D2 migrates toward the east but experienced a large decrease of its crest height, which is not reproduced by the model. Here the crest height drop by about 0.7 m while C1 and C2 estimates an increase of respectively 0.1 and 0.3 m. Following these profiles, the estimations are not classified as excellent with BSS lower than 0.5 ($BSS_{C1} = 0.38$ and $BSS_{C2} = 0.45$). The RMSE should not be applied on only two crests positions. Therefore model and observation are only compared by the difference in meters. For both configurations, the position of D2 crest is well represented with a difference of 5 m only. However for D3, both C1 and C2 do not catch the strong movement occurring during the study period with respectively a difference of 15 and 10 m. By considering only the D2 dune, and this transect, the best model configuration is C1, which contradicts previous results.

![Figure 8](image)

**Figure 8.** (top) Bathymetric transect of the initial and final observations compared with C1 and C2 configurations results extracted along a line perpendicular to D2 crest line. (bottom) Synoptic view of the bathymetry estimated by C2 configuration. The red line represents the location of the transect.

3.3 Comparison with observations over the area

To the authors knowledge, no validation was performed with a three-dimensional modelling of marine dunes against an observed bathymetry. Therefore, the validation process in this section is based on a classical procedure used to validate morphodynamic modelling of sand banks or coastlines (Sutherland et al., 2004; Ruggiero et al., 2009; Ranasinghe et al., 2011; Luijendijk et al., 2016). Following it, the BSS is estimated for both configurations considering the entire B1
domain. Results show that C2 better represents the dune migration with a $BSS_{C2} = 0.73$ compared to C1 with a $BSS_{C1} = 0.56$. Here the BSS over the whole domain is lower than the BSS calculated using the longitudinal profile as it considers the error spotted on the southern part of D2 dune. Both configurations could however be considered as excellent which could be enough to validate the model. To identify the source of the error of both configurations, the Murphy-Epstein decomposition is applied and the results reported in the following Table 2. For both configurations the average bed level error $\gamma$ and the normalization term $\varepsilon$ are similar with a value of 0.04. Bottom roughness does not induce significant influence of these terms consistently with the results reported by Sutherland et al. (2004). A slight difference is estimated for the amplitude error with 0.07 for C1 and 0.002 for C2. These values are still close to zero which indicates an almost perfect modelling of the transported volume. The main source of error here comes from the phase (i.e. the position of the dunes), with $\alpha_{C1} = 0.65$ and $\alpha_{C2} = 0.75$.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.65</td>
<td>0.07</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>C2</td>
<td>0.75</td>
<td>0.002</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 2. Murphy-Epstein decomposition of the Brier Skill Score estimated for both C1 and C2 configuration over the entire B1 area.

To analyse this error, longitudinal transects are extracted every 5 m (the model resolution) and an average migration is estimated considering only the movement of the crests. All crests move as expected toward the east with average displacements ranging from 18.75 m for D5 to a maximum of 23.13 m for D4. The RMSE of crest positions are estimated for each dune independantly (Table 3). As a reminder, consistently with the model, observations were projected on a 5 m resolution grid. Therefore, the RMSE lower than 5 m calculated for C2 over dunes D1, D3, D4 and D6 and equal to 5 m for D5 clearly demonstrate that C2 configuration results can be considered as excellent. However, in the case of C1 configuration, bottom roughness is too low for the model to estimate a sufficient migration during the period. This lead to high difference of around 10 m for all dunes. Compared to the observed displacement of about 20 m of each dune, this can be considered as a strong error and cannot be considered as a reliable comparison. This is in line with the previously described results which shows that C1 configuration is not acceptable in term of crest positions. Both configurations show however strong RMSE for D2, with 16.6 and 14 m for C1 and C2, respectively. For C1 this demonstrates that the representation on all dunes have a lack of precision while it shows, for C2, a lack of precision on one dune only.

Table 3. Mean migrations and Root Mean Square Error (RMSE) of the crests position for each dune for both C1 and C2 configurations.
Here the results show that the use of the BSS over the whole area does not seem adapted for this kind of modelling. The validation process needs to be improved with an analysis of each dune position. However, in the current case, the combined BSS with the analysis of the crest position is easy to perform because of the small number of dunes but, in the case of the presence of dozens of dunes, this analysis is too labourious to be used. This procedure should then be improved in order to evaluate the height and crest positions in a reliable way.

3.4 Three-dimensional validation

In this section, a validation method of a three-dimensional dune migration modelling is proposed. It is based on two main dimensions. The vertical dimension with the estimation of the depths and dune heights and the horizontal dimension with the position of the crests and troughs of each dune.

Vertical validation

As described earlier, the vertical validation over an area is made by the calculation of the Brier Skill Score (BSS) which considers the entire B1 domain. However, contrary to the modelling of a sand bank or a coastline, here the focus is made on the modelling of marine dunes which represent only a small part of the actual domain. In fact, another particularity of the B1 domain, is that it is composed by large plain areas where only secondary dunes are present. The model does not consider these shapes, as they are below the resolution required and not the focus of the present study, and smoothed the bathymetry leading to a global error. Including these plain areas in the validation process means that the dune migration validation depends on the correct modelling of areas that are not related to the very large dunes. To overcome this issue, it is necessary to consider only the dune areas. This requires to accurately identify both crests and troughs. In the preliminary analysis (Nexer et al, 2023), the crests were considered as the local minima of water depths. Consistently, the troughs were identified as the local maxima of water depths. However, in the marine environment, through identification is complex and they are either considered as the foot of the stoss or lee slope (Duffy, 2012) or the point where the maximum value of the curvature is estimated (Van Dijk et al., 2012; Lebrec et al., 2022). Duffy (2012) considers using the foot of the stoss or lee slope for a solitary bedform while here multiple dunes are present. The definition based on the calculation of the curvature seems then to be adapted for the current case and the methodology described by Lebrec et al. (2022) is applied over the B1 domain.

All longitudinal profiles were extracted every 5 m along the y-axis for both observations and model results. Despite the low-pass filter, some remaining secondary bedforms could induce multiple crests detection. The point with the minimum water depth is then considered as the crests of each dunes. The curvature is calculated as the second derivative of the bathymetric profile. The first local maximum of curvature on each side of the crests positions is considered as the eastern and western troughs of the dune.

Considering the eastern migration pattern, the area occupied by each dunes is taken as starting on the west with the western trough of the initial observation and, on the east, with the eastern trough of the final observation. The 6 dunes areas are then identified as shown on Figure 9. To avoid any boundary issues, the model and observations data do not account for the first 50 m along to the boundaries. This limits the identification of the western trough of D1 which will not be accounted into the comparison process. The identified areas show that dunes D1 and D2
follow each other on their northern part while there is a large plain area that separates them on the southern part. The same thing is observed for D5 which northern part sticks with the southern part of D6. The other dunes D3 and D4 are isolated with plain areas that separates them from the others.

Figure 9. Area of the six dunes over the B1 domain. The colormap represents the bathymetry estimated by configuration C2.

Using this identification, the Brier Skill Score is applied on the six areas for both configurations. This allows to assess the capability of the model to simulate the area where there is a dune movement. As described earlier, it also discards the large plain on the south-east, which represents almost 1/4th of the model domain, and also other part which are not related to the dunes. For C1 and C2 the BSS is respectively of 0.62 and 0.81. Here the difference with the BSS estimated by considering the entire B1 area ($\text{BSS}_{C1} = 0.56$ ; $\text{BSS}_{C2} = 0.73$) shows that C2 was slightly more penalized by the plain areas in the estimation of its accuracy. This could be explained by the fact that C2 has less error over the dune than C1. The error on the plains areas on the south-east could then become more important in the entire calculation which would then reduce the skill score.

The BSS can also be applied over each dune separately. The results show that for both configurations, D2 is the least well represented with a $\text{BSS}_{C1-D2} = 0.51$ and $\text{BSS}_{C2-D2} = 0.68$ (Table 4). The scores for C1 configuration are quite similar for all the other dunes except D1 while for C2 there are larger differences between D2 and all other dune that show BSS ≥ 0.8. It highlights the fact that the model does not catch all changes in D2.

Table 4. Brier Skill Score (BSS) estimated for each dune areas for C1 and C2 configurations.

<table>
<thead>
<tr>
<th>Dune name</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>D6</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.74</td>
<td>0.51</td>
<td>0.68</td>
<td>0.62</td>
<td>0.62</td>
<td>0.52</td>
</tr>
<tr>
<td>C2</td>
<td>0.9</td>
<td>0.68</td>
<td>0.92</td>
<td>0.88</td>
<td>0.83</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Horizontal validation
The crest and trough positions are compared for both configurations with the new identification methodology. The RMSE of the crest and trough positions is estimated for all dunes together except for the western trough for which the dune D1 is not considered as its location is limited by the area boundaries. These results first highlight strong differences of the trough locations with the observations for both configurations. The western troughs are the least well represented for C1 and C2 with RMSE of respectively 21.84 and 17.89 m while on the eastern troughs the RMSE is better with respectively 17.74 and 12.84 m. This highlights that even using the identification process described by Lebrec et al. (2022), the location of the troughs in a marine environment cannot be accurate enough for this kind of comparison. For long term simulations like the present study, the crests positions seems then to be the better choice for the migration validation.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Western troughs</th>
<th>Crests</th>
<th>Eastern troughs</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>21.84</td>
<td>13.1</td>
<td>17.74</td>
</tr>
<tr>
<td>C2</td>
<td>17.89</td>
<td>8.57</td>
<td>12.84</td>
</tr>
</tbody>
</table>

In the present study, the crest locations RMSE demonstrate the difference between configurations with for C1 and C2 values of respectively 13.1 m and 8.57 m. The error estimated with C2 configuration is not far from the model resolution (5 m) but cannot be considered as excellent. Following the mathematical definition of the Root Mean Square Error, this statistics would give more weight to the strong errors. This means that if the crest position is not accurately modelled on a small part of the dune, this would increase the RMSE. Figure 10 shows the crest locations for initial and final observations and for C1 and C2 configurations. It highlights that globally the crests position estimated by C2 configuration is close to the reference while C1 estimations are almost entirely “half way” between initial and final observations. In the case of C2, the crests positions even overlapped with the reference on the major part of D3, D4 and D6. However, the crest position during the second bathymetric survey shows that the D2 has moved from its initial position by about 40 m on its southern horn. Both configurations did not represent this movement and the RMSE is then naturally increased by it. A second limitation of the RMSE here, is also that it does not consider the crests initial position and it could be difficult to assess the precision of a model.
Sutherland et al. (2004) have described that a statistic should be transferable from a dataset to
another. Therefore, the use of the Brier Skill Score might be a good option to include the initial
crest positions and allow to estimate the model accuracy. The proposition made here is then to
estimate the BSS by considering all positions of crests as the dataset. For both C1 and C2 the
estimated value is respectively $BSS_{C1} = 0.62$ and $BSS_{C2} = 0.84$. Here the difference estimated
between the configurations is of the same order as the difference estimated for the vertical
comparison. However, the classification proposed by Sutherland et al. (2004) might not be
adapted here and these scores should not be considered the same way. Indeed, as described
before, C1 crest position is almost entirely “half way” between initial and final observations. The
score of 0.62 is thus logical. An “excellent” modelling of the crests position should so be
considered for scores greater or equal to 0.8 which, as described by C2 configuration results,
induce an accurate representation of the crests positions.

Using this methodology, both vertical and horizontal dimension show a good skill score for the
C2 configuration. On the contrary, C1 is accurate on the vertical dimension but does not
represent well the crests’ positions. The C2 configuration is therefore considered as valid here
while C1 is not.

4. Discussion

4.1 Two and three dimensions

Among the different morphodynamic studies, most of them use a two-dimensional vertical
model (2DV) (Nemeth et al., 2007; Tonnon et al., 2007; Krabbendam et al., 2021). In these
studies, the dune field is composed by rectilinear dunes. The use of a 2D validation process
based on transect comparison is so well fitted. This is however not the case for some 3D morphodynamic models. Indeed, as shown by the results of the 2D analysis, the barchan dune D2 has a faster crest displacement on its toe in the north than on its horn in the south (nomenclature based on Couldrey et al., 2019). This is in line with the results of Charru and Laval (2013), who have reported a reduction of the current intensity over the horns of a barchan. The model is so able to reproduce this migration on its northern part but fails on its southern part with almost no displacement of the crest (Figures 7 and 8). This demonstrates the need to prioritize a validation over the area or at least over multiple transects to avoid missing such errors that could occur over small areas.

The 3D validation method also has the advantage to better assess the difference between configurations. Over the first transect (Figure 7), the difference between C1 and C2 BSS is 0.12 ($BSS_{C1} = 0.75$ ; $BSS_{C2} = 0.87$) while over the second transect it is equal to 0.07 ($BSS_{C1} = 0.38$ ; $BSS_{C2} = 0.45$). Both configurations could then be considered equivalent in term of validity. On the contrary, the difference between the skill scores considering the B1 area is 0.17 ($BSS_{C1} = 0.56$ ; $BSS_{C2} = 0.73$). A value that is even increased to 0.19 when considering the dunes’ areas ($BSS_{C1} = 0.62$ ; $BSS_{C2} = 0.81$). Therefore, a 3D comparison accentuates the differences between the configurations and allows a better assessment of numerical modelling results. A 3D validation process might then need to be considered on an area even if the dunes are rectilinear. This could bring more insight about the configurations reliability than a 2D analysis and improve the validation process itself.

4.2 Limitations and advantages of the proposed method

The previous results demonstrate that the use of a 3D model with a 3D validation method is necessary in the current case. However, regarding the vertical dimension, the method used for coastlines or sand banks does not seems adapted to marine dune migration modelling. By considering the entire domain for the BSS calculation, the large plains in the southeastern part of the domain would be included. This implies that the validation of the dunes’ migration modelling depends on the correct modelling of secondary bedforms located hundreds of meters away from the primary dunes. Here, the model does not consider these bedforms and smooths the entire southeastern area of the B1 domain. This leads to a source of error which reduces the BSS. The proposed method considers to avoid these plains to focus on the areas where the dunes migrate. The identification of these areas is however a limitation of the method. The comparison made on the trough and crest positions shows strong errors on the trough positions compared to the crests. This error could be attributed to a difficult identification of the troughs. Indeed, as described by Lefebvre et al. (2021), in an environment dominated by tidal current, bedforms have steeper slopes close to the crest, and flat troughs. This is confirmed here by the filtered profiles shown on Figure 11. The slope is calculated on the same longitudinal profile displayed on Figure 7 for the initial observation. The maximum angle is found on the upper part of the lee side, closer to the crest than to the eastern trough with angles reaching a maximum of 14° for D2. Regarding the horizontal position, the maximum slope of dune D4 is also closer to the crest while for the others it is located on the middle part of the lee side. This facilitates the identification of the crests but it is quite difficult to identify the troughs. The dune areas identified here using the methodology defined by Lebrec et al. (2022) is limited as their boundaries are defined by the western and eastern troughs. Moreover, this also induce that the method should be adapted to the environment. In the marine environment, the crests positions are easily identified and then the comparison of their position with the observations make sense. In rivers however, Cisneros et al
have reported that dunes have a relatively flat crest and maximum slope over their lower lee side. The method might need to be applied on the troughs positions in the river environment to consider this difference.

Figure 11. (Red) Longitudinal profiles of the initial observations extracted along the transect represented on Figure 7. (Blue) Slope on the bathymetry. The calculation is based on the bathymetric profile represented by the blue line.

The comparison of the crest (or trough) position is mostly performed using the RMSE in 2DV models. However, in a three-dimensional validation that considers all crests positions, this leads to two issues that should be considered. First, in the present study, the major source of error on both configurations comes from the southern part of dune D2. Observations show a large displacement of the crests of about 30-40 m while both configurations do not estimate any movement. This explain the RMSE that is high even for C2 (Table 2) which is considered as valid. However, when it comes to the modelling of the morphodynamic of an area, even for a sand bank or other cases, the validation process should focus on knowing if the model is globally accurate. Here if the RMSE is applied on all crest positions, it would be increased by this error occurring on a small part of one dune. The entire simulation would then be penalized. Other metrics could have been used such as the Mean Average Error (MAE) or the Mean Square Error (MSE), however same as the RMSE all these metrics do not account for the initial crest position. This lead then to the second issue, which is that the modelling it made to represent the migration of the dune and not the crest positions. Using the BSS puts the error in context. This leads however to another limitation of the proposed method. All dunes migrate following the eastern direction. Here it allows an easy comparison of the crest positions with only a difference in the longitudinal direction. However, over a larger domain, multiple dune migration direction could be present. The method should then be adapted to the domain by comparing the dune migration in the correct direction.

5 Conclusions

In the context of the numerical modelling of a dune field, the question of the validation of a three-dimensional model was addressed. This was studied with validation methods based on the comparison with bathymetric survey using either a transect or the entire area to assess the model reliability. The main outcomes of the study are as follows:
1. The application of the Brier Skill Score on the entire domain does not seem to be adapted to validate a morphodynamic model focusing on marine dune migration. In this case the southeastern part of the domain is composed by a large plain area which is irrelevant to assess the model reliability. The method proposed here is then to only consider the dunes’ areas to estimate this score and avoid considering irrelevant areas in the validation process.

2. In the same context, the calculation of the RMSE of the crest positions does not seem to be adapted here to the validation process. This score will be boosted by a strong difference occurring on a small part of a dune. Therefore, to overcome this issue, the proposed method considers the application of the Brier Skill Score by considering the crest positions as the dataset. The error is then put in context and allows to better assess the model capability.

The findings of this study do not have the intention to question the validity of other models and more studies using this method needs to be performed to assess its reliability. The modelling of a marine dune field is quite new and the method that is described here is then a proposal to see the validation of this kind of model in another way.
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