Estimating severe irregularities of road ahead based on preceding vehicle responses
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Abstract

Road irregularities, e.g. potholes or bulges, will cause discomfort, vehicle damages or even accidents, if not being carefully handled by drivers. For driving safety and comfort, especially in highly automated vehicles, there is a need for accurate and efficient way to estimate the road condition ahead in advance. Existing direct sensing based methods are difficult to give detailed irregularity information, while current response based approaches require either too many measurements or accurate system parameters to guarantee estimation performances. Therefore, using the information of preceding vehicle responses, a Kalman filter based algorithm to estimate severe road irregularities is proposed. The single degree of freedom vertical dynamics model is reorganized to reduce the measurement requirements of the Kalman filter. To cope with the limited information of the preceding vehicle, the model parameters are approximated according to suspension design theories. Simulation and field data validation shows that the estimation algorithm is effective and robust on different vehicles.
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1. Introduction

Road roughness condition is an important factor that affects ride comfort and driving experience. Severe road irregularities, if drivers do not manage carefully enough, may damage vehicles or even cause accidents, which escalates a ride comfort problem into a safety-critical problem. For under-developed areas, it is common to encounter severe road damages, e.g. potholes or bulges. Therefore, there is a need for an efficient way to detect such challenging and dangerous road damages for both road users and maintainers.

On the other hand, advanced vehicle control technologies have been proposed for enhancing ride comfort and safety. For the purpose of improving comfort, active suspensions have already been used in mass production, especially for premium brands. Automated driving, including Advanced driving assistance system (ADAS) and highly-automated driving, also aims to provide customers with better safety and ride comfort. However, current technologies of automated driving still focus mainly on how to handle driving tasks on smooth road, rather than that on rough road. Therefore, for proactive driving performances of automated vehicle, it is also necessary to know the rough road condition ahead in advance, and then to take precautions for improved safety and comfort.

There have been some researches on how to recognize or estimate road conditions ahead, which can be divided into two categories, i.e. direct-sensing based and response-based. In the direct-sensing based approaches, the irregularity location, size or other features are estimated directly from the original information of road surface ahead. For example, images or point clouds are first collected with on-board cameras or lidars, and then they are processed using computer-vision or machine learning methods for detecting and locating the road irregularities ahead. Rich information from lidar sensors is utilized to detect the road irregularity, such as optical deviation (Vupparaboina et al., 2015), scattering amplitude (Wang et al., 2016), and disparity histogram (Chen et al., 2017). With camera sensors, Li et al. (2018) and Fan et al. (2021) utilized disparity map to project 2-dimensional stereo images to 3-dimensional world points, then fit the road surface, and classified the outlier points below the road surface as pothole regions. Ul Haq et al. (2019) considered the influence of vehicle moving on the images from stereo camera, which are preprocessed to reduce blur. They found high vehicle velocity has little effect on depth estimation, but increases the errors of pothole’s area. Based on deep learning methods, the region of interest (ROI) can be first extracted from original images, then used to detect the potholes (Chen et al., 2020), and to estimate the pothole area (Chitale et al., 2020) and the depth (Kok et al., 2021). However, with such methods, the accuracy of detection or estimation depends heavily on the extracted ROI.

Direct-sensing based approaches can detect road irregularities before the vehicle arrives at. However, such approaches are difficult to tell the detailed information about the irregularities, such as depth and length. They are further limited by bad weather and poor illumination conditions, and can hardly detect abnormal road irregularities such as water-filled potholes. More importantly, when the sensor, either camera or lidar, is occluded by preceding vehicles, it is impossible to detect or locate the road irregularities.

Response-based approaches, in the indirect-sensing category, treat the road input estimation based on a vehicle vertical dynamics model, either explicit or implicit. The responses of vehicle passing over the irregular section, including body displacement, velocity and acceleration, are used as the available measurements. As an inverse dynamics problem, the task is to estimate the unknown road input...
from the system responses, given appropriate system parameters and measurements. Nguyen et al. (2019) classified the response-based approaches into three main kinds, i.e. model-based methods, data-driven methods, and frequency transfer functions. Data-driven methods require sufficient training data and are hard to handle different road types. Transfer function approaches mainly focus on the frequency domain characteristics of vertical dynamics, and can differentiate levels of stochastic road roughness. Compared to these two kinds, model-based methods are better choices to give more detailed information of road conditions ahead. Doumiati et al. (2011) assumed linear road input and used Kalman filter (KF) to estimate it from suspension deflection, vehicle body displacement and acceleration. An augmented KF was developed using the accelerometer and gyroscope in smartphones as sensors (Zhao et al., 2019a). Zhong et al. (2019) and Zhao et al. (2019b) also used smartphone sensors to detect potholes by directly solving system differential equation, while the model parameters are fit using system responses during the underdamped period after passing over a pothole. Other model-based methods, including sliding mode observer (Imine and M’Sirdi, 2006; Rath et al., 2014), jump diffusion process estimator (Li et al., 2016), and Q-parameterization (Doumiati et al., 2017), were proposed to estimate road profile and the geometric shape of irregularity.

However, these response-based approaches usually require accurate model parameters, including suspension stiffness and damping, sprung and/or unsprung masses, etc. In most researches, necessary measurements include body acceleration, while some need even more hard-to-obtain measurements, e.g. wheel centre height and suspension deflection. This implies that they may work well for experimental vehicles with high-res sensors and accurate known parameters, but are difficult for real applications in normal vehicles driving on the road which are impossible to obtain accurate parameters. More importantly, these approaches using ego vehicle responses can not detect the irregularity in advance, and thus can not be applied for automated driving system to make better planning or control such as decelerating and decreasing spring stiffness via active suspension control to ensure safety and improve ride comfort.

To address these needs, this paper proposes a novel algorithm for severe road irregularity estimation based on preceding vehicle responses. The main contributions are as follows. (i) The single degree of freedom (DOF) suspension model is reorganized into a new form for road input estimation, which needs only a few measurements available from low-cost sensors. To handle the problem of limited preceding vehicle information, the model parameters are approximated according to vehicle suspension design theories. (ii) A Kalman-filter-based algorithm is proposed to estimate road irregularities on basis of preceding vehicle responses. Validation via simulation and field data tests shows its effectiveness and robustness on different preceding vehicles.

The rest of this paper is organized as follows. Section 2 introduces the vehicle vertical dynamics model and explains the rationality of suspension parameter approximation. Section 3 details the road input estimation algorithm design by using a new form of vehicle suspension model. Then the proposed algorithm is validated using both simulation and field data, in sections 4 and 5, respectively. Finally, section 6 concludes a summary of this research and gives potential applications and improvements in future work.

2. Modeling

2.1. Vehicle vertical dynamics model

Since only the motion of the preceding vehicle tail can be well-measured by ego vehicle sensors, this paper focuses on the rear suspension model. The road roughness input is assumed equal for both left and right tyres, and the coupling effect of front and rear axles is neglected. Theoretically, a rear suspension model, including the sprung mass (vehicle body) and unsprung mass (wheel-tyre), can describe the vertical dynamics of vehicle. The key parameters of such model should at least include suspension stiffness and damping coefficient, tyre stiffness and both masses, as shown in Fig. 1(a). However, in the focused problem of estimating road irregularities, the accurate parameters of the preceding vehicle, e.g., tyre vertical stiffness, are unavailable. Additionally, it is also difficult to measure the vertical movement of preceding vehicle tyres, while its body movement can be well-measured via camera or lidar sensors. Therefore, a single-DOF mass-spring-damper rear suspension model, as shown in Fig. 1(b), is adopted here.

![Figure 1: Rear suspension model](image)

The vertical motion of vehicle body can be expressed as Eq. 1.

$$m\ddot{z} + c\dot{z} + kz = cu + ku$$

where \(m\) is sprung mass; \(c, k\) are the equivalent damping coefficient and spring stiffness of the suspension, respectively; \(z, \dot{z}, \ddot{z}\) are the vertical displacement, velocity and acceleration of the sprung mass, respectively; \(u, \dot{u}\) are road roughness input and its derivative to time, respectively.

A mass-normalized form can be derived by dividing both sides of Eq. 1 by \(m\).
where \( c_m = c/m, k_m = k/m \), are the mass-normalized damping coefficient and mass-normalized spring stiffness, respectively.

### 2.2. Model parameter approximation

For real applications, the spring stiffness and damping coefficient should be reasonable to guarantee the precision of estimation algorithm. This is achieved by considering the basics of vehicle suspension design.

When designing the suspension of a vehicle, the first step is to choose the ride frequency \( f \), which is defined as Eq. 3.

\[
f = \frac{1}{2\pi} \sqrt{\frac{k}{m}} = \frac{1}{2\pi} \sqrt{\frac{k_m}{m}}
\]

(3)

As a design guideline, the ride frequency \( f \) for the rear suspension of passenger vehicles is usually between 1.0-1.5 Hz for satisfactory ride comfort (Reimpe, et al., 2001; Yu, 2018; Wong, 2008). Then the mass-normalized spring stiffness \( k_m \) can be determined with a given ride frequency \( f \), as shown in Eq. 4.

\[
k_m = (2\pi f)^2
\]

(4)

To verify the above suspension design guideline, the rear suspension data for 38 passenger vehicle models by different OEMs in recent three years are collected. The collection includes 2 small sedans, 9 compact sedans, 4 medium sedans, 2 large sedans, 1 MPV, and 20 SUVs, which can cover the most types of daily used passenger vehicles. It is found that the ride frequency of rear suspension mainly falls between 1.3 and 1.5 Hz, as shown in Fig. 2. The mean ride frequency is 1.39 Hz, and its corresponding \( k_m \) is 76.28 N/(kg-m), with standard deviation of 0.10 Hz and 11.28 N/(kg-m), respectively.

**Figure 2:** Statistical results of passenger vehicle ride frequency and calculated \( k_m \): (a) ride frequency of rear suspension; (b) \( k_m \) of rear suspension

In the process of suspension damping design, the damping ratio \( \zeta \) plays an important role in balancing response time and overshoot of vertical vibration under the excitation of road inputs. The damping ratio \( \zeta \) is defined as Eq. 5, which is a function of \( c_m \) and \( k_m \). For passenger vehicles, for a balance between ride comfort and tyre road-holding performances, the damping ratio ranges from 0.2 to 0.4, (Wong, 2008; Heißing and Ersoy, 2011; Mitschke and Wallentowitz, 2014; Yu, 2018).

\[
\zeta = \frac{c}{2\sqrt{mk}} = \frac{c/m}{2\sqrt{k/m}} = \frac{c_m}{2\sqrt{k_m}}
\]

(5)

Therefore, the mass-normalized damping coefficient \( c_m \) can be obtained with known \( k_m \) and \( \zeta \), as shown in Eq. 6.

\[
c_m = 2\zeta \sqrt{k_m}
\]

(6)

Here, in the model the ride frequency and the damping ratio are chosen as 1.39 Hz and 0.25, respectively, while the parameter sensitivity analysis will be given in subsection 4.4.

### 3. Severe road irregularities estimation based on KF

#### 3.1. Kalman filter design

The state equation of the single-DOF rear suspension model is rewritten as Eq. 7.

\[
\begin{bmatrix}
\dot{z} \\
\dot{\dot{z}}
\end{bmatrix} =
\begin{bmatrix}
-c_m & -k_m \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
z \\
\dot{z}
\end{bmatrix}
+ \begin{bmatrix}
c_m & k_m \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{u} \\
u
\end{bmatrix}
\]

(7)

It can be seen that the road input \( u \) exists only in the equation of vertical acceleration of sprung mass \( \ddot{z} \), which means \( \ddot{z} \) needs to be measured to estimate the unknown road input in existing research (Doumiati et al., 2011; Zhao et al., 2019a; Zhong et al., 2019). However, the acceleration of the preceding vehicle is hard to be directly obtained by the sensors on the ego vehicle. Besides, the derivative of road input to time, i.e., \( \dot{u} \), is also hard to handle in estimating the road input \( u \).

Therefore, the original single-DOF rear suspension model Eq. 7 is reorganized into a new form in Eq. 8. This description is derived by utilizing the state space representation of linear differential equation which contains differentiated input. Compared with Eq. 7, the system state no longer contains the vertical acceleration \( \ddot{z} \), and the differentiated road input \( \dot{u} \) is also eliminated. That is to say, measuring vertical displacement \( z \) and velocity \( \dot{z} \) is enough to estimate the unknown road input of the preceding vehicle. The displacement can be extracted from the front-view camera, and the velocity can be acquired by differentiating the displacement.

\[
\dot{X} = AX + Bu
\]

(8)

where \( X = \begin{bmatrix} \dot{z} - c_m \dot{u} \\ z \end{bmatrix} \), is the system state, \( A = \begin{bmatrix} -c_m & -k_m \\ 1 & 0 \end{bmatrix} \), \( B = \begin{bmatrix} k_m - c_m^2 \\ c_m \end{bmatrix} \).
The system measurement equation is shown as Eq. 9.

\[ Y = CX + Du \]  \hspace{1cm} (9)

where \( Y = \begin{bmatrix} z \end{bmatrix} \), \( C = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} \), \( D = \begin{bmatrix} c_m \end{bmatrix} \).

With given \( c_m \) and \( k_m \), the state equation Eq. 8 is linear. To adapt to the form of Kalman filter, it is then discretized by introducing the state transition matrix \( \Phi = I + A_t \), and the input matrix \( \Gamma = B_t \), where \( I \) is identity matrix, \( t_s \) is the sampling time. Then the classical Kalman filter, including prediction and update process, can be described as Eq. 10 (Kalman, 1960).

\[
\begin{align*}
\hat{X}(k+1|k) &= \Phi \hat{X}(k|k) + \Gamma u(k+1) \\
P(k+1|k) &= \Phi P(k+1|k) \Phi^T + Q \\
Y_{pre}(k+1|k) &= C \hat{X}(k+1|k) + Du(k+1) \\
K(k+1|k) &= P(k+1|k)C^T (C P(k+1|k)C^T + R)^{-1} \\
\hat{X}(k+1|k+1) &= \hat{X}(k+1|k) + K(k+1|k) (Y(k+1) - Y_{pre}(k+1|k)) \\
P(k+1|k+1) &= (I - K(k+1|k)C)P(k+1|k)
\end{align*}
\]  \hspace{1cm} (10)

where \( K \) is the Kalman gain for state update; \( P \) is the covariance matrix; \( Q \) and \( R \) are the covariance of process noise and measurement noise, respectively.

The unknown road input is estimated as Eq. 11, which can be derived from Eq. 9.

\[ \hat{u}(k|k) = D_R Y(k) - C \hat{X}(k|k) \]  \hspace{1cm} (11)

where \( D_R = \begin{bmatrix} 0 & 1/c_m \end{bmatrix} \).

With a relatively short sampling time, the road inputs of two adjacent time steps may not differ greatly. Therefore, the estimated road input at time \( k \), i.e. \( \hat{u}(k|k) \), is assumed to be the input of time \( k + 1 \), i.e. \( u(k+1) \), during the state and measurement prediction steps of the classical Kalman filter. The state prediction in Eq. 10 can be rewritten as Eq. 12 by substituting Eq. 11 into the first equation in Eq. 10.

\[ \hat{X}(k+1|k) = \Phi \hat{X}(k|k) + \Gamma D_R (Y(k) - C \hat{X}(k|k)) = (\Phi - \Gamma D_R C) \hat{X}(k|k) + \Gamma D_R Y(k) \]  \hspace{1cm} (12)

\[ \hat{X}(k|k) = M^{-1} \hat{X}(k+1|k) - NY(k) \]  \hspace{1cm} (13)

Substituting Eq. 11 and Eq. 13 into the third equation of Eq. 10, the measurement prediction equation can be rewritten as Eq. 14.

\[ Y_{pre}(k+1|k) = C \hat{X}(k+1|k) + DD_R (Y(k) - C \hat{X}(k|k)) = (C - DD_R CM^{-1}) \hat{X}(k+1|k) + DD_R (I + CM^{-1}) Y(k) = H \hat{X}(k+1|k) + GY(k) \]  \hspace{1cm} (14)

Then a new form of Kalman filter is given in Eq. 15.

\[
\begin{align*}
\hat{X}(k+1|k) &= M \hat{X}(k|k) + NY(k) \\
P(k+1|k) &= MP(k|k)M^T + Q \\
Y_{pre}(k+1|k) &= H \hat{X}(k+1|k) + GY(k) \\
K(k+1|k) &= P(k+1|k)H^T \cdot (HP(k+1|k)H^T + R)^{-1} \\
\hat{X}(k+1|k+1) &= \hat{X}(k+1|k) + K(k+1|k) \cdot (Y(k+1) - Y_{pre}(k+1|k)) \\
P(k+1|k+1) &= (I - K(k+1|k)H)P(k+1|k)
\end{align*}
\]  \hspace{1cm} (15)

The overall structure of the proposed KF algorithm is shown as Fig. 3. Comparing Eq. 15 with Eq. 10, the only difference is that the model input \( u(k+1) \) is replaced by the measurement of last time step \( Y(k) \) in Eq. 15, and the coefficient matrices change correspondingly. Therefore, road input estimation based on preceding vehicle responses can be achieved with relatively easy-to-obtain measurements.

**3.2. Influence of suspension bump stop**

Since severe road irregularities are considered here, the suspension deflection may reach its compression or rebound stroke limit, i.e. bump stop. The bump stop may be hit and the suspension stiffness surges, which will significantly affect the estimation accuracy. Therefore, the model built in subsection 2.1 should be improved to cover such case.

Based on the single-DOF model, the suspension deflection is derived as \( u - z \), since the tyre is regarded as a rigid body, compared to vehicle suspension. The bump stop is regarded as a spring with a larger stiffness here. Then a piecewise suspension model is adopted, with different stiffnesses before and after threshold of suspension deflection, as shown in Eq. 16. Once the suspension deflection exceeds the threshold \( d_0 \), it can be considered that the bump stop is hit and the stiffness of the suspension increases. \( k_{spr} \) refers to the mass-normalized stiffness of the suspension spring, and \( k_{bs} \) refers to the mass-normalized stiffness of the bump stop.
\[ k_m = \begin{cases} k_{spr}, & |u - z| \leq d_0 \\ k_{spr} + k_{bs}, & |u - z| > d_0 \end{cases} \tag{16} \]

4. Validation via simulation

4.1. Benchmark algorithm

Discrete Kalman filter with unknown input (DKF-UI) is chosen as the benchmark algorithm. It was first proposed for structural damage identification (Yang et al., 2007), and has been used to estimate road roughness (Kang et al., 2019).

To meet the requirements of DKF-UI, the system state and measurement equations are revised to Eq. 17 and Eq. 18, which are slightly different from Eq. 8 and Eq. 9. In Eq. 17, as a revised form of Eq. 7, \( F = c_m \ddot{u} + k_m u \) can be viewed as the vertical force between tyre and road.

\[
\begin{bmatrix} \dot{z} \\ \ddot{z} \end{bmatrix} = \begin{bmatrix} -c_m & -k_m \\ 1 & 0 \end{bmatrix} \begin{bmatrix} z \\ \dot{z} \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \end{bmatrix} F 
\tag{17} \]

\[
\dot{X} = AX + B^* F 
\]

\[
\begin{bmatrix} \dot{z} \\ \ddot{z} \end{bmatrix} = \begin{bmatrix} -c_m & -k_m \\ 1 & 0 \end{bmatrix} \begin{bmatrix} z \\ \dot{z} \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \end{bmatrix} F 
\tag{18} \]

\[
Y^* = C^* X + D^* F 
\]

With Eq. 17 and Eq. 18, the DKF-UI algorithm, described as Eq. 19, is used to estimate the tyre-road force. Then, the unknown road input \( u \) is obtained by solving \( \ddot{F} = c_m \ddot{u} + k_m u \).

\[
\begin{align*}
\dot{X}(k+1|k) & = \Phi \dot{X}(k|k) + \Gamma^* \ddot{F}(k) \\
P^*(k+1|k) & = \Phi P^*(k|k)\Phi^T + Q \\
K^*(k+1|k) & = P^*(k+1|k)C^* (C^* P^*(k+1|k) C^* + R^*)^{-1} \\
S(k+1) & = \left[ D^* T R^{-1} \left( I - C^* K(k+1|k) \right) D^* \right]^{-1} \\
\dot{F}(k+1) & = S(k+1) D^* T R^{-1} \left[ I - C^* K(k+1) \right] Y^*(k+1|k) \\
\dot{X}(k+1|k+1) & = \ddot{X}(k+1|k) + K^*(k+1|k) \cdot \left[ Y^*(k+1) - C^* \ddot{X}(k+1|k) \right] - D^* \ddot{F}(k+1|k) \\
P^*(k+1|k+1) & = \left[ I - K^*(k+1|k) C^* \right] P^*(k+1|k) + \left[ K^*(k+1|k) C^* \right] D^* S(k+1) \\
& - \left[ I - K^*(k+1|k) C^* \right] D^* S(k+1) \\
& - \left[ K^*(k+1|k) C^* \right] D^* S(k+1)
\end{align*} 
\tag{19} \]

where \( \Gamma^* = B^* \).

It should be noted that two constraints must be satisfied to implement DKF-UI (Yang et al., 2007; Kang et al., 2019):

(i) \( B^* \neq 0 \), \( D^* \neq 0 \)

(ii) The number of measurements should be larger than the number of unknown inputs.

This means the vertical acceleration \( \ddot{z} \) must be measured to satisfy constraint (i), since only the equation of \( \ddot{z} \) contains the unknown input.

4.2. Simulation setups

Simulation experiments based on IPG CarMaker are carried out for preliminary validation of the proposed algorithm. A B-class passenger vehicle is chosen here, with rear suspension parameters shown in Table 1.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Parameter (unit) & Physical value \\
\hline
\hline
\( m \) (kg) & 664.25 \\
\( k \) (N/m) & 50000 \\
\( c \) (N s/m) & 2882.85 \\
\( k_{spr} \) (N/(kg m)) & 75.27 \\
\( k_{spr} + k_{bs} \) (N/(kg m)) & 200 \\
\( d_0 \) (m) & 0.08 \\
\( c_m \) (N s/(kg m)) & 4.34 \\
\( \zeta \) (\%) & 0.25 \\
\hline
\end{tabular}
\caption{Rear suspension parameters of simulation vehicle}
\end{table}

Fig. 4 shows the cross-section view of irregularities as the road input in the simulation, with maximum height or depth \( h_{obs} \) set to \( \pm 0.15 \), \( \pm 0.10 \) and \( \pm 0.05 \) m for six cases. Both positive and negative obstacles are considered. A positive obstacle, or a road bulge, is the section with raised height above road plane, while a negative obstacle means a pothole with lowered height below road plane. The road excitations for both rear tyres are the same, as required by the model assumptions. In simulation, the vehicle drives at different constant velocities from 10 to 30 km/h, with an interval of 5 km/h.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cross-section_view.png}
\caption{Cross-section view of irregularities in simulation}
\end{figure}

For system measurements, the vertical displacement of the rear axle is calculated from the vertical movement of vehicle centre of mass and body pitch angle, which are
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Table 2
Sensor noise variances in simulation

<table>
<thead>
<tr>
<th>Signal</th>
<th>Units</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>(z)</td>
<td>m</td>
<td>(1 \times 10^{-4})</td>
</tr>
<tr>
<td>(\dot{z})</td>
<td>m/s</td>
<td>(6.25 \times 10^{-4})</td>
</tr>
<tr>
<td>(\ddot{z})</td>
<td>m/s²</td>
<td>1</td>
</tr>
</tbody>
</table>

acquired from IPG CarMaker. The vertical velocity is obtained by differentiating the displacement, and the vertical acceleration needed for DKF-UI is obtained by differentiating the velocity. Besides, to simulate the sensor noises, normally distributed noises with zero means are added to the measurements, as shown in Table 2.

4.3. Simulation results

The estimation results of proposed algorithm and DKF-UI are shown in Fig. 5 and Fig. 6, respectively. The thick dashed lines are the groundtruth, and the thin solid lines are the estimation results at different velocities.

For qualitative analysis, it can be found that both algorithms can estimate the groundtruth shape of road irregularities, especially when \(h_{obs} = \pm 0.05, \pm 0.10\) m. The estimation for the height of road irregularities \(h_{obs}\) is accurate under different velocities, even when the \(h_{obs}\) reaches 0.15 m. However, the obstacle length estimation becomes worse with the increase of velocity.

To quantitatively analyze the estimation results, the maximum height error and length error are introduced, where maximum height error is the maximum error between the estimation and groundtruth of the peak irregularity. To discriminate the irregularity from stochastic roughness, a height threshold of 0.03 m is chosen. It means the road irregularity is distinguished only when the estimated road input magnitude is large enough, i.e., \(|\dot{u}| \geq 0.03\) m. As shown in Fig. 4, to define the length of irregular section, the first and the last stations with \(|\dot{u}| \geq 0.03\) m are chosen as the beginning and end of the road irregularity, respectively.

As shown in Fig. 7, the maximum height error of both algorithms is mainly between 0.01 to 0.03 m, and varies slightly with velocity. The max height error of DKF-UI is slightly better than the proposed algorithm.

However, there are two phenomena in the results that reflect the limitations of the single axle rear suspension model.

(i) The 1-DOF model does not consider the tyre motion. The length error varies greatly with velocity when \(h_{obs}\) is large, which is the most obvious when \(h_{obs} = 0.10\) and 0.15 m. Compared with the groundtruth, the estimation shows a delay effect, which aggravates with increasing velocity when the vehicle leaves the bulge. The same phenomenon can also be found when the vehicle enters the pothole. This is mainly because the tyre leaves the ground when the vehicle travels from high plane to low, while the vertical dynamics model adopted assumes that the tyre directly contacts with the ground. Therefore, the estimation results actually reflect the tyre displacement, and thus the delay effect occurs when the tyre leaves the ground, which is more obvious at high velocity. This explains why the length estimation is longer than ground truth in positive obstacle, and is shorter in negative obstacle in Fig. 8.

(ii) The 1-DOF model does not consider the body pitch motion. As shown in Fig. 5 and Fig. 6, estimation overshoots occur at cases with low vehicle velocity of 10 and 15 km/h while the vehicle leaves the obstacle with \(h_{obs} = -0.15m\). This is mainly caused by the measured
vertical displacement $z$ of the rear axle. Referring to subsection 4.2, since the vertical movement of vehicle centre of mass and body pitch angle are both relatively large with low vehicle velocity, this will increase the calculated vertical displacement of the rear axle $z$. The adopted rear suspension model does not consider the body pitch motion, which explains why the overshoots happen in 10 and 15 km/h cases. Such phenomenon is acceptable in practical applications for proactive driving strategies, i.e., acquiring the road conditions in advance for safer and more comfortable motion planning and control. At high speeds the road irregularities may severely threaten the driving safety and comfort, the algorithm can estimate the road input accurately enough for the ego vehicle to prepare in advance (e.g. by decelerating), and thus to mitigate the negative consequences. In contrast, if the traffic speed is low, i.e. both the preceding and ego vehicles are slow, the road irregularities may not cause serious safety concerns, so the less accurate estimation is still acceptable.

It is temptatious to consider a two-mass model including tyre motion, or a two-axle model incorporating pitch motion. However, from the perspective of ego vehicle, it is more difficult to obtain detailed parameters and measurements about the preceding vehicle’s rear tyres or front axle. Therefore, considering the practical feasibility, the single-axle rear suspension model is still a better choice.

To summarize, simulation results show that both algorithms are effective in estimating the depth under different velocities. But with fewer and easier-to-obtain measurements than that of DKF-UI, the proposed algorithm can perform almost the same as DKF-UI in both depth and length estimations of road irregularities.

Figure 6: Estimation results of DKF-UI

Figure 7: Max height errors: (a) Proposed algorithm; (b) DKF-UI

Figure 8: Length errors: (a) Proposed algorithm; (b) DKF-UI

4.4. Sensitivity analysis

To quantitatively describe the influence of vehicle parameters and to validate the robustness of the proposed algorithm, a sensitivity analysis for different $k_m$ and $c_m$ is carried out. The simulation case of $h_{obs} = -0.10$ m with velocity of 10 km/h is chosen. In the suspension model, $k_m$ varies from 40 to 120 N/(kg·m), and $c_m$ varies from 3 to 10 N·s/(kg·m). The maximum height error with different $k_m$ and $c_m$ is shown in Fig. 9.

The vehicle loading conditions will affect the sprung mass $m$, and thus the calculated $k_m$. Supposing that the vehicle is fully loaded with three people in the rear seats, and each of them weighs 60 kg, then the sprung mass of the rear suspension increases from 664.25 kg to 844.25 kg,
and $k_m$ is reduced from 75.27 N/(kg⋅m) to 59.22 N/(kg⋅m). The ride frequency varies from 1.38 Hz to 1.22 Hz, and $c_m$ varies from 4.34 N-s/(kg⋅m) to 3.41 N-s/(kg⋅m). As shown in Fig. 9, the maximum height error only increases from 0.015 m in unloaded condition to 0.025 m in fully loaded condition, reflecting that the influence caused by the loading conditions is acceptably small.

Besides, the influence of damping ratio values is also examined. In subsection 2.2, the damping ratio ranges from 0.2 to 0.4 according to suspension design theory, which results in the range of $c_m$ from 3.47 N-s/(kg⋅m) to 6.94 N-s/(kg⋅m) for the simulation vehicle model. Results show that although $c_m$ varies a lot, the maximum height error varies only from 0.015 m to 0.018 m.

Therefore, the proposed algorithm performs robustly with different $k_m$ and $c_m$, and can accommodate different passenger vehicle classes and loading conditions.

5. Field data validation

5.1. Data collection and preprocessing

To further validate the robustness and effectiveness of the algorithm on different vehicles, field data are collected in a road section with a pothole. The dynamic responses of different vehicles passing by are recorded using a camera at the roadside, with 1920x1080 resolution at 60 frames per second. In total, 76 vehicles are selected for validation.

As shown in Fig. 10, for the groundtruth, the real depth of the pothole is measured by a solid-state lidar Livox Horizon, which features non-repetitive horizontal scanning patterns, with integration time of 3 seconds. The road surface point cloud of the considered lane section is shown in Fig. 11.

For data preprocessing, it is assumed that the distance between the camera and vehicles passing the pothole remains the same. Then the real-world vertical displacement is proportional to the difference of pixel coordinates in the image captured by the camera with no pitch angle. Therefore, the vertical displacement of the sprung mass can be obtained by tracking a feature point on the vehicle body. Here, the taillights are chosen as the feature points, and are tracked by CSRT tracker (Gong et al., 2019) in OpenCV, as shown in Fig. 12.

It can be noticed that the pothole depth varies along with the lateral direction. This means the road input will be different when a vehicle passes at different lateral positions. To simplify, the depth is averaged in lateral direction so that it only varies in the longitudinal direction. The averaged road input is shown in Fig. 12. The maximum depth of averaged road input is about 0.089 m.
Estimating severe irregularities of road ahead based on preceding vehicle responses

Fig. 13. The coordinates of the tracking box centre are used to calculate the real-world vertical displacement of vehicle body. The vertical velocity is obtained by differentiating the displacement, and the vertical acceleration is obtained by differentiating the velocity. The vertical displacement and velocity are filtered by a Savitzky-Golay filter before being differentiated.

\[ t = 0.1 \, s \]
\[ t = 0.3 \, s \]
\[ t = 0.5 \, s \]

Figure 13: Taillights tracking

5.2. Results

Without loss of generality, the mass-normalized suspension parameters are chosen as the mean value of the statistical results in subsection 2.2, i.e., \( k_{spr} = 76.28 \, N/(kg \cdot m) \), \( k_{spr} + k_{bs} = 150 \, N/(kg \cdot m) \), \( c_m = 4.37 \, (N \cdot s)/(kg \cdot m) \).

Fig. 14 shows the estimation results of all 76 vehicles of both algorithms. The dashed lines are the estimation results of every single vehicle, and the thick solid line is the averaged road input, i.e. the groundtruth. It can be seen that for the first estimation, there is an obvious jump from zero in height between the first two time steps in Fig. 14(a). This is because the initial states in KF estimation are set to zero vector, while the real vehicle states, especially the vertical velocity, are not zero. For the pothole at the station of 4 m, it can be found that most estimations can approximately reflect the pothole depth and cross-section shape.

To quantitatively analyze the performances of the two algorithms, three features are chosen, i.e., max-depth, max-depth location and length of the pothole. The deepest estimation point is chosen as the max-depth point. The max-depth and the location are the estimated depth and station of the max-depth point, respectively. The station is calculated by multiplying time and the average longitudinal velocity. The average longitudinal velocity is derived by dividing the longitudinal distance the vehicle traveled and the time it spent. And this distance is obtained in the same way as the vertical displacement, which is proportional to the difference of pixel coordinates in the image. The pothole length is defined in the same way as in subsection 4.3, with the threshold of \(|\ddot{z}| = 0.03 \, m\).

The estimated road inputs with 76 vehicles are averaged at every station point, e.g. Station = 2 m, shown in Fig. 15, and then based on these averaged road inputs, the three features are determined, as summarized in Table 3. It can be found that both algorithms perform significantly better than merely measuring the vertical displacement of sprung mass \( z \), in estimating the length and depth of road irregularities. The averaged road input of DKF-UI shows underestimated pothole depth and also location offset in the longitudinal direction, while the proposed algorithm is much more accurate in depth and location estimation. This is mainly because DKF-UI needs an extra measurement \( \dddot{z} \), which is obtained by double differentiating. The noise of the original measurement \( z \) in real world data is greatly amplified by differentiating, and thus affects the estimation results. This is also why such phenomenon does not occur in simulation results with ideal measurement method.

To evaluate the pothole estimation performances for different vehicles, each estimated features with 76 vehicles...
Table 3
Length and depth estimation of averaged result along station-direction

<table>
<thead>
<tr>
<th></th>
<th>Max-depth (m)</th>
<th>Max-depth location (m)</th>
<th>Length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groundtruth</td>
<td>0.089</td>
<td>3.92</td>
<td>2.00</td>
</tr>
<tr>
<td>Proposed algorithm</td>
<td>0.084</td>
<td>4.23</td>
<td>2.80</td>
</tr>
<tr>
<td>DKF-UI</td>
<td>0.073</td>
<td>4.60</td>
<td>2.92</td>
</tr>
</tbody>
</table>

are first extracted and then their mean values are shown in Table 4 and Fig. 16. Comparing Table 3 and Table 4, though the values of the features are calculated differently, both of them indicate that the proposed algorithm can better estimate the depth, length, and location of the pothole. The statistics in Fig. 16 further show that the proposed algorithm can accurately estimate the pothole depth, while DKF-UI tend to underestimate the pothole depth.

Table 4
Mean length and depth estimation of two algorithms

<table>
<thead>
<tr>
<th></th>
<th>Max-depth (m)</th>
<th>Max-depth location (m)</th>
<th>Length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groundtruth</td>
<td>0.089</td>
<td>3.92</td>
<td>2.00</td>
</tr>
<tr>
<td>Proposed algorithm</td>
<td>0.092</td>
<td>4.21</td>
<td>3.01</td>
</tr>
<tr>
<td>DKF-UI</td>
<td>0.076</td>
<td>4.47</td>
<td>3.52</td>
</tr>
</tbody>
</table>

6. Conclusions

This paper proposes a Kalman filter based road irregularity estimation algorithm on basis of preceding vehicle responses. A new form of single-DOF suspension model is adopted, which reduces the number of necessary measurements in estimation. To solve the problem of unknown parameters of the preceding vehicle, statistics of various vehicles from different OEMs are made to give an approximation. Simulation results reflect the effectiveness of the algorithm in both depth and length estimation under different vehicle velocities, with an accurate suspension model. Besides, field data validation shows the robustness of the algorithm on different vehicles. The comparison with the benchmark algorithm underlines the advantage of fewer measurements, which is less affected by the sensor noises.

From the perspective of ego vehicle, the proposed algorithm may work as promising solution to road irregularity identification and estimation with low-cost sensors. Further, potential applications include (pro)active suspension control, enhanced driving decision for better comfort and safety, etc. For these ego vehicle applications, the general steps may go as follows.

(i) Measurement of preceding vehicle responses. The longitudinal velocity of the preceding vehicle and its distance from the ego vehicle are measured by millimeter-wave radar (MMR) and/or lidar. The vertical body displacement of the preceding vehicle is measured by a front-view camera on the ego vehicle via computer vision.

(ii) Estimation of road inputs using the algorithm. The road inputs are output as time series data.

(iii) Identification of road irregularities. When the height difference between estimated road inputs and the reference value exceeds a threshold, the road irregularity is identified.

(iv) Feature estimation of road irregularities. Combining the velocity information in step (i), its location and length of the road irregularity can be determined.

In addition, the algorithm may also be deployed in smart road system, e.g. via roadside edge computing, which can detect road damages or big debris and ignite warnings for road users and maintainers.

This work is a part of an on-going research on proactive planning algorithm for automated driving. There are still some improvements that can be done in future work.

(i) Sensing of the preceding vehicle is done by side-view camera in field data validation, which should be further validated by a front-view camera or a lidar on the ego vehicle. Motion compensation and estimation of...
distance to the preceding vehicle should be solved to acquire the vertical displacement. Besides, it is possible to determine the location and distance of the road irregularity along with the longitudinal velocity of the preceding vehicle, which can be obtained from MMR or lidar.

(ii) Further statistics on suspension parameters of different vehicle types can be collected to give a more accurate approximation according to the type of the preceding vehicle. For applications, the mass-normalized stiffness and damping coefficient may be further adaptively corrected according to the vehicle velocity.

(iii) High-resolution sensors and better tracking algorithms can be utilized for more precise measurements to improve the robustness and estimation performance of the proposed algorithm.
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