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Abstract

This study delves into the capabilities of reconfigurable intelligent surfaces (RISs) in enhancing bidirectional non-orthogonal multiple access (NOMA) networks. The proposed approach partitions RIS to optimize the channel conditions for NOMA users, improving NOMA gain and eliminating the requirement for uplink (UL) power control. The proposed approach is rigorously evaluated under four practical operational regimes; 1) Quality-of-Service (QoS) sufficient regime, 2) RIS and power efficient regime, 3) max-min fair regime, and 4) maximum throughput regime, each subject to both UL and downlink (DL) QoS constraints. By leveraging decoupled nature of RIS portions and base station (BS) transmit power, closed-form solutions are derived to demonstrate how optimal RIS partitioning can meet UL-QoS requirements while optimal BS power control can ensure DL-QoS compliance. Our analytical findings are validated through simulations, highlighting the significant benefits that RISs can bring to the NOMA networks in the aforementioned operational scenarios.
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I. INTRODUCTION

The advent of reconfigurable intelligent surfaces (RISs) has sparked a paradigm shift in the realm of wireless communication, positioning itself as a revolutionary and highly-promising solution to meet the ever-growing demands of future wireless networks. Utilizing cost-efficient reflecting elements integrated into large planes, RISs possess the capability to dynamically manipulate electromagnetic waves by altering their amplitude and/or phase, thereby enhancing the transmission environment. Through the ability to control the propagation environment, RISs have been shown to significantly improve the energy efficiency (EE) [1], spectral efficiency (SE) [2], coverage, and overall system throughput [3] of wireless networks, as well as augment the end-to-end performance of multi-hop communications [4]. Furthermore, RISs have been proposed as a supplementary technology for millimeter-wave (mmWave) and THz communications, which are highly susceptible to physical obstacles [5]. In essence, the utilization of RISs promises to revolutionize the way wireless networks operate, offering many benefits that can pave the way for an enhanced communication experience for users.

Non-orthogonal multiple access (NOMA) is a cutting-edge technology that has the potential to revolutionize the field of wireless communications by greatly improving EE and SE while addressing the limitations of its orthogonal counterpart. NOMA achieves this by utilizing the same physical resource blocks (RBs), such as time, frequency, and code, for multiple users. Specifically, power domain (PD)-NOMA utilizes the concept of successive interference cancellation (SIC) to effectively multiplex users with different transmit power and channel gains, thereby significantly enhancing system performance. In addition to its capabilities in traditional wireless networks, NOMA has also been found to have various applications in emerging technologies, such as cognitive radio, unmanned aerial vehicle-assisted cooperative networks, and simultaneous wireless information and power transfer. NOMA is a truly versatile technology with the ability to drive innovation in a wide range of fields, making it a topic of significant interest in the research community.

The integration of RIS and NOMA techniques has the potential to revolutionize the way in which wireless networks operate, as it can further improve key performance indicators of wireless networks. In recent years, there has been a surge in research studies that have sought to explore the capabilities of this combination, with several studies reporting that RIS-enabled NOMA networks can significantly improve SE and EE [6], [7]. Other works have considered dynamic and static RIS configurations for multi-user NOMA schemes [8]. Most of the literature on this topic has focused on centralized scheduling, where a base station (BS) predefined the transmission powers and other network parameters for different users. However, in multi-user PD-NOMA networks, this approach is known to suffer from the issues such as power control and resource allocation complexities, as well as an increase in channel state information (CSI) acquisition [9]. These problems in centralized grant-based scheduling approaches must be addressed to reduce complexity at the receiver end of the downlink (DL) and uplink (UL) networks.

To this end, RISs can remedy these problems by creating over-the-air receive power disparity and providing grant-free NOMA (GF-NOMA) [10]. Several recent studies have demonstrated the potential of GF-NOMA schemes, where NOMA users can operate without grant acquisition. The PD-GF-NOMA approach aims to exclude power control and CSI acquisition, especially at the UL transmission, allowing battery...
and computational power-limited user equipments (UEs) to access available resources without grant acquisition. Accordingly, this paper focuses on a RIS-empowered GF-NOMA method that utilizes the power reception disparity to employ novel algorithms to optimize RIS element assignments and power allocation. By doing so, it aims to address the issues associated with centralized grant-based scheduling approaches and pave the way for a more efficient and streamlined communication experience for users.

A. Related Works

1) RIS-Empowered NOMA Networks: Recently, the benefits of RIS-NOMA networks have been applied to various emerging technologies, such as mmWave communication [11], multi-user and multi-cell networks [12], [13], and physical layer security [14]–[16]. The authors in [6] explored the utilization of a DL priority-oriented RIS-assisted NOMA network and demonstrated that the proposed model yields an improved ergodic capacity. The integration of RIS technology with NOMA poses several optimization challenges, including rate optimization, optimal power allocation, RIS phase configuration, and UE distribution. To address these challenges, the authors in [17] optimized the achievable rate in the RIS-aided DL transmission scenario under practical system configurations and developed a resource allocation algorithm to maximize the average sum-rate.

Additionally, the authors in [18] proposed a RIS-enabled PD-NOMA scheme to achieve practical channel gain differences within NOMA users, and revealed that RIS technology can assist in enlarging channel gain differences, and the effectiveness of the proposed difference-of-convex algorithm in minimizing transmit power.

Furthermore, the authors in [19] investigated a RIS-empowered NOMA-aided backscatter communication system and jointly optimized the power of reflection coefficients and phase shifts to achieve superior performance compared to the conventional NOMA and OMA backscattering systems, through a low complexity algorithm. Additionally, in [7], the authors studied a RIS-deployed NOMA mobile edge computing network, intending to minimize the sum energy consumption through optimization of transmission rate, power control, and passive phase shifters. The results demonstrated the effectiveness of the proposed algorithm in increasing EE of the system. Similarly, in [20], a two-step machine learning (ML) method was proposed to jointly optimize power allocation, phase shift, and user localization, while, in [21], ML-based algorithms were applied to RIS-empowered NOMA networks for phase shift design and NOMA user partitioning, and, in [22], a deep reinforcement learning (DRL) approach was applied to optimize the network.

2) Grant-Free NOMA Networks: The fundamental principle of NOMA is to simultaneously transmit multiple streams of information over the same radio RBs by utilizing advanced multi-user signal decoding algorithms at the receiver [23]. Various methods have been proposed in the literature to separate users in NOMA networks, such as spreading, scrambling, interleaving, or multiple domains [9]. These methods all employ a common approach of multiplexing users over the same time-frequency RBs with the use of differentiated parameters. However, the existing literature primarily focuses on centralized scheduling plans, where in DL transmission, the BS predetermines the power levels of each user, which leads to a significant increase in signaling overhead. In UL traffic, users must be aware of the channel quality of other users in order to align their transmission power accordingly. In light of these challenges, the use of GF-NOMA has become an indispensable technique for reducing signaling overhead and computational complexity at the receiver [24]. A variety of techniques for GF-NOMA, such as multiple access-, compressed sensing-, compute and forward-based, have been extensively discussed in the literature.

The researchers have extensively explored the potential of GF-NOMA to enhance the performance of wireless communication systems. In [25], the authors investigated the use of ALOHA GF-NOMA schemes to mitigate user complexity and increase throughput, while [26] proposed a collision avoidance method for GF-NOMA. The utilization of GF-NOMA has also been studied from a stochastic geometry perspective for semi-GF and compressed sensing-based schemes in [27] and [28], respectively. Furthermore, the authors in [29] applied the index modulation method in the UL GF-NOMA transmission scenario. Additionally, the application of artificial intelligence (AI) techniques has been explored to optimize the performance of GF-NOMA. In [30], the authors proposed a deep learning approach to solve the variational optimization problem for GF-NOMA, while, in [31], random and structured sparsity learning was utilized to reduce users’ signaling overhead. Finally, the use of DRL was proposed in [32] and [33] to optimize the transmit power in semi- and full GF-NOMA schemes, respectively.

The GF-NOMA scheme can also be implemented using the method of RIS partitioning, where a specific number of RIS elements are dedicated to relaying the superimposed signal from BS to each NOMA user [34]–[36]. Unlike the previous studies, this paper delves into the application of the RIS partitioning approach in both DL and UL NOMA networks, where the RIS elements are optimally allocated to the corresponding NOMA users to create a disparity in receive power over-the-air and to provide a grant-free opportunity for users. Furthermore, the optimization of power and RIS element allocations will be carried out while taking into account various system parameters.

B. Main Contributions

The main contributions of this work can be summarized as follows:

- The present study brings to light a pioneering approach that addresses the joint optimization of RIS partitioning and BS power control in order to facilitate bidirectional NOMA traffic, while concurrently satisfying both DL and UL Quality-of-Service (QoS) demands. The proposed strategy encompasses the GF-NOMA scheme in UL transmission, as the need for power control by UEs is
C. Paper Organization

The rest of the work is organized as follows. Section II introduces and describes the system model and the corresponding transmission protocol for the given RIS-enabled GF-NOMA network. Section III states the optimization problems, such as the RIS and power efficient regime, max-min fairness, and max sum-rate, considering their solutions’ methodology. In Section IV, the corresponding numerical results with detailed discussions are considered for the performance evaluation. Lastly, we provide concluding remarks in Section V.

II. SYSTEM MODEL

A. System Topology

This study explores the bidirectional transmission of a RIS-assisted NOMA network that comprises single antenna BS/UEs and RIS with $K$ passive reflecting elements, as depicted in Fig. 1. The channels are assumed to follow the Nakagami-$m$ fading model, as detailed in [37], and the availability of CSI is assumed to be obtained through advanced, state-of-the-art model-based or data-driven channel estimation methods, such as those presented in [38], [39]. With CSI at hand, BS is able to compute the optimal RIS phase shifts and transmit them to the RIS controller via a dedicated wireless [40] or wired [41] feedback channel. In NOMA schemes, the power reception disparity is a crucial factor determining the overall performance gain over its orthogonal counterpart. In order to mitigate this, RIS is partitioned to serve multiple users such that each partition is configured to improve the link quality of the relevant user. As a result, each user receives the reflected signal with coherently and non-coherently aligned phases from its own and other users’ partitions, respectively. This approach improves the overall system performance by ensuring each user receives a signal optimally tailored to users’ specific needs.

B. Bidirectional Transmission Protocol

In the following, we outline the transmission protocol for DL and UL RIS-assisted NOMA networks with two users. It is worth noting that, for the purpose of simplicity, we consider only two NOMA users in this analysis. However, it is important to acknowledge that serving multiple NOMA nodes can pose significant challenges, as the complexity of the SIC process escalates exponentially with an increased number of users, as previously reported in the literature such as [42]. Furthermore, this issue is further exacerbated by an increased number of users, as previously reported in the literature such as [43].

1) DL Transmission: In the DL transmission (see Fig. 1a), $U_i, i \in \{1, 2\}$, receives the following signal

$$\tilde{y}_i = \sum_{k=1}^{K_i} g_{i,k} h_k \psi_i e^{j\theta_{i,k}} + \sum_{k=1}^{K_2} g_{i,k} h_k \psi_i e^{j\theta_{i,k}} \times \sqrt{P_0} \left[ \sqrt{\beta_1} x_1 + \sqrt{\beta_2} x_2 \right] + n_i,$$  

(1)

where $P_0$ corresponds to the transmit power at BS; $K_i = [\alpha_i K]$ and $K_i = [\alpha_r K]$, with $\alpha_i$ and $\alpha_r$ denoting the RIS
elements allocation coefficients with \( i, r \in \{1, 2\}, i \neq r \) and \( \alpha_i + \alpha_r \leq 1 \); \( K \) corresponds to the overall number of RIS elements deployed. \( \beta_1 \) and \( \beta_2 \) denote the BS power allocation coefficients. \( \beta_1 + \beta_2 \leq 1 \); \( g_{i,k} \) is the channel between user \( i \) and RIS portion’s \( k \)th element while \( h_k \) denotes the channel between the \( k \)th element and BS; \( \psi_i = d_{i,k}^r d_{i,k}^β \rho \), where \( d_{i,k}^r \) and \( d_{i,k}^β \) denote the corresponding distances of UE\(_r\)-RIS and RIS-BS links, respectively; \( \tau \) is the path-loss coefficient, and \( \rho \) is the reflecting coefficient; \( n_i \) corresponds to the additive white Gaussian noise (AWGN) with the variance of \( \sigma_i^2 \). Finally, \( \hat{\theta}_{i,k} \) denotes the RIS’s phase adjusting coefficients for NOMA user \( i, \forall i \in \{1, 2\} \), in the DL transmission scenario, which can be expressed as \( \hat{\theta}_{i,k} = -(\arg[g_{i,k}] + \arg[h_k]) \). The following expression of the received signal is not tractable for analytical purposes; therefore, we propose an approximate representation which can be written as

\[
y_i = \left[ \begin{array}{c}
\alpha_i \sum_{k=1}^{K} g_{i,k} h_k \psi_i e^{j \hat{\theta}_{i,k}} + \alpha_r \sum_{k=1}^{K} g_{r,k} h_k \psi_r e^{j \hat{\theta}_{r,k}} \\
\end{array} \right] \times \sqrt{P_b} \left[ \sqrt{\beta_i x_1} + \sqrt{\beta_2 x_2} \right] + n_i, \quad (2)
\]

which will be compared with the exact model in the prospective numerical results section. Without loss of generality and for the sake of explanation clarity, we assume that \( U_1 \) has a stronger channel. In this case, \( U_1 \) detects the signal of \( U_2 \) first, removes \( U_2 \)’s message from the received signal, and only then decodes its own message. On the other hand, \( U_2 \) can decode its message by treating the message of \( U_1 \) as interference. Subsequently, the generalized signal-to-interference-to-noise ratio (SINR) for each user can be expressed as

\[
\gamma_i(\alpha, \beta) = \frac{\beta_i P_b \left[ \alpha_i \sum_{k=1}^{K} \psi_i e^{j \theta_{i,k}} + \alpha_r \sum_{k=1}^{K} \psi_r e^{j \theta_{r,k}} \right]^2}{\xi \beta_r P_b \left[ \alpha_i \sum_{k=1}^{K} \psi_i e^{j \theta_{i,k}} + \alpha_r \sum_{k=1}^{K} \psi_r e^{j \theta_{r,k}} \right]^2 + \sigma_i^2}, \quad (3)
\]

where \( \alpha = [\alpha_1, \alpha_2] \), \( \beta = [\beta_1, \beta_2] \), \( \Psi_i = g_{i,k} h_k \psi_i \) and \( \xi \) is a decoding order variable given by

\[
\xi = \begin{cases} 
1, & \text{if } i = 2, \\
0, & \text{if } i = 1.
\end{cases} \quad (4)
\]

which dictates which user cancels or experiences interference, as explained above.

2) UL Transmission: Unlike the DL transmission, we impose no power control at UE side. Alternatively, the power control required for UL NOMA is constituted by manipulating RIS partitions. This inherently paves the way for over-the-air power control as power reception disparity is needed by NOMA managed by RIS without explicit power control at the UE side. In light of these discussions, during the UL transmission (see Fig. 1b), the signals transmitted by both users are superposed at BS as follows

\[
\hat{y} = \sqrt{P_1} \left[ \alpha_i \sum_{k=1}^{K} Y_{i,k} e^{j \hat{\theta}_{i,k}} + \alpha_2 \sum_{k=1}^{K} Y_{2,k} e^{j \hat{\theta}_{2,k}} \right] x_1 \\
+ \sqrt{P_2} \left[ \alpha_2 \sum_{k=1}^{K} Y_{2,k} e^{j \hat{\theta}_{2,k}} + \alpha_i \sum_{k=1}^{K} Y_{i,k} e^{j \hat{\theta}_{i,k}} \right] x_2 + n_b, \quad (5)
\]

where \( Y_{i,k} = g_{i,k} h_{i,k} \psi_i \), \( P_1 \) and \( P_2 \) are the transmit power of NOMA users, \( n_b \) is AWGN with the variance of \( \sigma_b^2 \); \( h_{i,k} \) is the channel between the definite part of RIS’s \( k \)th element, passing UE\(_i\)’s signal; \( \hat{\theta}_{i,k} \) is the RIS’s phase shifting parameter for the UL transmission, which can be expressed as \( \hat{\theta}_{i,k} = -(\arg[g_{i,k}] + \arg[h_{i,k}]) \). From (5), the receiving generalized SINRs can be expressed as

\[
\gamma_i(\alpha) = \frac{P_i \left[ \alpha_i \sum_{k=1}^{K} \psi_i e^{j \theta_{i,k}} \right]^2}{\xi C \beta r P_i \left[ \alpha_i \sum_{k=1}^{K} \psi_i e^{j \theta_{i,k}} \right]^2 + \alpha_r \sum_{k=1}^{K} \psi_r e^{j \theta_{r,k}}^2 + \sigma_a^2}, \quad (6)
\]

where \( \xi C \) is the complement of DL decoding order \( \xi \), describing the key distinction between the DL and UL transmissions. Unlike the DL SINR expression in (3), the UL SINR expression in (6) is a function of \( \alpha \) as there is no power control at the UE side. The UL NOMA protocol is performed precisely opposite to DL NOMA. BS performs SIC in the UL scenario, where preserving the difference between the received superimposed signal is vital. Given identical users’ transmit powers, such difference is achieved with their corresponding channel gains. Thus, BS receives more substantial signal power from the user with a stronger channel gain. Then, unlike in DL NOMA, the stronger user’s message is decoded by treating other messages as interference, while a weak user’s message will be decoded after removing the stronger user’s message from the received signal. Without loss of generality, the rest of the paper considers unity system bandwidth for the sake of presentation. Therefore, SE and data rate are used interchangeably throughout the paper.

## III. Problem Statement and Solution Methodology

This section first presents formal problem statements and then develops the proposed solution methodologies. By taking the DL and UL QoS constraints into account, we focus on optimal RIS partitioning for four main transmission regimes: QoS sufficient regime, the RIS and power efficient regime, the max-min fair regime, and the maximum throughput regime, which are explained in detail next.

### A. QoS Sufficient Regime

As an essential background to the next optimization problems, we first focus on the QoS sufficient regime that ensures all QoS constraints are satisfied for all users for both UL and DL transmissions. Solving the QoS sufficient regime helps us understand the feasible regions of RIS portion allocations facilitating the bidirectional traffic, which will eventually pro-
vide a basis for the other regimes considered in subsequent subsections. The feasibility problem can be formulated as

\[
\begin{align*}
\mathbf{P}_0: & \min_{\alpha_1, \alpha_2} & & \alpha_1 + \alpha_2 \\
& \text{s.t.} & & \tilde{\gamma}_i(\alpha, \beta) \geq \gamma_{ih}, i \in \{1, 2\}, \\
& & & \gamma_i(\alpha) \geq \gamma_{ih}, i \in \{1, 2\}, \quad (7) \\
& & & \alpha_1 + \alpha_2 \leq 1, \\
& & & \alpha_1 \in [0, 1], \alpha_2 \in [0, 1],
\end{align*}
\]

where \(C_0^1\) and \(C_0^2\) are the UL and DL QoS constraints, \(C_0^3\) is the total RIS portion allocation constraint, \(C_0^4\) is the domain of optimization variables. The feasible region of \(\alpha_i, i \in \{1, 2\}\), can be obtained by finding the roots of inequality constraints in \(C_0^1\) and \(C_0^2\). Accordingly, the following lemma provides the feasible region of RIS portions that satisfies the UL and DL QoS constraints.

**Lemma 1:** For given BS power allocation, the QoS sufficient feasible region of \(\alpha_i, i \in \{1, 2\}\), is given by

\[
\max_{j \in \{1, 2\}} \left\{ \alpha_i^j, \ell(eta), \alpha_i^j, \ell(eta) \right\} \leq \alpha_i \leq \min_{j \in \{1, 2\}} \left\{ \alpha_i^j, \ell(eta), \alpha_i^j, \ell(eta) \right\},
\]

(8)

where \(\alpha_i^j, \ell(eta)/\alpha_i^j, \ell(eta)\) denotes the lower bound (LB) of \(\alpha_i\) that satisfies the UE\(_j\)'s UL/DL QoS constraints. Likewise, \(\alpha_i^j, \ell(\beta)/\alpha_i^j, \ell(\beta)\) represents the upper bound (UB) of \(\alpha_i\) that satisfies the \(U_i\)'s UL/DL QoS constraints. The feasibility of ranges provided in (8) is subject to the satisfaction of \(C_0^3\) in (7).

**Proof:** Please see Appendix A.

\[\blacksquare\]

### B. RIS and Power Efficient Regime

The RIS and power efficient regime aims at optimizing both RIS portions \(\alpha_i, i \in \{1, 2\}\), and power allocation parameters \(\beta_i, i \in \{1, 2\}\), to reach minimal use of the BS transmit power and RIS elements subject to the user-specific DL and UL QoS constraints. In this way, the RIS and power efficient regime will enable the efficient use of RIS and power, sparing the remaining BS transmit power and RIS elements for other purposes. Unlike the high transmission power available at the BS side, the battery-limited UEs are generally restricted by low transmission powers. Since we are interested in manipulating the UL power control through RIS partitioning, determining optimal RIS partitions jointly for both UL and DL traffic may yield infeasible solutions. Accordingly, we propose to manage the RIS and power usage minimization problem in two stages: first, we obtain the minimal RIS element allocations that satisfy the UL QoS constraints. Next, the BS power consumption is minimized while satisfying the DL QoS constraints based on the UL optimal RIS partitions.

The RIS usage optimization problem for the UL scenario can be formulated as

\[
\begin{align*}
\mathbf{P}_1: & \min_{\alpha_1, \alpha_2} & & \alpha_1 + \alpha_2 \\
& \text{s.t.} & & \tilde{\gamma}_i(\alpha) \geq \gamma_{ih}, i \in \{1, 2\}, \\
& & & \gamma_i(\alpha) \geq \gamma_{ih}, i \in \{1, 2\}, \quad (9) \\
& & & \alpha_1 + \alpha_2 \leq 1, \\
& & & \alpha_1 \in [0, 1], \alpha_2 \in [0, 1],
\end{align*}
\]

where \(C_1^1\) is the UL QoS constraint, \(\gamma_{ih} = 2^{R_{ih}} - 1\) is the UL QoS requirement of \(U_i, i \in \{1, 2\}\). \(C_1^2\) limits the total partitioning to the actual number of elements, and \(C_1^3\) defines the variables domain. It is worth noting that the minimal RIS element usage will be attained when all QoS constraints are satisfied at equality, i.e., \(\gamma_i(\alpha) = \gamma_{ih}, i \in \{1, 2\}\), since providing users with higher rates will require higher RIS element usage and violate the objective function. Due to the complexity of \(C_1^1\), the CF solutions for this problem are presented with neglecting the impact of not-aligned phases. Nevertheless, the CF solutions for the original configuration were derived with the assistance of numerical solvers and will be presented in the proceeding numerical results section. Accordingly, the following lemma provides CF optimal RIS portions that minimize the RIS usage while satisfying the UL QoS constraints.

**Lemma 2:** The minimum RIS portions satisfying all UL QoS constraints are given by

\[
\alpha_1 = \sqrt{\frac{\alpha_1^1 \gamma_{ih}^2 (\sigma_1^2 + \alpha_2^2 B_2^2 P_2)}{P_1 B_1^2}}, \quad \alpha_2 = \sqrt{\frac{\alpha_1^2 \gamma_{ih}^2}{P_2 B_2^2}}.
\]

(10)

**Proof:** Please see the proofs and notations in Appendix B. \[\blacksquare\]

Having obtained both \(\alpha_1\) and \(\alpha_2\), the optimization problem for the DL scenario can be likewise defined as

\[
\begin{align*}
\mathbf{P}_2: & \min_{\beta_1, \beta_2} & & \beta_1 + \beta_2 \\
& \text{s.t.} & & \tilde{\gamma}_i(\beta, \alpha) \geq \gamma_{ih}, i \in \{1, 2\}, \\
& & & \tilde{\gamma}_i(\beta, \alpha) \geq \gamma_{ih}, i \in \{1, 2\}, \quad (11) \\
& & & \beta_1 + \beta_2 \leq 1, \\
& & & \beta_1 \in [0, 1], \beta_2 \in [0, 1],
\end{align*}
\]

where \(C_2^1\) is the DL QoS constraint, \(C_2^2\) limits the total transmit power, and \(C_2^3\) characterizes the variables domain. Similar to \(C_1^1\), \(C_2^1\) is also satisfied with equality, i.e., \(\tilde{\gamma}_i(\beta, \alpha) = \gamma_{ih}, i \in \{1, 2\}\), at the optimal point since providing a DL rate more than the required QoS threshold will result in consuming more power and violate the optimality.

**Lemma 3:** Using the minimal RIS portions \(\alpha\), the optimal power allocations minimizing the total power consumption while satisfying DL QoS constraints are given by

\[
\beta_1^\star = \frac{\gamma_{ih}^2 \sigma_1^2}{\alpha_1^2 A_1^2 P_1}, \quad \beta_2^\star = \frac{\gamma_{ih}^2 (\sigma_2^2 + \alpha_1^2 A_2^2 P_2)}{P_2\alpha_2 A_2^2}.
\]

(12)

**Proof:** Please see Appendix C. \[\blacksquare\]

### C. Max-Min Fair Regime

Unlike the predefined QoS constraints in the previous optimization problem, the max-min fair regime aims at maximizing the minimum data rate achievable by both users across the DL and UL directions. Therefore, the max-min fair regime problem can be formulated as

\[
\max_{\alpha} \left( \min_{i \in \{1, 2\}} \left\{ \tilde{\gamma}_i(\alpha), \gamma_i(\alpha) \right\} \right) \quad \text{s.t.} \quad \alpha_1 + \alpha_2 \leq 1.
\]

(13)
Following the standard definition of max-min fairness, the worst-performing transmission should be pushed to its upper limit to enhance the overall system’s performance, yielding a unique optimal max-min fair rate common for all users in both directions. It is worth noting that the optimal max-min rate (MMR) solution requires the exploitation of entire RIS elements (i.e., $\alpha_1 + \alpha_2 = 1$), thus reducing the RIS portioning variables to a single variable (i.e., $\alpha_1 = \alpha, \alpha_2 = 1 - \alpha$). Also denoting this common rate as an auxiliary variable $R_{\text{th}}$, the problem in (13) can be equivalently formulated as follows

$$
\mathbf{P}_3 : \max_{\alpha, R_{\text{th}}} \quad R_{\text{th}} \quad \text{s.t.} \\
C_{31}^1 : \gamma_1(\alpha) \geq \gamma_{\text{th}}, i \in \{1, 2\}, \\
C_{32}^1 : \gamma_1(\alpha) \geq \gamma_{\text{th}}, i \in \{1, 2\}, \\
C_{33}^1 : \alpha \in [0, 1]
$$

where $\gamma_{\text{th}} = 2^{R_{\text{th}}/B} - 1$. The optimal RIS portions and max-min fair rates can be obtained by solving the set of equations dictated by $C_3^1$ and $C_3^2$, i.e., $\gamma_1(\alpha) = \gamma_2(\alpha) = \gamma_1(\alpha) = \gamma_2(\alpha) = R_{\text{th}}$. Following the similar solution methodology presented for the feasible region, the optimal portion $\alpha$ will be attained when the lower and upper bounds are equal to each other. However, reaching the max-min fairness achievable by the network’s true capability is not possible without power control. This issue is depicted in Fig. 2, which shows the upper and lower bounds of $\alpha$ with respect to increasing the max-min fair rate, $R_{\text{th}}$. Without power control, the UB curve drops suddenly at 2.32 [bits/s/Hz] for $\beta_2 = 0.8$. This premature drop can be alleviated by introducing DL power control at BS for two reasons: 1) BS already coordinates with the RIS controller and has a higher degree of power control freedom thanks to the available high transmit power, and 2) requiring users to perform UL power control voids the spirit of inherent GF-NOMA of the proposed system model. Accordingly, we restate the previous problem with the DL power control variables as follows

$$
\mathbf{P}_4 : \max_{\alpha, \beta, R_{\text{th}}} \quad R_{\text{th}} \quad \text{s.t.} \\
C_{41}^1 : \gamma_i(\alpha) \geq \gamma_{\text{th}}, i \in \{1, 2\}, \\
C_{42}^1 : \gamma_i(\alpha, \beta) \geq \gamma_{\text{th}}, i \in \{1, 2\}, \\
C_{43}^1 : \alpha \in [0, 1], \beta \in [0, 1]
$$

where we again have a single DL power control variable since BS must exploit its allowed maximum transmit power to reach the highest possible max-min rate (i.e., $\beta_1 + \beta_2 = 1, \beta_1 = \beta, \beta_2 = 1 - \beta$). We solve this joint DL power control and RIS partitioning problem following the same intuition explained in Section III-B: we obtain optimal RIS partition and BS power allocation in two stages. The following lemma first finds the optimal portion, $\alpha$, yielding both users’ max-min fair UL rates.

**Lemma 4:** The optimal RIS portion that yields the max-min fair UL rate is given by

$$
\alpha = -\frac{b_m}{4a_m} + \frac{\pm 2}{\sqrt{2}} \alpha \cdot \frac{3A_1 + 2g_0 \pm 2\tilde{B}_2}{E_2}
$$

where both $\pm_1$ have the same sign, while $\pm_s$ is independent.

**Proof:** Please see the proofs and notations in Appendix D. □

Based on given RIS portions in Lemma 4, the following lemma provides the CF DL power allocation that yields the DL rates the same as UL rates.

**Lemma 5:** Based on the RIS portion defined in (16), the power allocation factor that gives max-min fair DL rates equal to the UL max-min fair rates is given by

$$
\beta = \frac{-\tilde{B}_2 \pm \sqrt{\tilde{B}_2^2 - 4\tilde{A}_2\tilde{C}_2}}{2\tilde{A}_2}
$$

**Proof:** Please see Appendix E.

In order to illustrate the impact of DL power control, Fig. 2 shows UB and LB of $\alpha$ with respect to the max-min rate auxiliary variable $R_{\text{th}}$. As we increase $R_{\text{th}}$, UB experiences a sharp drop around $R_{\text{th}} = 1$ and $R_{\text{th}} = 2.35$ for $\beta_2 = 0.5$ and $\beta_2 = 0.8$, respectively. On the other hand, the optimal BS power allocation ($\beta = 0.002$) allows UB and LB of $\alpha$ to finally match around $\alpha = 0.88$, yielding overall bidirectional max-min SE of $R_{\text{th}} = 5.6$ [bits/s/Hz]. That is, the lack of BS power control leads to the immature drop of the UB curve, yielding a suboptimal max-min rate performance. Fig. 2 also provides an explanation of the previous subsections’ strategy of finding RIS partitions first and then adjusting the BS power allocations accordingly.

**D. Maximum Throughput Regime**

In the maximum throughput regime, our goal is to maximize the weighted sum-rate of bidirectional traffic subject to the UL and DL QoS constraints. Hence, this problem is formulated as
follows

\[
\mathbf{P}_5: \max_{\alpha, \beta} \omega \sum_i \tilde{\gamma}_i(\alpha) + (1 - \omega) \sum_i \tilde{\chi}_i(\alpha, \beta)
\]

\[
\begin{align}
C_2^0: & \quad \tilde{\gamma}_i(\alpha) \geq \tilde{\chi}_i(\alpha), i \in \{1, 2\}, \\
C_2^2: & \quad \tilde{\gamma}_i(\alpha, \beta) \geq \tilde{\chi}_i(\alpha, \beta), i \in \{1, 2\}, \\
C_2^3: & \quad \alpha \in [0, 1], \beta \in [0, 1]
\end{align}
\]  
(18)

where \( \tilde{R}_i = \log_2(1 + \tilde{\gamma}_i(\alpha)) \) and \( \tilde{\tilde{R}}_i = \log_2(1 + \tilde{\chi}_i(\alpha)) \), with \( \tilde{R}_i \) and \( \tilde{\tilde{R}}_i \) denoting the rates of \( \mathcal{U}_i \) for the UL and DL transmissions, respectively; \( 0 \leq \omega \leq 1 \) is the design parameter and should be set based on the underlying network’s directional traffic volume; for example, symmetrical traffic would require \( \omega = 0.5 \). Similar to the max-min fair problems, \( \mathbf{P}_5 \) also has a single RIS partitioning variable since all elements must be used to reach maximum throughput (i.e., \( \alpha_1 + \alpha_2 = 1 \), \( \alpha_1 = \alpha, \alpha_2 = 1 - \alpha \)). In the next section, we solve \( \mathbf{P}_5 \) using metaheuristic algorithms by setting the RIS portions to their feasible regions given in Lemma 1.

IV. NUMERICAL RESULTS AND DISCUSSION

In this section, we validate the derived CF solutions and assess the performance of bidirectional NOMA traffic under various system parameters. The default simulation parameters are listed in Table I, unless specified otherwise. The problems discussed in the preceding section can be transformed into geometric programming (GP) problems [44]–[48], which can be efficiently solved using numerical solvers, such as the GP toolbox of CVX, a sophisticated convex programming toolbox designed for Matlab [49]. However, the CF derivations offered in this work are critical to achieve optimal RIS partitioning while minimizing computational complexity, hardware costs, and power consumption. Therefore, we utilize the GP solver of CVX to validate our analytical results in the following discussion. It is important to note that the complex-valued terms in the SINR expressions arising from the non-coherently aligned portion of RIS prevent us from transforming the problems into GP problems. As a result, the solutions obtained using CVX ignore the signals received from the non-coherently aligned portion. Despite ignoring the impact of misaligned channels throughout this section, we will demonstrate that the impact of non-coherent phases on the system performance is negligible. In the following discussion, we provide validation of our analytical findings and showcase the system’s performance under various operational regimes.

A. QoS Sufficient Regime

This subsection provides the simulation results to validate the analytically derived solutions for the QoS sufficient regime provided in Lemma 1. To this aim, we define the following indicator function to measure the feasibility of the problem as

\[
\chi_A(x) = \begin{cases} 
1, & \text{if } x \in A, \\
0, & \text{otherwise},
\end{cases}
\]  
(19)

Table I. Table of Parameters.

<table>
<thead>
<tr>
<th>Reflection coefficient</th>
<th>$\rho = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RIS elements</td>
<td>$K = {96, 128, 256, 512}$</td>
</tr>
<tr>
<td>BS-RIS distance</td>
<td>$d_{k,b} = 150 \text{ m}$</td>
</tr>
<tr>
<td>RIS-$\mathcal{U}_i$ distance</td>
<td>$d_{1,k} = 59 \text{ m}$</td>
</tr>
<tr>
<td>RIS-$\mathcal{U}_i$ distance</td>
<td>$d_{2,k} = 61 \text{ m}$</td>
</tr>
<tr>
<td>Cost loss</td>
<td>$\tau = 22$ [50]</td>
</tr>
<tr>
<td>$m$ parameter</td>
<td>$m = {1, 2, 3}$</td>
</tr>
<tr>
<td>Noise power</td>
<td>$\sigma_n^2 = -60 \text{ dBm}$ [51], [52]</td>
</tr>
<tr>
<td>Transmit power from BS</td>
<td>$P_b = 50 \text{ dBm}$</td>
</tr>
<tr>
<td>Transmit power from $\mathcal{U}_i$</td>
<td>$P_1 = P_2 = 10 \text{ dBm}$</td>
</tr>
<tr>
<td>Rate QoS constraint</td>
<td>$R_n = R_{\bar{n}} = R_{\bar{n}} = 2 \text{ bits/s/Hz}$</td>
</tr>
<tr>
<td>Weight variable</td>
<td>$\omega = 0.5$</td>
</tr>
</tbody>
</table>

Fig. 3. Validation of derived feasibility regions.

Fig. 3 illustrates the system’s feasible region under different parameter setups. The vertical axis in the figure defines the satisfaction of the conditions $C_0^0$ and $C_2^2$ provided in (7)

\[
\begin{cases} 
\chi_{\tilde{\gamma}_i(\alpha)}(\alpha) > \chi_{\tilde{\chi}_i(\alpha)}(\alpha) \\
\chi_{\tilde{\gamma}_i(\alpha, \beta)}(\alpha, \beta) > \chi_{\tilde{\chi}_i(\alpha, \beta)}(\alpha, \beta)
\end{cases}
\]

The feasibility region in this study refers to the region in which all users’ SINRs surpass the desired QoS threshold value. If the user’s SINR surpasses the designated threshold value, the condition is satisfied, and the logical one is assigned, signifying that the user is within the feasible region. Conversely, if the condition is violated, a zero is assigned to indicate a non-feasible region. For the system under consideration, two scenarios are set: $K = 128$ with a QoS threshold of $\gamma_{\bar{n}} = 1 \text{ bits/s/Hz}$, and $K = 512$ with a QoS threshold of $\gamma_{\bar{n}} = 2 \text{ bits/s/Hz}$. In the latter scenario, the feasible region is defined when the value of $\alpha_1$ lies between 0.62 and 1, while in the former scenario, the feasibility region is broader, stretching from 0.5 to 1, due to the lower QoS demands. It is noteworthy that the simulated results align perfectly with the analytical performance of the feasible region, as determined by UB and LB, respectively, which characterize the range of $\alpha_1$ for meeting the QoS constraints.

The feasibility region in the proposed system is characterized
by the range of values of $\alpha_1$ for which all users’ SINRs exceed the specified QoS threshold. The feasibility region becomes narrower as the rate threshold increases, until the lower and upper bounds converge at a specific point that defines the optimal RIS partitioning coefficient for achieving the maximum min-rate for both DL and UL transmissions. Fig. 4 provides a visual representation of the feasible region as a function of the rate threshold and $\alpha_1$ for different $K$ and RIS configurations. The results show that the proposed analytical solutions for the upper and lower bounds, as presented in Appendix A, accurately match the simulated performance, providing further validation of the derivations. Additionally, a comparison between the aligned and not aligned phase scenarios reveals that the difference in performance is negligible for a high number of RIS elements, justifying the assumption made in the analysis.

**B. RIS and Power Efficient Regime**

Fig. 5 presents a visual representation of the results from the optimization of RIS and power efficiency, taking into account the threshold rate, and utilizing the analytically derived coefficients $\hat{\alpha}_i$ and $\hat{\beta}_i$. The feasibility of the system is defined by $C_i^2$ in (9). The system reaches an infeasible state when the sum of the RIS portions surpasses the available resources, i.e., $\hat{\alpha}_1 + \hat{\alpha}_2 = 1$. It can be observed that the highest achievable rate threshold is attained at $R_{th} = 5.75$ bits/s/Hz. The findings of this analysis are in agreement with the numerical solutions obtained using the CVX toolbox, further validating the accuracy of the derived CF solutions. For the DL scenario, it is evident that the values of $\beta_i$ are significantly low. This is due to the higher transmit power used in the DL scenario, $P_d = 30$ dBm, compared to the UL scenario, $P_u = 10$ dBm. Thus, the DL users’ QoS conditions are easily satisfied with low values of $\beta_i$. The conclusion is that the DL transmission can support higher rate threshold constraints if the transmit power of users $U_i$ is increased. It is worth mentioning that the impact of the non-coherently aligned phases on the performance is minimal, and thus, we only consider the effect of aligned channels in the subsequent analysis.

**C. Max-Min Fair Regime**

Fig. 6 shows the max-min fairness performance for the bidirectional transmission scenario. The CF solution for $\hat{\alpha}$, as derived in Lemma 5, is in close agreement with both CVX and simulated solutions, providing evidence for the correctness of the analytical derivations. It can be observed that MMR increases with the number of RIS elements. For instance, when the number of RIS elements increases from 128 to 512, a 47% MMR improvement is achieved. Correspondingly, the value of $\hat{\alpha}$ increases from 0.77 to 0.88. It is worth noting that the improvement in performance with an increasing number of RIS elements mainly impacts the UB performance. This is due to
the impact of $U_1$’s SINR, which determines the LB values, in UL transmission. The signal of $U_1$ experiences interference from $U_2$, resulting in a similar signal gain regardless of the number of RIS elements.

Fig. 7 presents the MMR results of the users, taking into account various system parameters and different distances of $U_2$ from RIS. The optimization is carried out iteratively for each new position of the NOMA user. The plot shows that as $U_2$ moves further away from RIS, the performance of the system deteriorates due to the increased signal loss. Additionally, the plot demonstrates that increasing the number of reflective elements results in a linear improvement in system performance. For instance, when $U_2$ is positioned 300m away and the Nakagami-$m$ parameter is equal to 3, MMR-DL improves from 6.7 to 7.8 bits/s/Hz when the number of RIS elements increases from 128 to 256. Furthermore, it further enhances to 9 bits/s/Hz when $K = 512$. The plot also reveals that the $m$ parameter of the Nakagami-$m$ distribution has a significant impact on the MMR performance. With a lower $m$ value of 1, the channel experiences Rayleigh fading, which leads to a lower MMR performance. This fading model is well-suited for communication with no line of sight. Conversely, increasing the value of $m$ results in an improvement in the MMR performance as it represents the number of multi-path components in the channel, and a higher $m$ value corresponds to a higher number of multi-paths, providing more diversity.

D. Maximum Throughput Regime

Fig. 8 shows the impact of $\alpha$ and $\beta$ on the overall system’s sum-rate through a 3D plot, considering $K = 512$ and $K = 1024$. Both the number of RIS elements and power allocation coefficients have a significant impact on the system’s performance. It is observed that the system’s performance is improved with higher values of $K$. For instance, when $K = 1024$, the system achieves a maximum sum-rate of 17.19 bits/s/Hz, while the maximum sum-rate when $K = 512$ is 15.18 bits/s/Hz. The optimal allocation portions to attain the maximum performance for both settings are $\hat{\alpha} = 1$ and $\hat{\beta} = 0.76$. These optimal points are found using simulated annealing [53] by jointly optimizing $\alpha$ and $\beta$ with a total runtime of 7.42 seconds. It should be noted that no sum-rate is recorded until $\alpha$ reaches 0.64 and $\beta$ exceeds 0.24 due to the $C_0^\alpha$ and $C_0^\beta$ QoS conditions.

Fig. 9 illustrates the system’s sum-rate performance as a function of the distance between $U_2$ and RIS. The optimal values of $\hat{\alpha}$ and $\hat{\beta}$ are used in this analysis. As the distance between $U_2$ and RIS increases, the sum-rate performance deteriorates, but adding more RIS elements improves the system’s overall throughput. The difference in $U_2$ positions has a minimal effect on the sum-rate performance due to the DL power gain, as evident from the significantly higher MMR results in Fig. 7 compared to the UL counterpart.
The results show that NOMA always outperforms OMA in available bandwidth, RIS elements, and DL power equally. In the OMA benchmark, all users share the weight value. In the OMA systems as a function of ω, the system’s sum-rate performance is compared for the DL and UL transmission scenarios. The optimal power and elements allocation coefficients are used for each ω value, resulting in a linear behavior in the obtained sum-rate results since ω determines the priority of the transmission scenario. As ω increases, the DL sum-rate improves, but the UL sum-rate decreases. Adding more RIS elements also enhances the overall system’s sum-rate performance. For example, a nearly 27% gain in the DL sum-rate can be observed between \( K = 128 \) and \( K = 512 \) (from 14.21 to 16.49 bits/s/Hz).

Fig. 11 presents the comparison of sum-rate for NOMA and OMA systems as a function of ω. The feasible region has LB and UB (\( \alpha^i_\ell \) and \( \alpha^i_\ell \)) which are characterized by the critical values of obtained \( \alpha^i_\ell \). For deriving the feasible region of the individual user for a specific transmission scenario, each of the objective functions needs

V. CONCLUSION

This research examines the impact of RISs on bidirectional GF-NOMA networks. We proposed a technique that divides the RISs to optimize the channel conditions for NOMA users, resulting in enhanced NOMA gain and removing the need for power control in the uplink. The proposed method is thoroughly evaluated under four practical scenarios, including the QoS requirement of 2 bits/s/Hz for the entire range of ω. These results demonstrate the superiority of the proposed RIS partitioning method for NOMA over the other benchmark scenarios.
to be solved considering the constraint $C_i^3$ in (7). Therefore, substituting (3) into (7), the inequality equation for $U_1$ can be rewritten as

$$
\frac{\beta_1 P_k \left\{ [\tilde{\alpha}^1_1 A_1 + \tilde{\alpha}^1_2 A_2]^2 + [\tilde{\alpha}^1_3 \lambda_1]^2 \right\}}{\sigma^2_1} \geq \gamma_{th}, \tag{A.1}
$$

where $\lambda_i$ and $\lambda_i$ are the real and complex parts of $\Psi, \phi, \psi,$ in (3), respectively. Following some algebraic manipulations, we obtain the quadratic inequality as

$$
[\tilde{\alpha}^1_1]^2 \tilde{A}_1 + \tilde{\alpha}^1_2 \tilde{B}_1 + \tilde{C}_1 \geq 0, \tag{A.2}
$$

where $\tilde{A}_1 = A^2_2 - 2A_1 A_1 + \lambda^2_2, \quad \tilde{B}_1 = 2A_1 A_1 - 2A^2_2 - 2\lambda^2_2, \quad \tilde{C}_1 = \lambda^2_2 + \lambda^2_2 - \frac{\rho^2_1}{\sigma^2_1}. \quad \text{Consequently, the roots of the quadratic inequality can be found as}

$$
\tilde{\alpha}^1_1(v,\ell) = \frac{-\tilde{B}_1 \pm \sqrt{\tilde{B}_1^2 - 4\tilde{A}_1 \tilde{C}_1}}{2A_1}. \tag{A.3}
$$

Next, in a similar manner, the inequality for $U_2$ for the DL transmission can be expressed as

$$
\frac{\beta_2 P_k \left\{ [\tilde{\alpha}^2_1 A_1 + \tilde{\alpha}^2_2 A_2]^2 + [\tilde{\alpha}^2_3 \lambda_2]^2 \right\}}{\sigma^2_2} \geq \gamma_{th}, \tag{A.4}
$$

where $\tilde{\alpha}^2_2 = 1 - \tilde{\alpha}^2_1.$ Similarly, to (A.2), the quadratic inequality is defined as

$$
[\tilde{\alpha}^2_1]^2 \tilde{A}_2 + \tilde{\alpha}^2_2 \tilde{B}_2 + \tilde{C}_2 \geq 0, \tag{A.5}
$$

where $\tilde{A}_2 = [A^2_2 + \lambda^2_2 - 2A_2 A_2] [\gamma_{th} \beta_1 P_k - \beta_2 P_k], \quad \tilde{B}_2 = [2A_2 A_2 - 2A^2_2] [\gamma_{th} \beta_1 P_k - \beta_2 P_k], \quad \text{and} \quad [\gamma_{th} \beta_1 P_k A^2_2 + \gamma_{th} \sigma^2_2 - \beta_2 P_k A^2_2]. \quad \text{Then, we obtain the roots from (A.5) as follows}

$$
\tilde{\alpha}^2_1(v,\ell) = \frac{-\tilde{B}_2 \pm \sqrt{\tilde{B}_2^2 - 4\tilde{A}_2 \tilde{C}_2}}{2A_2}. \tag{A.6}
$$

Next, inserting (6) into (7), the QoS condition for $U_1$ in the UL transmission is written as

$$
\frac{P_1 \left\{ [\tilde{\alpha}^1_1 A_1 + \tilde{\alpha}^1_2 A_1]^2 + [\tilde{\alpha}^1_3 \rho_1]^2 \right\}}{\sigma^2_1} \geq \gamma_{th}, \tag{A.7}
$$

where $\tilde{\alpha}^1_1 = 1 - \tilde{\alpha}^1_1; \quad \Omega_i$ and $\rho_1$ are the real and complex parts of $\Psi, \phi, \psi,$ in (6). Then, we re-express the inequality as follows

$$
[\tilde{\alpha}^1_1]^2 \tilde{A}_1 + \tilde{\alpha}^1_1 \tilde{B}_1 + \tilde{C}_1 \geq 0, \tag{A.8}
$$

where $\tilde{A}_1 = \gamma_{th} P_2 [B^2_2 + \Omega^2_2 - 2B_2 \Omega_2 + \rho^2_2] - P_1 [B^2_1 + \Omega^2_1 - 2B_1 \Omega_1 + \rho^2_1]. \quad \tilde{B}_1 = \gamma_{th} P_2 [2B_2 \Omega_2 - \Omega^2_2] - P_1 [2B_1 \Omega_1 - 2\Omega^2_1 - 2\rho^2_1]. \quad \text{and} \quad \tilde{C}_1 = \gamma_{th} [P_2 B^2_2 + \sigma^2_2] - P_1 [\Omega^2_1 + \rho^2_1]. \quad \text{The lower and upper bounds for UL $U_1$ can be found with the following equation}

$$
\tilde{\alpha}^1_1(v,\ell) = \frac{-\tilde{B}_1 \pm \sqrt{\tilde{B}_1^2 - 4\tilde{A}_1 \tilde{C}_1}}{2A_1}. \tag{A.9}
$$

Now, the condition for $U_2$ can be written as

$$
\frac{P_2 \left\{ [\tilde{\alpha}^2_1 B_2 + \tilde{\alpha}^2_2 \Omega_2]^2 + [\tilde{\alpha}^2_3 \rho_2]^2 \right\}}{\sigma^2_2} \geq \gamma_{th}. \tag{A.10}
$$

Then, after some mathematical manipulations, (A.10) can be re-written as

$$
[\tilde{\alpha}^2_1]^2 \tilde{A}_2 + \tilde{\alpha}^2_2 \tilde{B}_2 + \tilde{C}_2 \geq 0, \tag{A.11}
$$

where $\tilde{\alpha}^2_2 = 1 - \tilde{\alpha}^2_1. \quad \tilde{A}_2 = B^2_2 + \Omega^2_2 - 2B_2 \Omega_2 + \rho^2_2, \quad \tilde{B}_2 = 2B_2 \Omega_2 - B^2_2, \quad \text{and} \quad \tilde{C}_2 = B^2_2 - \frac{\gamma_{th} \sigma^2_2}{A_2}. \quad \text{The final roots are written as}

$$
\tilde{\alpha}^2_1(v,\ell) = \frac{-\tilde{B}_2 \pm \sqrt{\tilde{B}_2^2 - 4\tilde{A}_2 \tilde{C}_2}}{2A_2}. \tag{A.12}
$$

APPENDIX B

PROOF OF LEMMA 2

The critical values of the elements’ allocation coefficient for each user in both DL and UL transmission scenarios can be derived with the assistance of the $C_i^1$ and $C_i^2$ conditions in (9). Firstly, the minimum values of allocation coefficients are found for the UL transmission scenario. Then, the values of $\alpha_i$ are used for defining the minimum power allocation parameters in the DL transmission. For deriving the optimal elements allocation of the individual user for the UL scenario, each of the objective functions needs to be solved considering the constraint $C_i^1$ in (9).

$$
\begin{align*}
\tilde{\gamma}_1(\alpha_1, \alpha_2) &= \tilde{\gamma}_1^1, \\
\tilde{\gamma}_2(\alpha_1, \alpha_2) &= \tilde{\gamma}_2^2.
\end{align*} \tag{B.1}
$$

Therefore, substituting (3) into (B.1), the system of equation for UL can be rewritten as

$$
\begin{align*}
\frac{P_1 [\alpha_1 B_1]^2}{\sigma^2_1} + \sigma^2_1 &= \tilde{\gamma}_1^1, \\
\frac{P_2 [\alpha_2 B_2]^2}{\sigma^2_2} + \sigma^2_2 &= \tilde{\gamma}_2^2, \tag{B.2}
\end{align*}
$$

where $B_i = |g_{i,k}||h_{i,k}||\psi_i$. After following the corresponding algebraic manipulations and conditions, the derived $\tilde{\alpha}_i$ can be expressed as in (10).

APPENDIX C

PROOF OF LEMMA 3

Following the obtained values of $\tilde{\alpha}_i$, we find $\tilde{\beta}_i$ by inserting $\tilde{\alpha}_i$ into the the corresponding system of equation, likewise in (B.1)

$$
\begin{align*}
\frac{\beta_1 P_k \tilde{\alpha}_1 A_1^2}{\sigma^2_1} &= \tilde{\gamma}_1^1, \\
\frac{\beta_2 P_k \tilde{\alpha}_2 A_2^2}{\sigma^2_2} &= \tilde{\gamma}_2^2.
\end{align*} \tag{C.1}
$$

Similarly, following the algebraic manipulations and finding positive roots of the quadratic equation, derived $\tilde{\beta}_i$ are obtained as in (12).
APPENDIX D
PROOF OF LEMMA 4

The optimal element allocations for $P_4$ in (15) at which the max-min rate achieved is defined as $\hat{\alpha}$ that can be obtained by equating the SINRs of both users in the UL transmission as

$$
\frac{P_1}{P_2} \left\{ \frac{[\alpha B_1 + (1 - \alpha) \Omega_1]^2 + [(1 - \alpha) \rho_1]^2]}{[\alpha B_2 + (1 - \alpha) \rho_2]^2 + [(1 - \alpha) \rho_2]^2} \right\} = \frac{\sigma_b}{\sigma_b^2}.
$$

(D.1)

The value of the max-min threshold rate is dictated solely by the UL transmission. This is due to the fact that the UL transmission has lower power support compared to DL. Therefore, we push the weakest transmission scenario to its upper limits. After some algebraic manipulations on (D.1), the equation can be rewritten as

$$
\frac{P_1[\alpha^2 \hat{D}_1 + 2\alpha \hat{E}_1 + \hat{F}_1]}{P_2[\alpha \hat{A}_1 + 2\alpha \hat{B}_1 + \hat{C}_1 + \sigma_b^2]} = \frac{P_2[\alpha^2 \tilde{A}_1 + 2\alpha \tilde{B}_1 + \tilde{C}_1]}{\sigma_b^2},
$$

(D.2)

where $
\hat{D}_1 = B_2^2 + \Omega_2^2 + \rho_2^2 - 2B_2 \Omega_2, \quad \hat{B}_1 = B_2 \Omega_2 - \Omega_2^2,
\hat{C}_1 = \Omega_2^2, \quad \hat{D}_1 = B_2^2 + \Omega_2^2 + \rho_2^2 - 2B_2 \Omega_2, \quad \hat{E}_1 = B_2 \Omega_1 - \Omega_2^2 - \rho_1^2,
\text{and} \quad \hat{F}_1 = \Omega_2^2 + \rho_1^2.
$ Finally, (D.2) is reformulated to form a polynomial equation and written as

$$
a_m [\alpha]^4 + b_m [\alpha]^3 + c_m [\alpha]^2 + d_m [\alpha] + e_m = 0,
$$

(D.3)

where $a_m = P_2^2 \hat{A}_1^2, \quad b_m = 4P_2^2 \hat{A}_1 \hat{B}_1, \quad c_m = P_2^2[2\hat{A}_1 \hat{C}_1^2 + 4\hat{B}_1^2] + P_2 \sigma_b^2 \hat{A}_1 - P_1 \sigma_b^2 \hat{D}_1, \quad d_m = 4P_2^2 \hat{B}_1 \hat{C}_1 + 2P_2 \sigma_b^2 \hat{B}_1 - 2P_1 \sigma_b^2 \hat{E}_1, \quad e_m = P_2^2 \hat{C}_1 + P_2 \sigma_b^2 \hat{C}_1 - P_1 \sigma_b^2 \hat{F}_1.
$ The following fourth-degree polynomial, also called a quartic polynomial, can be solved using Ferrari’s method as shown in [54] and [55, Eq. 18-27] and the final solution for the elements allocation coefficient is expressed as in (16), where both $\pm \epsilon$ have the same sign, while $\pm \varsigma$ is independent and results in four roots. The rest notations are provided as follows

$$
\hat{A}_2 = -\frac{A_2^2}{12} - \hat{C}_1,
B_2 = -\frac{A_2^3}{108} + \frac{\hat{A}_1 \hat{C}_1}{3} - \frac{\hat{B}_2^2}{8},
\tilde{C}_2 = \frac{\hat{B}_2}{2} + \sqrt{\frac{\hat{B}_2^2}{4} + \frac{\tilde{A}_2^3}{27}},
\tilde{D}_2 = \frac{\hat{D}_2^2}{2},
\tilde{E}_2 = \sqrt{\hat{A}_1 + 2\gamma_0},
\tilde{A}_1 = -\frac{3b_m \epsilon m}{8a_m^2 m} + \frac{c_m}{a_m},
\tilde{B}_1 = \frac{b_m}{8a_m^2 m} - \frac{2a_m \epsilon m}{2a_m^2 m} + \frac{d_m}{a_m},
\tilde{C}_1 = -\frac{3b_m \epsilon m}{256a_m^4} + \frac{c_m b_m \epsilon m}{16a_m^3} - \frac{b_m d_m}{4a_m^2} + \frac{e_m}{a_m}.
$$

(D.4)

where $y_0$ denotes the root of the cubic equation reduced and can be calculated as

$$
y_0 = \frac{-5A_1}{6} + \left\{ \frac{-B_2^2}{32} \right\}^{1/3}, \quad \text{if} \quad \hat{D}_2 = 0,
$$

$$
y_0 = \frac{-5A_1}{6} + \frac{\hat{D}_2}{\frac{\hat{A}_1}{\hat{D}_2} - \frac{\hat{A}_1}{\hat{D}_2}} \quad \text{if} \quad \hat{D}_2 \neq 0.
$$

(D.5)

This concludes the proof. It is also worth noting that, by excluding $\Omega_1$ and $\rho_1$ from the calculations, we can obtain the optimal values of elements allocation for the case when not aligned phases are not considered.

APPENDIX E
PROOF OF LEMMA 5

In order to find $\beta$, we first insert $\hat{\alpha}$ found in Lemma 4 into the equated SINRs

$$
\beta \tilde{P}_b \left\{ \left[ \hat{\alpha} A_1 + [1 - \hat{\alpha}] A_1 \right]^2 + \left[ (1 - \hat{\alpha}) A_1 \right]^2 \right\}
$$

$$
= \beta \tilde{P}_b \left\{ \left[ (1 - \beta) A_2 + \hat{\alpha} \Lambda A_2 \right]^2 + \left[ \hat{\alpha} \Lambda A_2 \right]^2 \right\} + \sigma_b^2.
$$

(E.1)

Next, by solving the above equation for $\beta$, we obtain the roots of a quadratic equation as in (17), where $\beta_2 = 1 - \hat{\alpha}, \quad \beta_2 = \tilde{P}_b \sigma_b^2 \pi_1, \quad \beta_2 = -\tilde{P}_b \sigma_b^2 \pi_3$, $\hat{C}_2 = -\pi_2 \sigma_b^2 \pi_4$, with $\pi_3 = \left\{ \hat{\alpha} A_1 + [1 - \hat{\alpha}] A_1 \right\}$ and $\pi_4 = \left\{ (1 - \hat{\alpha}) A_2 + \hat{\alpha} \Lambda A_2 \right\} + \left\{ \hat{\alpha} \Lambda A_2 \right\}^2.
$ The references are as follows:


