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Abstract

Digital signal processing has become central to many fields, from coherent optical telecommunications where it is used to compensate signal impairments, to video image processing. Image processing in particular is important for observational astronomy, medical diagnosis, autonomous driving, big data and particularly artificial intelligence. Digital signal processing is mainly performed electronically, but new applications, particularly those involving real time video image processing, are creating unprecedented demand for ultrahigh performance, including bandwidth and reduced energy consumption. Here, we demonstrate a photonic digital signal processor operating at 18 Terabits/s and use it to process multiple simultaneous video signals in real-time. The system processes 400,000 video signals concurrently, performing 34 functions simultaneously that are key to object edge detection, edge enhancement and motion blur. As compared with spatial-light devices used for image processing, our system is not only ultra-high speed but highly reconfigurable and programable, able to perform many different functions without any change to the physical hardware. Our approach, based on an integrated Kerr soliton crystal microcomb, opens up new avenues for ultrafast robotic vision and machine learning.
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Image processing, the application of signal processing techniques to photographs or videos, is a core part of emerging technologies such as machine learning and robotic vision, [1] with applications to LIDAR for self-driving cars [2], remote drones [3], automated in-vitro cell-growth tracking for virus and cancer analysis [4], optical neural networks [5], ultrahigh speed imaging [6, 7], holographic three-dimensional (3D) displays [8-9], and many others. Many of these require real-time processing of massive real-world information, placing extremely high demands on the processing speed (bandwidth) and throughput of image processing systems. While electrical digital signal processing (DSP) technologies [10] are well established, they face intrinsic limitations in processing speed such as the well-known von Neumann bottleneck [11].

Optical image processing offers the potential for much higher speeds [2], and optical analog computing, for functions such as edge detection of static images using spatial signal differentiation for example, have been achieved using silicon photonic crystal metasurfaces [12], surface plasmonic structures [13], and topological interfaces [14]. These free-space, spatial-light devices offer many attractions such as compact footprint, low power consumption, and compatibility with commercial cameras and optical microscopes. However, they tend to be non-reconfigurable fixed systems designed to perform a single function. On a more advanced level, human action recognition through processing of video image data, has been achieved using photonic computers [15, 16]. However, these were achieved either in comparatively low speed systems [15] or in high bandwidth (multi-TeraOP regime) systems but based on bulk-optics inconducive to integration [16]. To date, optical systems, especially those compatible with integration, [17] still have not demonstrated processing of large data sets of high-definition video images at ultra-high speeds – enough for real-time video image processing.

Here, we demonstrate an optical real-time digital signal processor for digital video images that is reconfigurable, is based on components that are either integrated or compatible with integration, and operates at ultra-high bandwidths of 18 Terabits/s. This is sufficient to process almost 400,000 (399,061) video signals concurrently and in real-time, with up to 34 functions simultaneously. The system is equivalent to electrical digital signal processing (DSP) systems but performs at multi-terabit/s bandwidths, enabled by massively parallel processing. It is also very general, flexible, and highly reconfigurable – able to perform a wide range of functions without requiring any change in hardware. We perform multiple image processing functions in real-
time, which is essential for machine vision and microscopy for tasks such as object recognition or identification, feature capture, and data compression [12-13]. These functions include edge enhancement, edge detection, and motion blur correction. Edge enhancement and detection are key approaches to object recognition that rely on the detection of edges, or discontinuities in image brightness, texture, colour, or other properties. The processes that we employ to perform these functions include Hilbert transforms and differentiation for object edge enhancement and detection, and include both integral order and a continuous range of fractional order transforms, as well as image integration for motion blur.

We demonstrate operation with 34 different functions, although the range of different functions is in fact unlimited given that the system can process a continuous range of arbitrary order functions, including fractional-order to high order differentiation, for example. Our system uses an integrated Kerr microcomb source that generates 95 discrete taps, or wavelengths, as the basis for massively parallel processing, with single channel rates at 64 GigaBaud (pixels/s). The experimental results agree well with the theory, demonstrating that the processor is a powerful approach for ultrahigh-speed video image processing for robotic vision, machine learning, and many other emerging applications.

**Principle of Operation**

Figure 1 illustrates the operational principle of the video image processor, which is based on the principle of an RF photonic transversal filter [18]. The input digital video image frames were first flattened into a vector X and encoded as the intensities of temporal symbols in a serial electrical waveform with a resolution of 8 bits per symbol at a sampling rate of 64 gigabaud. After digital-to-analogue conversion, the generated electrical waveform was multi-cast via electro-optical modulation onto comb lines of a Kerr microcomb, weighted by the calculated function-dependent tap coefficients. The modulated optical signal was then transmitted through a spool of single mode fibre (SMF) to generate a relative delay between different comb lines (wavelength channels). The delayed replicas contained in the wavelength channels were then summed upon photodetection and lastly, the generated RF signal was resampled and converted back to digital video image frames, which formed the output signal of the system. The transfer function of the system is given by

\[
H(\omega) = \sum_{n=0}^{N-1} h(n)e^{-j\omega nT}
\]

where \(\omega\) is the RF angular frequency, \(T\) is the time delay between adjacent taps (i.e., wavelength channels), and \(h(n)\) is the tap coefficient of the \(n\)th tap, or wavelength, which can be calculated by performing the inverse Fourier transform of \(H(\omega)\) [19-20]. In Eq. (1), the tap coefficients can be tailored by shaping the power of comb lines according to the different computing functions (e.g., differentiation, integration, and Hilbert transformation), thus enabling different video image processing functions. For microcombs with multiple equally spaced comb lines transmitted over the dispersive SMF, in Eq. (1) \(T\) is given by \(T = D \times L \times \Delta \lambda\), where \(D\) is the dispersion coefficient of the SMF, \(L\) is the length of the SMF, and \(\Delta \lambda\) is the spectral range between adjacent comb lines. In our case, we used standard SMF with \(D = \sim 17 \text{ ps/nm/km}\).

The real-time video image processing system is based on a soliton crystal (SC) microcomb source, generated in an integrated MRR (Extended Data Figure 1). Since their first demonstration in 2007 [21], optical frequency combs generated by compact micro-scale resonators, or micro-combs [22-25], have led to significant breakthroughs in a variety of different fields such as metrology [26], spectroscopy [25, 27], telecommunications [23, 28], quantum optics [29-30], and radio-frequency (RF) photonics [18-20, 31-32]. In the field of RF photonics, microcombs not only offer new possibilities for conventional RF signal processing [18-19, 33-34], but have also enabled major advances in emerging applications such as optical neural networks [5], frequency synthesis [35], and light detection and ranging (LIDAR) [2, 36-37]. With a good balance between gain and cavity loss as well as dispersion and nonlinearity, soliton microcombs feature high coherence and low phase noise and have been highly successful at RF photonic applications [19, 38].

SC microcombs, multiple self-organized solitons [39], have been highly successful for RF photonic signal processing [19, 38, 40-44], ultra-dense optical data transmission [23], and optical neuromorphic processing [5, 45]. They feature very high coherence with low phase noise [44], are intrinsically stable with only open-loop control (Supplementary Fig. S2 and supplementary Movie S1) and can be simply and reliably initiated via
manual pump wavelength sweeping. Further, they have intrinsically high conversion efficiency since the intra-cavity energy is much higher than for single soliton states [5]. Our microcomb has a low free spectral range (FSR) of ∼48.9 GHz which generates over 80 wavelengths in the telecom C-band, which serves as discrete taps for the video image processing system.

We experimentally demonstrate video image processing in real time, with 34 functions performed simultaneously for edge enhancement, edge detection, and motion blur. Edge detection forms the basis for object detection, feature capture, and data compression [12-13]. Here, we achieve this by spatial signal differentiation with either high integral or fractional order derivatives that extract information about object boundaries in images or videos. We also perform a motion blur function based on signal integration that represents the apparent streaking of moving objects in images or videos. It usually occurs when the image being recorded changes during the recording of a single exposure, and has wide applications in computer animation and graphics [46]. Edge enhancement, or sharpening, based on signal Hilbert transformation is also a fundamental processing function with wide applications [47]. It enhances the edge contrast of images or videos, thus improving their acuteness. These processing functions not only underpin conventional image or video processing [48-49] but also facilitate emerging technologies such as robotic vision and machine learning [2, 4].

A key feature of our system that was critical in achieving high fidelity and high performance signal processing was the improvement we obtained in the frequency comb spectral line shaping accuracy. To accomplish this we employed a two-stage shaping strategy (see methods) [50] where a feedback control path was employed to calibrate the system and further improve the comb shaping accuracy. Here, the error signal was generated by directly measuring the impulse response of the system and then comparing it with ideal tap coefficients. Note that this type of feedback calibration approach is challenging and rarely used for analog optical signal computing, such as the systems based on either spatial-light meta-surfaces [12, 51] or waveguide resonators [35, 52], for example.

Experimental Results – Static Images

Figure 2 shows the experimental results of static image processing using the above RF photonic system. The original (unprocessed) high definition (HD) digital images had a resolution of 1080 x 1620 pixels. The results for edge detection based on signal differentiation with orders of 0.5, 0.75, and 1 are shown in Figs. 2(a) – (c), respectively. In each figure, we show (i) the designed and measured spectra of the shaped comb, (ii) the measured and simulated spectral response, and (iii) the measured and simulated images after processing. The measured comb spectra and spectral response were recorded by an optical spectrum analyser (OSA) and a vector network analyser (VNA), respectively. The experimental results agree well with theory, indicating successful edge detection for the original images.

In Figs. 2(d) – (f), we show the results for motion blur based on signal integration with different tap numbers of 15, 45, and 75, respectively. These are also in good agreement between the experimental results and theory. The blur intensity increases with the increased number of taps, reflecting the fact that there is improved processing performance as the number of taps increases. Compared with discrete laser arrays that suffer from relatively bulky size which limits the number of available taps, microcombs generated by a single MRR can operate as a multi-wavelength source that provides a large number of wavelength channels, as well as greatly reducing the size, power consumption, and complexity. This is very attractive for the RF photonic transversal filter system that requires a large number of taps for improved processing performance.

Figs. 2(g) – (l) show the results of edge enhancement based on signal Hilbert transformation (90° phase shift) with different operation bandwidths of 12 GHz, 18 GHz, and 38 GHz, respectively. In our experiment, the operation bandwidth was adjusted by changing the comb spacing (2 FSRs vs 3 FSRs of the MRR) and the fibre length (1.838 km vs 3.96 km). Note that having to change the fibre length in principle can be avoided by using tunable dispersion compensators [53-54]. As can be seen, the edges in the images are enhanced, and the experimental results are consistent with the simulations.

We also demonstrate more specific image processing such as edge detection based on fractional differentiation with different orders of 0.1 – 0.9, edge enhancement based on fractional Hilbert transformation with different phase shifts of 15° – 75°, and edge detection with different operation bandwidths of 4.6 GHz – 36.6 GHz (Supplementary Fig. S3 – S6). By changing the relevant parameters, this resulted in processed images with
different degrees of edge detection, motion blur, and edge enhancement. By simply programming the WaveShaper to shape the comb lines according to the designed tap coefficients, different image processing functions are realized without changing the physical hardware. This reflects the high reconfigurability of our video image processing system, which is challenging for image processing based on spatial-light devices [12-14]. In practical image processing, there doesn’t exist a single processing function that has one set of parameters that can meet all the requirements. Rather, each processing function requires its own unique set of tap weights. Hence, the high degree of reconfigurability and versatility of our image processing system is critical to meet diverse and practical processing requirements.

Experimental Results – Real-Time Video

In addition to static image processing, our microcomb based RF photonic system can also be used to process dynamic videos in real-time. Our results for real-time video processing are provided in supplementary Movie S2, while the Extended Data Figures show samples of these experimental results. The supplementary Movie S2 starts off with the first original source video frames and is followed by the simulation and experiment results shown side by side for the differentiator, integrator, and Hilbert transformer. This is then followed by the 34 functions (Table S1) performed simultaneous by the massively parallel video processor. Finally, the results for high order derivatives are shown, and the video finishes with results showing full 2 dimensional derivatives (see below).

The first original video had a resolution of 568 × 320 pixels and a frame rate of 30 frames per second. Extended Data Figure 2(a) shows 5 frames of the original video, together with the corresponding electrical waveform after digital-to-analogue conversion. Extended Data Figure 2(b) – (d) show the corresponding results for the processed video after edge detection (0.5-order fractional differentiation), motion blur (integration with 75 taps), and edge enhancement based on a Hilbert transformation with an operation bandwidth of 18 GHz, respectively. As for the static image processing, the real-time video processing results show good agreement with theoretical predictions.

To fully exploit the bandwidth advantage of optical processing, we further performed massively parallel real-time multi-functional video processing. The experimental setup and results are shown in Fig. 3. We used 95 comb lines around the C band in our demonstration. After flattening and splitting the comb lines via the first WaveShaper, we obtained 34 parallel processors, most of which consisted of five taps. We simultaneously performed 34 video image processing functions, including fractional differentiation with fractional order from 0.05 to 1.1, fractional Hilbert transformation with phase shift from 65° to 90°, an integrator, and bandpass Hilbert transformation with a 90° phase shift (see Supplementary and Table S1 for detailed parameters for each function). The corresponding total processing bandwidth equals 64 GBaud × 34 (functions) × 8 bits = 17.4 Terabit/s – well beyond that of electrical video image processors [10].

Discussion

To analyze the performance of our video image processor, we evaluated the processed images based on the ground truth for both quantitative and qualitative comparisons [55]. We used respective ground truths for the evaluation of 3 BSD (Berkeley Segmentation Database) images after edge detection and compared relevant performance parameters with the same images processed based on the widely used Sobel’s algorithm [56]. Fig. 4 shows the images processed using Sobel’s algorithm and our video image processor (including differentiation with different orders from 0.2 to 1.0). The comparison of the performance parameters including performance ratio (PR) and F-Measure is provided in Table 1, where higher values of these parameters reflect a better edge detection performance. As can be seen, our differentiation results for PR and F-Measures are better than Sobel’s approach, reflecting the high performance of our video image processor.

The maximum input rate we used was 64 GBaud, or Gigapixels/s. This, combined with the fact that we performed 34 channels with a video resolution of 568 × 320 that resulted in 181,760 pixels at a frame rate of 30 Hz, yields simultaneous real-time processing of $64 \times 10^5 \times 34 / 5,452,800 = 399,061$ video signals per second. For HD videos (720 × 1280 = 921,600 pixels) at a frame rate of 50 Hz, this equates to about 47,222 video signals in parallel. The processing throughput can be increased even further by using more comb lines in the L-band.

The processing accuracy of our system is lower than electrical DSP image processing but higher than analog image processing based on passive optical filters [13,52,57] (see Supplementary Fig. S7 and Table S1). This is mainly a result of the hybrid nature of our system, which is equivalent to electrical DSP systems but
implemented by photonic hardware. There are a number of factors that can lead to tap errors during the comb shaping, thus leading to a non-ideal frequency response of the system as well as deviations between the experimental results and theory. These mainly include a limited number of available taps, the instability of the optical microcomb, the accuracy of the WaveShapers, the gain variation with wavelength of the optical amplifiers, the chirp induced by the optical modulator, the second-order dispersion (SOD) induced power fading, and the third-order dispersion (TOD) of the dispersive fibre.

The number of available taps can be increased by using MRRs with smaller FSRs or optical amplifiers with broader operation bandwidths. The accuracy realized by the WaveShapers and the optical amplifiers was significantly improved by using a two-stage comb shaping strategy as well as the feedback loop calibration mentioned previously. [50] By using low-chirp modulators, the chirp-induced tap errors can be suppressed. The discrepancies induced by the SOD and TOD of the dispersive fibres can also be reduced by using a second WaveShaper to compensate for the group delay ripple of the system (see Supplementary Fig. S8).

Our massively parallel photonic video image processor, which operates on the principle of time-wavelength-spatial multiplexing, similar to the optical vector convolutional accelerator in our previous work [5], is also capable of performing convolution operations for deep learning neural networks. This opens up new opportunities for image or video processing applications in robotic vision and machine learning. In particular, each parallel function can be trained and performed as many as 34 kernels with a size of 5 by 1 for the convolutional neural network, therefore could ultimately achieve a neural network, avoiding the bandwidth limitation given by the analogue-to-digital converters.

Although the experiments reported here included benchtop components, such as the commercially available WaveShaper, there is strong potential for much higher levels of integration, even reaching full monolithic integration. The core component of our system, the microcomb, is already fully integrated. Further, all of the other components have been demonstrated in integrated form, including integrated InP spectral shapers [54], high-speed integrated lithium niobite modulators [58], integrated dispersive elements [59], and photodetectors [60]. Finally, low power consumption and highly efficient microcombs have been demonstrated with single soliton states [61] and laser cavity-soliton Kerr combs [62 - 65], which would greatly reduce the energy requirements. The laser cavity-soliton microcombs as well as the early work based on 200GHz semi-coherent combs [18-20, 33,34, 66-68] and later on soliton crystals [5, 23, 40-45, 50, 69-80] have been based on the Hydex platform, [22, 24, 52, 81-95] which has proven to be extremely successful both for these classical processes as well as quantum optics. [96-104] Recently, [1] progress has been made on microcombs realized in low temperature (annealing free) CMOS compatible silicon nitride ring resonators. [105] Finally, many functions such as dispersion and time delays can be realized with much more compact devices such as etalon based dispersion compensators. [106, 107]

In conclusion, we report the first demonstration of video image processing based on Kerr microcombs. Our RF photonic processing system, with an ultrahigh processing bandwidth of 17.4 Tbs/s, can simultaneously process over 399,061 video signals in real-time. The system is highly reconfigurable via programmable control, and can perform different processing functions without changing the physical hardware. We experimentally demonstrate different video image processing functions including edge detection, motion blur, and edge enhancement. The experimental results agree well with the theory, verifying the effectiveness of using Kerr microcombs for ultrahigh-speed video image processing. Our results represent a significant advancement for fundamental photonic computing, paving the way for practical ultrahigh bandwidth real-time photonic video image processing on a chip.
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Figure 1. Operation principle of the RF photonic video image processor. PD: photodetector. (a) Diagram illustration of the flattening method applied to the input video frames. (b) Schematic illustration of experimental setup for video image processing. (c) The processed video frames after (i) 0.5 order differentiation for edge detection, (ii) integration for motion blue, and (iii) Hilbert transformation for edge enhancement.
Figure 2. Experimental results of image processing. (a) – (c) Results for edge detection based on differentiation with order of 0.5, 0.75, and 1, respectively. (d) – (f) Results for motion blur based on integration with tap number of 15, 45, and 75, respectively. (g) – (i) Results for edge enhancement based on Hilbert transformation with operation bandwidth of 18 GHz, 12 GHz, and 38 GHz, respectively. In (a) – (i), (i) shows the designed and measured optical spectra of the shaped microcomb, (ii) shows the measured and simulated spectral response of the video image processing system, and (iii) shows the measured and simulated high definition (HD) video images after processing.
Figure 3. Massively parallel multi-functional video processing. EDFA: erbium doped fibre amplifier. MRR: micro-ring resonator. EOM: electro-optical Mach-Zehnder modulator. SMF: single-mode fibre. WS: WaveShaper. PD: photodetector. Detailed parameters for each function have been shown in Supp. Table S1.
Figure 4. Comparison of BSD images processed using the Sobel’s algorithm and our video image processor after edge detection. Differentiation with different orders of 0.2, 0.4, 0.6, 0.8, and 1.0 are used for the edge detection with our video image processor. The Sobel results were performed electronically.
Extended data Figure 1. Soliton crystal (SC) microcomb used for video image processing. The SC microcomb is generated in a 4-port integrated micro-ring resonator (MRR) with an FSR of 48.9 GHz. Optical spectra of (i) Pump. (ii) Primary comb with a spacing of 39 FSRs. (iii) Primary comb with a spacing of 38 FSRs. (iv) SC micro-comb. (a) Optical spectrum of the micro-comb when sweeping the pump wavelength. (b) Measured soliton crystal step of the intra-cavity power.
Extended data Figure 2. Measured video processing. (a) Original video. (b) Processed video after 0.5 order differentiation. (c) Processed video after integration. (d) Processed video after Hilbert transformation with 90-degree phase shift.
Extended data Figure 3. Simulated and measured higher order derivatives.
Extended data Figure 4. Illustration of two-dimensional derivative.
Table 1. Comparison of performance parameters of images processed using Sobel’s algorithm and our video image processor.

<table>
<thead>
<tr>
<th>BSD image No.</th>
<th>118035</th>
<th>42049</th>
<th>35010</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PR F-Measure</td>
<td>PR F-Measure</td>
<td>PR F-Measure</td>
</tr>
<tr>
<td>Sobel</td>
<td>12.2488</td>
<td>0.0068996</td>
<td>15.8362</td>
</tr>
<tr>
<td>Differentiation order – 0.2</td>
<td>12.7891</td>
<td>0.016586</td>
<td>20.1547</td>
</tr>
<tr>
<td>Differentiation order – 0.4</td>
<td>13.629</td>
<td>0.014815</td>
<td>20.9594</td>
</tr>
<tr>
<td>Differentiation order – 0.6</td>
<td>15.249</td>
<td>0.013748</td>
<td>21.0244</td>
</tr>
<tr>
<td>Differentiation order – 0.8</td>
<td>16.2559</td>
<td>0.013491</td>
<td>21.4386</td>
</tr>
<tr>
<td>Differentiation order – 1.0</td>
<td>17.4338</td>
<td>0.014391</td>
<td>22.1003</td>
</tr>
</tbody>
</table>
Methods

Microcomb generation

We use SC microcombs generated by an integrated MRR (Fig. 1(a)) for video image processing. The SC microcombs, which include multiple self-organized solitons confined within the MRR, were also used for our previous demonstrations of RF photonic signal processing [40-44], ultra-dense optical data transmission [23], and optical neuromorphic processing [5, 45].

The MRR used to generate SC microcombs (Fig. 1(b)) was fabricated based on a complementary metal–oxide–semiconductor (CMOS) compatible doped silica glass platform [22-23]. It has a radius of ~592 μm, a high quality factor of ~1.5 million, and a free spectral range (FSR) of ~0.393 nm (i.e., ~48.9 GHz). The low FSR results in a large number of wavelength channels, which are used as discrete taps in our RF photonic transversal filter system for video image processing. The cross-section of the waveguide was 3 μm × 2 μm, resulting in anomalous dispersion in the C-band (Supplementary Fig. S1). The input and output ports of the MRR were coupled to a fibre array via specially designed mode converters, yielding a low fibre-chip coupling loss of 0.5 dB/facet.

In our experiment, a continuous-wave (CW) pump light was amplified to 30.5 dBm and the wavelength was swept from blue to red. When the detuning between pump wavelength and MRR’s cold resonance became small enough, the intra-cavity power reached a threshold, and optical parametric oscillation driven by modulation instability (MI) was initiated. Primary combs (Fig. 1 (d-ii) and (d-iii)) were first generated, with the comb spacing determined by the MI gain peak [22, 24]. As the detuning changed further, a second jump in the intra-cavity power was observed, where distinctive ‘fingerprint’ SC comb spectra (Fig. 1 (d-iv)) appeared, with a comb spacing equal to the MRR’s FSR. The SC microcomb arising from spectral interference between the tightly packaged solitons circulating along the ring cavity exhibits high coherence and low RF intensity noise (Fig. 1(c)), which are consistent with our simulations (Supplementary Movie S1). It is also worth mentioning that the SC microcomb is highly stable with only open-loop temperature control (Supplementary Fig. S2). In addition, it can be generated through manual adiabatic pump wavelength sweeping – a simple and reliable initiation process that also results in much higher energy conversion efficiency than single-soliton states [5, 23].

Microcomb shaping approach

To achieve the desired tap weights, the generated SC microcomb was shaped in power using liquid crystal on silicon (LCOS) based spectral WaveShapers. We used two-stage comb shaping in the video image processing experiments. The generated SC microcomb was pre-flattened and split by the first WaveShaper (Finisar 16000S), which yields an improved optical signal-to-noise ratio (OSNR) and a reduced loss control range for the second-stage comb shaping. The pre-flattened and split comb was then accurately shaped by the second WaveShaper (Finisar 4000S) according to the designed tap coefficients for different video image processing functions. The positive and negative tap coefficients were achieved by separating the wavelength channels into two spatial outputs of the second WaveShaper and then detected by a balanced photodetector (Finisar BPDV2150R).

In order to improve the comb shaping accuracy, a feedback control loop was employed for the second WaveShaper. First, we used RF Gaussian pulses as the system input and measured replicas of the input pulses in different wavelength channels. Next, we extracted peak intensities of the system impulse response and obtained accurate RF-to-RF tap coefficients. Finally, the extracted tap coefficients were subtracted from the ideal tap coefficients to obtain an error signal, which was used to calibrate the loss of the second WaveShaper. After several iterations of the comb shaping loop, an accurate impulse response that compensated for the non-ideal impulse response of the system was obtained, thus significantly improving the accuracy of the RF photonic video image processing. Directly measuring the system impulse response is more accurate compared to measuring the optical power of the comb lines, given the slight difference between the two ports into the balanced detector. The shaped impulse responses for different image processing functions are shown in the Supplementary Figs. S3 – S6.
**Derivative (from fractional to high order)**

The transfer function of a differentiator is given by

\[ H(\omega) \propto (j\omega)^N \]  

(2)

where \( j \) equals to \( \sqrt{-1} \), \( \omega \) represents the angular frequency, and \( N \) is the order of differentiation, which in our case can be both fractional \([40, 47, 78, 80]\) and integral \([18]\), and even complex. The experiment results for both fractional and integral order differentiation can be seen in Supplementary Movie S2. The fractional-order is tunable from 0.05 to 1.1, with a step of 0.05. We achieved high order differentiation with an order of 2, 2.5, 3, which to the best of our knowledge, is the highest order of derivative that can be achieved for video image processing.

**Two-dimensional video image processing**

Normally, processing functions such as differentiation, operating on video signals, only result in a one-dimensional process – since it acts on individual lines of the video raster image. However, by appropriately pre-processing the video signal it is possible to obtain a fully two-dimensional derivative \([108]\). \( f(x,y) \) represent the \( zn \)th frame of a video signal with \( M \times N \) pixels, where \( x = 0, 1, 2, ..., M - 1, y = 0, 1, 2, ..., N - 1 \). Thus, the two-dimensional derivative result is given by:

\[
D_z(u, v) = \sum_{n=0}^{N-1} h_x(n)e^{-j\omega u n T} \sum_{n=0}^{N-1} h_y(n)e^{-j\omega v n T}
\]  

(3)

where \( N \) is the number of taps, \( u = 0, 1, 2, ..., M - 1, v = 0, 1, 2, ..., N - 1 \).

The electrical input data was temporally encoded by an arbitrary waveform generator (Keysight MB195A). The raw input matrices were first sliced horizontally and vertically into multiple rows and columns, respectively, which were flattened into vectors and connected head-to-tail. After that, the generated vectors were multicast onto different wavelength channels via a 40-GHz intensity electro-optic modulator (iXblue). For the video with a resolution of 303 × 262 pixels and a frame rate of 30 frames per second, we used a sampling rate of 64 Giga samples/s to form the input symbols. A dispersive fibre was employed to provide a progressive delay \( T \). Next, the electrical output waveform was resampled and digitized by a high-speed oscilloscope (Keysight DSOZ504A) to generate the final output. The magnitude and phase responses of the RF photonic video image processing system were characterized by a vector network analyser (Agilent MS4644B 40 GHz bandwidth) working in the S21 mode. Finally, we restored the processed video into the original size of the matrix and took the average of horizontally and vertically processed video and formed this into a two-dimensional processed video (Supplementary Movie S2).

**Details of the video image dataset**

The high definition (HD) image with a resolution of 1080 × 1620 pixels we performed is a photo taken by Nikon D5600 in front of the Exhibition building in the centre of Melbourne city, Australia, in 2020. The video of 568 × 320 pixels was captured by a Drone Quadcopter UAV with Optical Zoom camera (DJL Mavic Air2 Zoom), this was a short trip during the eastern holiday, in 2019. The author and her friend were started from Melbourne to Adelaide, passing the pink lake and playing guitar, this was a great memory before the pandemic and continuous lockdown in Melbourne. The short video of the skateboard with a resolution of 303 × 262 pixels was taken by the author using iPhone SE in front of Victoria Library, Melbourne, Australia, in 2020.