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Abstract— Accurate traffic flow forecasting can improve the effectiveness of traffic management schemes, leading to reduced traffic congestions, emissions, costs, and improved health and productivity of commuters. However, the complex non-linear, periodic, and dynamic spatial-temporal nature of traffic flow data makes traffic forecasting challenging. This work proposes a deep-learning model, based on wide and deep architecture, to mine both periodic and spatial-temporal features. The wide section consists of a fully connected layer optimized to mine the periodic feature, while the deep portion consists of a conv-LSTM module, which extracts the spatial-temporal features. The network is made more efficient by analyzing traffic data periodicity and selecting the most relevant features, namely the weekly pattern. Simulation results demonstrate that our proposed model outperforms existing approaches whilst requiring one less input, thereby reducing the amount of pre-processing required. The evaluation of model accuracy considers the GEH statistic, used by traffic modelers, as well as traditional criteria adopted in traffic forecasting.
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I. INTRODUCTION

Short-term traffic forecasting has been a major topic of interest since the 1980s [1] and has become an integral part of intelligent transportation systems (ITS). Accurately predicting future traffic states can alleviate traffic congestions by providing commuters with traffic information that helps in route selection, which in turn improves commuter journey times and travel time prediction whilst mitigating other negative effects such as environmental pollution [2] and revenue losses [3].

The goal of short-term traffic forecasting is to provide an accurate prediction of the future traffic states within a time horizon ranging from 5 min to 60 min [4], [5]. The accuracy of current prediction has been found in [6] to be on average 17% in terms of Mean Absolute Percentage Error (MAPE) between the projected forecasts and the true traffic volumes based on complied traffic forecast accuracy data from 1291 projects in both Europe and the United States. Surprisingly, whilst standard in traffic modelling, GEH and other traffic modelling criteria are not used to evaluate forecasting model performance [4], [5].

According to recent traffic forecasting surveys [5], [7], [8], traffic forecasting models fall into one of two distinct categories: statistical models or machine learning models. The machine learning category is further sub-divided into traditional machine learning models and deep learning models.

Statistical models include Kalman filtering techniques [9], [10] and time-series based methods including Historical Average (HA), Vector Auto-Regressive (VAR) [11], Auto-Regressive Integrated Moving Average (ARIMA) [12], [13], Seasonal ARIMA (SARIMA) [12], [14], [15] networks. More details can be found in the review papers [16], [17]. Bayesian networks and ARIMA models were shown to have similar prediction performance [18], however, a linear conditional Gaussian Bayesian network proposed by the same authors [18] was shown to outperform various ARIMA models for 5, 10, and 15 min forecast horizons. A comparison between HA, VAR and a regression neural network for traffic flow prediction on the U.S. Highway 290 in Houston, Texas [19] demonstrated that the VAR model was superior in a case where there is little to no missing data and that the HA model had the worst prediction performance in terms of accuracy. According to [5], [17], most statistical models only consider the temporal dependence of traffic data, which limits their prediction accuracy. Advanced statistical techniques which incorporate spatial information e.g., space-time ARIMA (STARIMA) can overcome this limitation.

Traditional machine learning techniques applied to the traffic forecasting problem include K-nearest neighbors (KNNs) [20]–[22], support vector regression (SVR) [23], [24], and artificial neural networks (ANNs) [25]–[27]. Five different machine learning models which included two artificial neural networks, two support vector machines, and a multilinear regression model were compared with three statistical methods: ARIMA, VAR and a space-time (ST) model in [28]. The dataset used was collected from three links on the 4th ring road in Beijing. It was found that the machine learning methods outperformed statistical models for forecast horizons less than 5-timesteps ahead, with a 2 min sampling frequency. Unexpectedly, the ST model outperformed the machine learning models for longer forecast horizons. The authors suggest that this is due to the model incorporating both spatial and temporal information from adjacent stations. In [29], three different traffic prediction models were compared. The results were mixed for short-term forecasting, however, the ANN outperformed auto-regressive moving average (ARMA), and spatiotemporal-ARMA for long-term time horizons—above 60 min. used both statistical and machine learning methods were used in [18] to predict traffic flow for an urban road network in Shanghai. Machine learning models were found to be superior to statistical models. In general machine learning methods have gained more attention in recent years and traditional machine learning methods tend to outperform simple statistical
approaches but give mixed results when compared with more advanced statistical models [17].

The advent of deep learning-based models has further improved the effectiveness of ANNs in traffic forecasting [5], [30]. Deep learning models have a multi-layer architecture with many hidden layers and can thus potentially extract more features from complex data such as the spatial-temporal traffic data leading to an improvement in prediction performance [5]. Examples of deep learning models proposed for traffic forecasting include Deep Belief Network (DBN) [31], Stacked Autoencoders (SAE) [30], Long Short-Term Memory networks (LSTMs) [32], [33], and Convolutional Neural Networks (CNNs) [34], [35]. LSTMs are good at temporal feature extraction whilst CNNs are good for spatial feature extraction. This has led to their combination in hybrid deep learning (CNN-LSTM) models which combines the benefits of both the convolution and LSTM blocks [36]–[38], with the output fusion done either via an attention mechanism [38] or by concatenation [39]. A deep neural network (DNN) based model (DNN-BTF) [36] which consists of a series of one-dimensional (1D) convolutional and LSTM modules to mine the spatial, temporal and the weekly and daily periodicity showed good performance when compared to other traditional and some deep learning models. An attention-based Conv-LSTM cascade model coupled with a Bi-LSTM module for periodic feature mining was proposed in [37] for short-term traffic forecasting. Their results show that this model outperformed existing approaches including the DNN-BTF model especially when the periodic features were incorporated into the model. Overall, the literature suggests that hybrid deep learning models offer the best performance due to their ability to simultaneously mine both spatial, temporal, and periodic traffic features. Meanwhile, according to [5], [19], there is a need to identify the relevant periodic features – daily, weekly, and sometimes monthly and yearly – as this can lead to further improvement in model performance. However, there is a lack of research exploring this area of interest.

Motivated by this, a rigorous method is presented in this paper to select the most appropriate periodic traffic feature. The selected periodic feature and the spatial-temporal data are subsequently fed as inputs to a wide and deep Conv-LSTM neural network. The novelties of this paper are as follows:

- It extends the application of the hybrid wide and deep neural network originally proposed in [40], by employing a fully connected layer placed in the wide channel to memorize features extracted from the periodic data while a Conv-LSTM module is placed in the deep channel for spatial-temporal feature extraction. The advantage of this configuration is that the memorized periodic features from the wide channel can be used to refine the output of the deep network.
- It carries out a systematic statistical analysis based on Pearson’s correlation coefficient to demonstrate that, for the two locations and the forecast horizons considered, daily patterns are not necessary whereas weekly patterns are the most appropriate long-term temporal feature for forecasting purposes.
- It uses two real-world traffic datasets to demonstrate the generalizability of the proposed approach and its superior performance compared to the published literature.
- To ensure a fair comparison, it optimizes all the hyperparameters for each network and each time horizon from 5 min to 60 min in the same manner.

The remainder of the paper is organized as follows. Section II presents the methodology, which starts with details of the dataset used, the data analysis and associated preprocessing steps taken. It then formulates the traffic forecasting problem. Section III presents the model. Section IV describes the training configuration and critically evaluates the performance of the model. Finally, Section V concludes the paper and offers recommendations for further work.

II. METHODOLOGY

A. Dataset description

Two urban freeway traffic flow datasets were collected from the California transportation agency performance management system (Caltrans-PeMS) [41]. The datasets, sampled every 5 min, include weekdays, weekends, and possible holidays.

The first dataset contains 35,136 samples representing 4 months (1st March 2019 - 30th June 2019) for a 10 km section of the West Side freeway in Stockton, California (district 10). The second dataset contains 53,280 samples over 5 months (1st September 2017 - 4th March 2018) for a 2.3 km section of the John B. Williams freeway in Oakland, California (district 4). The detector selection process for each stretch of urban freeway is carried out as follows. First, detectors with more than 2000 missing samples are dropped. Second, a spatial correlation analysis is used to select the most appropriate detectors where any detector with a spatial correlation less than 0.85 relative to the other locations is removed. This selection process aims to reduce the number of detectors on both freeways to focus solely on the most reliable data. In this work, the number of detectors is reduced from 10 to 7 for the Stockton dataset, and from 11 to 6 for the Oakland dataset. Fig. 1 shows the distribution of selected detectors across the freeway in both the Stockton (left) and Oakland (right) datasets. The unlabeled black pins indicate the position of detectors not selected for use. Each labelled pin represents the location of a detector from where the traffic data is collected. The position \( S_0 \) represents the randomly selected point of interest (POI), that is, the point where traffic is to be predicted. Fig. 2 is a heatmap that shows the traffic flow per day for the final five weeks of each dataset. It is observed that there exist two peaks in the Stockton dataset, a narrow morning and a more spread-out evening rush hour. There is only one evening peak in the Oakland dataset. A weekly periodicity of the traffic flow is observed in both datasets, however, more variability is observed in the Oakland dataset over the 5 months duration. The last two weeks of each dataset (4032 samples) are used for testing, while the remainder is used for training the proposed model. The red bar in Fig. 2 indicates the start of the test set in each dataset.
the standard deviation of the flow cycle \( f_x \) and \( f_y \), respectively. To build the correlation matrices for both the daily and weekly patterns, the original traffic data of the POI is reshaped into a daily, working days (Mon. to Fri.), weekends (Sat. and Sun.) and weekly cycles before computing the correlation coefficients. Table I shows the minimum, mean, maximum and standard deviation of the correlation coefficient. Note that these results remain consistent throughout the dataset, irrespective of the weeks selected. The weekly data exhibit the highest correlation, closely followed by ‘working days’ with weekend and daily data being less correlated and characterized by the higher spread of the degree of correlation as demonstrated by higher standard deviation. The higher standard deviation in the degree of correlation for the daily pattern reflects the significant difference between traffic during the working days and weekends, see Fig. 2. Considering the working day data and weekend data as separate inputs would increase the model complexity. However, the correlation analysis has demonstrated that for the selected dataset, considering solely the weekly pattern is better as it is more consistent and therefore offers a more reliable long-term temporal feature.

### Table I

<table>
<thead>
<tr>
<th>Data</th>
<th>Index</th>
<th>Daily</th>
<th>Working Week</th>
<th>Weekend</th>
<th>Weekly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stockton</td>
<td>Min.</td>
<td>0.73</td>
<td>0.90</td>
<td>0.73</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.91</td>
<td>0.96</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Max.</td>
<td>0.98</td>
<td>0.98</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.06</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Oakland</td>
<td>Min.</td>
<td>0.78</td>
<td>0.88</td>
<td>0.78</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.92</td>
<td>0.95</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Max.</td>
<td>0.98</td>
<td>0.98</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.05</td>
<td>0.03</td>
<td>0.04</td>
<td>0.03</td>
</tr>
</tbody>
</table>

### C. Problem formulation

This paper approaches the traffic forecasting problem from a supervised learning perspective. It maps the input variables – previous and current traffic flow variables – to the output variable – future traffic flow variable – using the sliding window method [4], [42].

First, the short-term spatial-temporal data is prepared as an input to the proposed model. By applying the aforementioned method, this input becomes the traffic flow \( f \) for each selected location \( S = \{S_a, ..., S_p, ..., S_b\} \) during the time interval \( t = \{k, k-1, k-2, ..., k-n_d\} \); where \( S_a \) and \( S_b \) represents the first and last detector location upstream and downstream of \( S_o \), respectively; \( k \) is the current time step and \( n_d \) is the number of lag observations considered. Combining the historical traffic flow of each selected location and time interval generates the short-term spatial-temporal input, denoted \( F^t \), expressed as follows:

\[
F^t := \begin{bmatrix}
    f^t_{k-n_a} & \cdots & f^t_{k-1} & f^t_{k} & \cdots & f^t_{k+n_a} \\
    \vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
    f^t_{k-1} & \cdots & f^t_{k-n_b} & f^t_{k-n_b+1} & \cdots & f^t_{k+n_b} \\
    f^t_k & \cdots & f^t_{k-n_b} & f^t_{k+n_b}
\end{bmatrix}
\]

Second, the long-term temporal data is prepared as a second

\[
\rho = \frac{\text{cov}(f_x, f_y)}{\sigma_x \sigma_y}
\]

where \( \text{cov}(f_x, f_y) \) is the covariance between the traffic flow of one cycle \( f_x \) and a second cycle \( f_y \), while \( \sigma_x \) and \( \sigma_y \) represent

![Fig. 1. The road section of the Stockton (left) and Oakland (right) datasets where S₀ represents the location where the traffic is predicted.](image1)

![Fig. 2. Heatmap of the traffic flow for the final five weeks: Stockton (top), Oakland (bottom).](image2)

### B. Data Analysis

Traffic data shows both spatial-temporal correlations and periodicity characterized by long-term temporal correlations. The latter could include weekly (same day in previous weeks) or daily (different days in the same week) patterns. In this work, Pearson’s correlation coefficient, denoted \( \rho \), is adopted to select the most important long-term temporal feature. \( \rho \) can be any value between \(-1\) and \(+1\). A value of 0 indicates that there is no correlation and values closer to \(-1\) or \(+1\) respectively indicate a strong negative or strong positive correlation. \( \rho \) is computed as follows:

\[
\rho = \frac{\text{cov}(f_x, f_y)}{\sigma_x \sigma_y}
\]

where \( \text{cov}(f_x, f_y) \) is the covariance between the traffic flow of one cycle \( f_x \) and a second cycle \( f_y \), while \( \sigma_x \) and \( \sigma_y \) represent
input to the proposed model using the same sliding window technique and the same output as a reference point. As discussed in Section B, the long-term temporal input is best modelled by the weekly periodicity. From table I, it is observed that the traffic flow at a detector location for any given point in time is highly correlated with the traffic flow at the same location and same time step in the previous weeks. To account for inter-week traffic flow variability, a time step tolerance is added to include adjacent time steps from the past week. The resulting matrix, $F_{w}^{k}$, represents the long-term temporal input at location $s_0$ for each preceding week $w$ considered, it is given by:

$$
F_{w}^{b} := \begin{bmatrix}
    f_{k_1}^{b} & f_{k_2}^{b} & \cdots & f_{k_{n_k}}^{b} \\
    \vdots & \ddots & \ddots & \vdots \\
    f_{k_{n_k}}^{b} & f_{k_{n_k-1}}^{b} & \cdots & f_{k_{0}}^{b} \\
\end{bmatrix}
$$

where $k_{n_k}$ represents the same moment in time in the previous week (2016 samples behind the output), $k_{n_k}$ represents the same moment in time two weeks ago (2x2016 samples behind the output) and $k_{n_k}$ represents the same moment in time c weeks ago (cx2016 samples behind the output). $n_k$ is the number of adjacent time samples considered on either side of the time $k_{n_k}$. $n_k$ is introduced to accommodate the time shift and variation in the current traffic flow compared to the flow observed in previous weeks.

Given that the location $s_0$ is considered as the POI, the output becomes the traffic flow value at $s_0$ at the time horizon $(k + n_k)$; where $n_k$ is an integer value that represents the prediction horizon. This output represents the forecast, and it is denoted $F_{k+n_k}^{b}$. Similar to [38], this work adopts a 75 min ($n_k = 15$), lag observation to predict 5, 15, 30 and 60 min ahead, corresponding to $n_k = 1, 3, 6, 12$. In this work, the most appropriate parameters for the weekly periodic input $n_k$ and $c$ were found to be 3 and 2, respectively. This can be interpreted as using the same time interval from the previous two weeks, $\pm 15$ min from each preceding week as a long-term temporal input.

D. Data preprocessing

Raw traffic data usually contains some erroneous and missing values which can be caused by several reasons, including transmission distortion, temporary power failure, unscheduled maintenance of the system and sensor fault. This paper adopts the following missing data imputation techniques depending on the type of missing data.

1) **Missing Completely at Random (MCR):** missing data points are non-sequential, independent of one another and are situated between two known values. These missing data points are replaced with the average of the preceding and succeeding time steps.

2) **Missing at Random (MR):** in this case, missing data points follow each other sequentially, and these long sequences are randomly distributed throughout the dataset. The nature of this type of missing value renders the simple interpolation method insufficient, thus a matrix-based missing data representation [44] in conjunction with the temporal day pattern is used to re-organize the data. The day pattern represents data collected at the same time step of the same day $d$, but in adjacent weeks. A matrix representation of a day pattern $F_{d}^{k}$, for a given spatial location $S$ is given below:

$$
F_{d}^{k} := \begin{bmatrix}
    f_{k_1}^{s} & f_{k_2}^{s} & f_{k_3}^{s} \\
    \vdots & \vdots & \vdots \\
    f_{k_{n_m}}^{s} & f_{k_{n_m-1}}^{s} & f_{k_{n_m-2}}^{s} \\
\end{bmatrix}
$$

Here, the middle column represents a location $S$ with a sequence $\{k^*, k^* - 1, \ldots, k^* - n_m\}$ of missing traffic flow data; where $k^*$ represents the start of the missing sequence, and $n_m$ represents the length of the missing sequence. The first and last columns represent the same sequence of the same day, one week behind and one week ahead, respectively. After the generation of this matrix, the linear interpolation (i.e. the average) method is applied across the rows to fill in the missing data such that:

$$
f_{k^*} = \frac{f_{k^*} + f_{k^*}}{2}
$$

In addition to missing data imputation, we also check for the presence of outliers using the interquartile range $IQR$, which measures the statistical dispersion of the data per spatial location with a more robust response to the presence of outliers. The $IQR$ is given as the difference between the third $Q3$ and the first $Q1$ quartiles:

$$
IQR = Q3 - Q1
$$

We define outliers as values which fall outside of the boundary conditions given by the upper boundary $UB$ (7) and lower boundary $LB$ (8).

$$
UB = Q3 + 1.5 \times IQR
$$

$$
LB = Q1 - 1.5 \times IQR
$$

On application of these boundary conditions, we conclude that our datasets do not contain outliers, therefore we proceed to the data scaling step without any modification to the data.

Data scaling is an important data pre-processing step for deep learning, as neural networks can be sensitive to the different scales in the data. Due to the varying number of lanes at each spatial location, the minimum, maximum and general flow values for each location differ. Thus, the Min-Max scaling method is used to normalize the data between 0 and 1. The normalization formula is given as follows:

$$
f_{k}^{\ast} = \frac{f_{k}^s - f_{k}^{\min}}{f_{k}^{\max} - f_{k}^{\min}}
$$

where $f_{k}^{\min}$ and $f_{k}^{\max}$ represent the minimum and maximum flow values for a given spatial location $S$, respectively. $f_{k}^{\ast}$ represents the current flow value of that spatial location that is
III. PROPOSED MODEL

The proposed model makes use of the wide and deep framework originally proposed by [40]. As is illustrated in Fig. 3, a fully connected layer is placed in the wide channel and a Conv-LSTM module in the deep channel.

A. Wide Channel

The wide channel A consists of a fully connected layer of length $\alpha$ which is designed to learn global knowledge from the flattened weekly periodic matrix $F_{t}^{\alpha}$. By using a fully connected neural network in the wide channel, we can memorize the periodicity in the traffic data and use the derived features of periodicity to augment the spatial features extracted in the deep channel [40], [43]. The output of each neuron in the fully connected layer is computed using the following equation:

$$y_j = \sum_{i=1}^{\alpha} w_{ij} x_i + b$$  \hspace{1cm} (10)

Here, $w_{ij}$ represents each neuron’s weight between the input value $i$ and the $j$th neuron, with $b$ being the bias term. $\alpha$ represents the length of the flattened 1D input data $x$. The output $y_j$ is then passed through an activation function, which in conjunction with the number of neurons in the layer, determines its contribution to the feature map generated by the network. In this paper, the Rectified Linear Unit (ReLU) is used as the activation function due to its ability to prevent overfitting [44]. The ReLU activation gives a non-zero output only if the input is positive. It is defined as follows:

$$f(x) = \begin{cases} 0 & \text{for } x < 0 \\ x & \text{for } x \geq 0 \end{cases}$$  \hspace{1cm} (11)

B. Deep Channel

The deep channel consists of a Conv-LSTM block, which is the combination of a Convolutional layer with an LSTM backend. This allows for the extraction of the features inherent in the short-term spatial-temporal traffic flow input $R_t^s$. The convolutional layer extracts the spatial features via a 2D convolutional operation which is performed over the data input $R_t^s$ at each time step. By sliding a convolutional kernel or filter across the input, a feature map is obtained which can then be flattened and passed to the next layer. This process can be expressed as follows:

$$J = \sigma(w \star F_t^s + b)$$  \hspace{1cm} (12)

where $w$ represents the weights of the convolutional kernel, $F_t^s$ is the short-term spatial-temporal input, $\sigma$ and $*$ represents the convolution operator and activation function, respectively. After the convolution operations are performed, a set of feature maps $H$ is obtained:

$$H = \{J_1, J_2, ..., J_s\}$$  \hspace{1cm} (13)

A pooling layer is not used here because the dimensionality of the input vector is already low. This output $H$ of feature maps is passed as the input to the LSTM block. The LSTM block consists of several gates and memory units, which allow it to retain important information and discard unimportant ones. The process through which it does this is described as follows. First, the LSTM determines which information to retain or discard by passing the previous hidden state vector $h_{t-1}$ and the cell input vector $x_t$ through a forget gate $f_t$ which contains a sigmoid activation $\sigma$ that outputs a value between 0 and 1. Values close to 0 are discarded while values close to 1 are kept.

$$f_t = \sigma(w_h^f h_{t-1} + w_x^f x_t + b_f)$$  \hspace{1cm} (14)

The next step is to determine what new information is to be stored in the cell state. This is a two-part process that starts with the previous hidden state $h_{t-1}$ and cell input $x_t$ passed through a sigmoid and tanh layer respectively. The sigmoid layer determines the value to be updated and the tanh layer helps to regulate the network. Subsequently, the outputs from both activations are multiplied together and passed on to the next step.

$$i_t = \sigma(w_h^i h_{t-1} + w_x^i x_t + b_i)$$  \hspace{1cm} (15)

$$\tilde{C}_t = \tanh(w_h^c h_{t-1} + w_x^c x_t + b_c)$$  \hspace{1cm} (16)

The previous cell state $C_{t-1}$ is updated to the next cell state $C_t$ by firstly forgetting the unimportant information from the previous cell state via an element-wise multiplicative operation between $C_{t-1}$ and $f_t$, then, generating the new cell state $C_t$ via pointwise addition to the result of the element-wise product of $i_t$ and $\tilde{C}_t$ from the previous step.

$$C_t = f_t \odot C_{t-1} + i_t \odot \tilde{C}_t$$  \hspace{1cm} (17)

Finally, the output gate of the LSTM determines what the next hidden state should be. First, the previous hidden state and cell input $(h_{t-1}, x_t)$ is passed through a sigmoid activation; then, the
newly generated cell state $C_t$ from the previous step is passed through a tanh activation. Both results are combined using an element-wise product to determine the value for the new hidden state $h_t$. Both the new hidden state and the new cell state from the previous step are then carried over to the next time step.

$$a_t = \sigma(w_{ha}^T h_{t-1} + w_{xa}^T x_t + b_a)$$
$$h_t = a_t \otimes \tanh(C_t)$$

where $w_{ha}, w_{ha}, w_{xc}, w_{xo}$ and $w_{xf}, w_{xc}, w_{xo}$ denote the respective weight matrices of each layer for the connection to the respective previous hidden state $h_{t-1}$ and cell input $x_t$, and $b_f, b_i, b_c, b_o$ represent the respective bias terms.

C. Prediction layer

The output of the wide channel A and deep channel B are concatenated, and the resulting vector is fed as an input to a fully connected neural network. This neural network consists of a single neuron that is densely connected to the preceding layer; that is, this layer is connected to every input from the concatenation layer. This layer uses no activation as the problem has been modelled as a regression problem and the value to be predicted is the numerical traffic flow with no transformation required. The output from this layer is the scaled prediction of the model which is subsequently unscaled to give the final prediction.

IV. EVALUATION

A. Training setup

Keras, which is a deep learning API with a TensorFlow backend was used in the development of the model. Before the final training of the proposed model and all other models used for comparison, hyperparameters were optimized using the random search method. The random search method works by randomly combining a number of hyperparameters from a given hyperparameter space, with one random combination being a possible model configuration. The selection of hyperparameters tuned in the model is given in Table II. In setting up the random search, the optimization objective is set to minimize the validation loss. The number of trials and the number of executions per trial is set to 60 and 5 respectively. The former is selected based on the recommendation by [45] and the latter serves as a method to reduce result variance which occurs due to the random initialization of the network variables.

On completion of the optimization scheme, the best hyperparameters are selected and used in the final model training. The loss function selected is the mean squared error (MSE), defined as follows:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$

where $y_i$ represents the actual flow value, $\hat{y}_i$ represents the predicted flow values and $n$ represents the total number of test samples.

The validation set is allocated 10% of the training data and an early call back with a patience of 5 epochs is used to monitor the validation loss and stop the training scheme when there is no more improvement in performance. To improve the robustness of the optimization against random parameter initialization, we run the training scheme 100 times and select the parameters based on the average value of each performance metric.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>HYPERPARAMETER RANGE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wide Channel</strong></td>
<td></td>
</tr>
<tr>
<td>Number of units (FC)</td>
<td>[10, 100, 1]</td>
</tr>
<tr>
<td><strong>Deep Channel</strong></td>
<td></td>
</tr>
<tr>
<td>Number of filters (CNN)</td>
<td>[32, 512, 32]</td>
</tr>
<tr>
<td>Number of units (LSTM)</td>
<td>[10, 100, 1]</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
</tr>
<tr>
<td>Learning rate</td>
<td>[1e-2, 1e-3, 1e-4]</td>
</tr>
</tbody>
</table>

B. Performance measures

To compare the efficacy of the proposed model to the current state of the art, the following standard performance metrics for traffic forecasting are employed: Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and MAPE. These metrics are computed using the following equations:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%$$

where $y_i$ represents the actual flow value, $\hat{y}_i$ represents the forecasted flow values and $n$ represents the total number of test samples. A lower value for (21), (22) and (23) indicates a better performing model.

In addition, the GEH statistic [46] is computed for pairs of actual and forecasted flow values for each time interval and forecast horizon in the test set. This metric is non-linear, thus, one acceptance threshold can be applied to a wide range of traffic volumes using GEH. The computation for GEH is given as follows:

$$GEH = \sqrt{\frac{2(\hat{Y}_t - \bar{Y}_t)^2}{\hat{Y}_t + \bar{Y}_t}}$$

where $Y_t = y_t \times 12$ represents the actual hourly flow, and $\hat{Y}_t = \hat{y}_t \times 12$ represents the forecasted hourly flow. A GEH value less than 5 (GEH < 5) is considered a good fit, therefore the statistic of interest is the percentage of GEH values less than 5 computed for the entire test set. The acceptable value for modelling purposes is the percentage of GEH > 85% [46]. We believe that the percentage of GEH for forecasting should meet the same standards as that which is used for modelling. The
GEH applied to each data point sampled at 5 min is denoted GEH5. It is observed that traffic count exhibits small oscillations throughout the day. Assuming that these oscillations are not significant if they do not prevent significant peaks in traffic from being modelled, a moving average filter of dimension 3, representing a 15 min duration, is applied to smooth the measured and predicted flows. Padding is used to remove the time shift between original and smoothed data. GEH15 is calculated for the aforementioned smoothed data.

C. Model performance

A number of experiments were conducted to compare the performance of the proposed wide and deep model with two stand-alone models and a hybrid deep learning model. The POI for each dataset is set at the location $S_0$, and the final 2 weeks of each dataset are used as the test set for all the experiments. The two selected baseline models are the LSTM [32] and the CNN-LSTM [39] models. For the LSTM network, the number of layers is set to two, while the number of units per layer is optimized using the optimization scheme outlined in the training setup section. The CNN-LSTM network contains a single convolutional layer with an LSTM backend. The number of filters in the convolutional layer and the number of units in the LSTM layer are both optimized. For each experiment, the size of the input lag window is set to 15, meaning 75 min of historical data is used as input to the model. The attention-Conv-LSTM with double Bidirectional LSTM [37] is the hybrid deep-learning model selected for comparison. The main channel consists of two convolutional layers with two LSTM layers backend and an attention mechanism used for data fusion. In addition, it also consists of two side bi-LSTM layers which are used to extract features from the daily and weekly periodic patterns. The optimization scheme detailed in the training setup section is used to optimize the hyperparameters of this network before model evaluation. Fig. 4 and Fig. 5 show the prediction efficacy of the proposed model for different forecast horizons over a period of one day for the Stockton and the Oakland test dataset respectively. In each figure, the top subplot shows a comparison between the actual flow and the forecasted flow, while the bottom subplot shows the error given in terms of GEH. The black points indicate a forecast with acceptable GEH ($\text{GEH}_5 < 5 \& \text{GEH}_{15} < 5$). The red points indicate a forecast with sub-optimal according to GEH5. The green points indicate a GEH which is sub-optimal for both the $\text{GEH}_5$ and $\text{GEH}_{15}$. The 15 min moving average gives a larger percentage of acceptable GEH (percentage GEH $> 85\%$). This is due to the smoothing effect of the filter which reduces flow variations from neighboring time samples. The latter reduces the ability of the prediction model to track sudden variations whilst improving its ability to track trends. Note that, for the data sets considered, the main peaks in traffic are of a duration that is longer than 15 min, therefore using a smoothed version of the model output is appropriate.

Fig. 4. One-day prediction performance of the proposed model and associated error for different forecast horizons (Stockton)
Table III shows the averaged prediction accuracy in terms of the selected performance metrics and GEH for both traffic networks over the selected test period. Compared to the vanilla LSTM model, the proposed wide and deep model shows similar performance for the 5 min Stockton forecast. However, at higher forecast horizons and for the Oakland dataset, the proposed model outperforms the vanilla LSTM. A similar observation is made when the proposed model is compared with the stand-alone Conv-LSTM model. Although the Conv-LSTM model can outperform the vanilla LSTM model in most cases,
it still falls short when compared to the proposed model. This improvement in the performance of the proposed model can be attributed to the model being able to capture more relevant periodic features in the wide channel which it combines with the spatial-temporal features mined by the Conv-LSTM block in the deep channel to provide for more accurate predictions. The AT-Conv-LSTM block was designed to capture both the spatial-temporal features and, the daily and weekly periodic features via its accompanying Bi-LSTM modules. However, from the results in tables III, the proposed wide and deep model outperforms the AT-Conv-LSTM model. The performance improvement can be attributed to the selection of the most relevant periodic feature undertaken as an extra data pre-processing step before constructing the model. It was determined via correlation analysis that the daily periodic data was not as relevant as the weekly periodic data, due to the relatively low correlation between weekdays and weekends.

Note that the relative error reduction achieved by the proposed model is small, being in the order of 1% for the Oakland network and ranging from -0.2% to 3% for the Stockton network. In the latter case, the vanilla LSTM model was marginally better for the 5 min prediction horizon but significantly worse than the other network for longer range predictions. This indicated that for a very short prediction horizon, it is sufficient to use immediately preceding flow measurements, whilst additional daily and weekly patterns are required to predict longer horizons. The relative improvement observed with the proposed model increases with a longer prediction horizon, confirming the suitability of exploiting weekly patterns.

Also note that if an interval of 5 min is considered to evaluate prediction models against GEH, all current models fail to meet the standard for modelling by a significant margin, i.e. around 20% on average. However, averaging the output over 15 min smooths the data by removing the typical small oscillations in the flow over a short time duration. The resulting GEH value is then able to meet or exceed the modelling quality standards by an average of around 10%. It is suggested that GEH becomes a measure of choice not only for researchers involved in traffic modelling but also for researchers proposing models to predict traffic flows. Ideally, prediction models should meet the GEH standard even without additional filtering.

V. CONCLUSION

In this work, we have proposed a short-term traffic forecasting model based on a wide and deep architecture, which processes both short term spatial-temporal inputs and long-term periodic inputs. The short-term spatial-temporal input is processed by a Conv-LSTM block while the long-term periodic input is handled by a fully connected neural network. We find that by including only the relevant periodic data, i.e., weekly periodic data in our traffic forecasting model we surpass the prediction performance of existing stand-alone Conv-LSTM models whilst outperforming more complex composite deep learning models which incorporate all periodic features. Similar to [37], we have only considered networks in which the detectors are placed in succession. As a future work, a more complex and extensive road network with junctions and ramps should be considered and deep learning models which can handle the intricacies of such networks should be investigated. It is recommended to use, in addition to standard metrics, the traffic flow modelling criteria GEH to ensure that the model prediction quality is suitable for practitioners.
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