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Abstract

As one of the ways to acquire efficient image compact representation, graph embedding (GE) based manifold learning has been widely developed over the last two decades. Good graph embedding depends on the construction of graphs concerning intra-class compactness and inter-class separability, which are crucial indicators of the effectiveness of a model in generating discriminative features. Unsupervised approaches are intended to reveal the data structure information from a local or global perspective, but the resulting compact representation often has poorly inter-class margins due to the lack of label information. Moreover, supervised techniques only consider enhancing the adjacency affinity within the class but excluding the affinity of different classes, which results in the inability to fully capture the marginal structure between distributions of different classes. To overcome these issues, we propose a learning framework that implements Category-Oriented Self-Learning Graph Embedding (COSLGE), in which we achieve a flexible low-dimensional compact representation by imposing an adaptive graph learning process across the entire data while examining the inter-class separability of low-dimensional embedding by jointly learning a linear classifier. Besides, our framework can easily be extended to the semi-supervised situation. Extensive experiments on several widely-used benchmark databases demonstrate the effectiveness of the proposed method comparing with some state-of-the-art approaches.
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I. INTRODUCTION

C apturing an efficient image compact representation by taking full advantage of valid information about the given data is essential for the applications of machine learning as well as data mining. Here, the compact representation of data we refer to contains two levels: one is to embed samples from the high-dimensional observation space into the low-dimensional compact space, namely, by means of dimensionality reduction for feature compression efficiently; the other is to aggregate samples with high affinity or similarity to each other into a compact domain. Both help to reveal the latent data distribution structure and facilitate excellent classification and generalization performance.

Serving the above two purposes, we consider a data-driven graph $G(Y, S)$ on a $r$-dimensional manifold embedded in a $d$-dimensional space ($r < d$) [1], where $Y = [Y_1, Y_2, \ldots, Y_n] \in \mathbb{R}^{r \times n}$ refers to the data matrix composed of $n$ embedded data samples and $S \in \mathbb{R}^{n \times n}$ represents the affinity matrix of interconnected sample pairs. Now, by embedding the graph into a $r$-dimensional Euclidean space for locality preserving, we arrive at the following problem

$$\min_{Y^r, HY = Y} \|Y_i - Y_j\|_2^2 S_{ij}$$

which is known as the Laplacian Eigenmaps (LE) [2] for providing a efficient approach to nonlinear dimensionality reduction, where $H$ is a constraint matrix and $m$ is a constant. Nevertheless, LE faces a major problem of out-of-sample extension. Behind many out-of-sample attempts [3], a series of improved algorithms based on linear assumption $Y = P^TX$ is the focus of research, among which Locality Preserving Projections (LPP) [4], [5] are the pioneering work, as follows

$$\min_{P, X} \|P^TX_i - P^TX_j\|_2^2 S_{ij}.$$  

The developed LPP-based algorithms fall into three categories of unsupervised, supervised, and semi-supervised. In unsupervised manners [6], [24], [18], [30], [21], the lack of label information leads to the insignificant inter-class margins in the low-dimensional space, thus affecting subsequent clustering and classification tasks. By contrast, the ways of supervising or semi-supervising [7], [8], [9], [10], [11] can strikingly yield the sharper margins between different classes. Unfortunately, as indicated in Fig. 1 (top), these methods only preserve the adjacency information among samples with high similarity by constructing the intra-class graphs but ignore the adjacency relationships between inter-class boundaries, which is not conducive to the generalization of the model. Thus, it is critical to induce large inter-class margins by guiding label information while constructing the graph Laplacians over the entire data distribution. A feasible framework is illustrated in Fig. 1 (bottom).

In these LPP-based approaches, the success of achieving a superior compact representation depends on the construction of affinity graphs, including partial joins and full joins, where partial joins are skilled in mining the structural information of data distribution. However, the thorny issue is that the conventional ways of constructing the affinity graph rely on pre-definition in the original ambient space, including label based 0-1 affinity [8], local geodesic distance [12], sparse
A. Notations

In our writing, all vectors and matrices are in bold italics, and all scalars are in simple italics. Given the data matrix \( \mathbf{X} = [\mathbf{X}_1, \mathbf{X}_2, \cdots, \mathbf{X}_n] \in \mathbb{R}^{d \times n} \) composed of \( n \) samples belonging to \( c \) classes, where \( n_i \) is the number of samples in class \( i \), \( \mathbf{X}_{ij} \) is the \( i \)-th row and \( j \)-th column entry of \( \mathbf{X} \), and \( \mathbf{X}_i \in \mathbb{R}^{d \times 1} \) refer to a \( d \)-dimensional sample. And \( l_i \in \{1, 2, \cdots, c\} \) is the class label of sample \( \mathbf{X}_i \). Moreover, \( \mathbf{X}^T \), \( \mathbf{X}^{-1} \) and \( \text{Tr}(\mathbf{X}) \) represent \( \mathbf{X} \)’s transpose, inverse and trace, respectively. The Frobenius norm, \( L_2 \), norm, and \( L_{2,p} \) norm are defined as \( \| \mathbf{X} \|_F = \sqrt{\sum_{i,j} X_{ij}^2} \), \( \| \mathbf{X}_i \|_2 = \sqrt{\sum_{j} X_{ij}^2} \), and \( \| \mathbf{X} \|_{2,p} = (\sum_{i} \| \mathbf{X}_i \|_{p}^p)^{\frac{1}{p}} \) respectively, where \( \mathbf{X}_i \) means the \( i \)-th row vector of the matrix \( \mathbf{X} \).

B. Dynamic Graph Structure Learning

As mentioned earlier, the key of achieving a compact low-dimensional representation via solving problem (2) lies in the construction of a suitable affinity graph, including fully connected and locally connected. Unfortunately, among the numerous spectral graph based approaches [9], [8], [7], [12],
[10], [11], affinity graphs are often constructed independently of the learning process. Instead of preconstructing the affinity graph, some adaptive weighted approaches have emerged in recent years for graph learning. Here, we present a brief review of four representative strategies.

1) Regularization Penalty: Regulation is a commonly-used technique for machine learning, which can effectively avoid trivial solutions. The graph learning with regularization penalty can be written as follows

$$\min_{S, S_i \geq 0} \sum_{i,j} ||P^T X_i - P^T X_j||_2^2 S_{ij} + \eta \sum_{i,j} \Psi(S_{ij})$$  \hspace{1cm} (3)

where \(S_i\) is the row vector whose the \(j\)-th entry is \(S_{ij}\), \(1\) is the column vector whose entries are all 1, and \(\eta\) controls the evenness of the entries in \(S_i\) and the smaller \(\eta\) causes \(S_i\) to be more uneven. Taking the case of \(\sum_j \Psi(S_{ij}) = ||S_i||_2^2\) [18], [19] or \(\sum_j \Psi(S_{ij}) = ||S_i - A_i||_2^2\) where \(A_i\) is the \(i\)-th row of the predefined affinity matrix \(A\) [20], [21], the equivalent subproblem can be extracted from problem (3) as

$$\min_{S, \sum_i S_i \geq 0} ||S_i - R_i||_2^2$$ \hspace{1cm} (4)

where \(R_{ij} = \left\{ \begin{array}{l} \frac{-||P^T X_i - P^T X_j||_2^2}{\sum_{i,j} \Psi(S_{ij})}, ||S_i||_2^2 \\ \frac{A_{ij} - \frac{2\sum_{j} \Psi(S_{ij})}{\sum_{i,j} \Psi(S_{ij})}}{||S_i - A_i||_2^2} \end{array} \right.\) is the \(j\)-th entry in row vector \(R_i\). And then, problem (4) can be effectively solved by referring to [22], [18], [23]. Generally speaking, the results obtained by solving (4) are not sparse, which is not conducive to revealing the local manifold structure of data.

2) Power Weighting: An alternative approach is to transform the linear problem concerning affinity \(S_{ij}\) into the following power nonlinear problem

$$\min_{S, \sum_i S_i \geq 0} \sum_{i,j} ||P^T X_i - P^T X_j||_2^2 S_{ij}^v$$ \hspace{1cm} (5)

where \(v = 2\) taken in [25], [26] and it is generalized in [27] as any case where \(v > 1\). When \(P\) is fixed, the general solution of (5) can be derived as follows

$$S_{ij} = \frac{||P^T X_i - P^T X_j||_2^{2/v}}{\sum_j ||P^T X_i - P^T X_j||_2^{2/v}}.$$ \hspace{1cm} (6)

The power weighting strategy requires no additional parameters and has a closed-form solution. But when \(v > 1\), the \(||P^T X_i - P^T X_j||_2^2\) that approximates to 0 falls in the denominator, thus resulting in the absolute dominance of \(S_{ij}\) in \(S_i\), which may lead to the construction of morbidity graph.

3) Norm-Induced Self-Weighting: Besides, we can directly employ the non-squared \(L_2\) norm to measure the distance between two projected samples [28], as follows

$$\min_{||S_i||_0 = K} \sum_{i,j} ||P^T X_i - P^T X_j||_2^2 S_{ij}$$ \hspace{1cm} (7)

where \(||S_i||_0 = K\) [29] means that each sample has only \(K\) nearest neighbors and \(S_{ij} = \frac{1}{||P^T X_i - P^T X_j||_2^2}\) [28] means that larger weights can be assigned to pairs of samples with smaller distances. Solving problem (7) is equivalent to calculating the optimal KNN graph under the non-squared \(L_2\) norm, which is constructed as follows

$$\min_{||V||_{0} = K, V_{ij} \in \{0, 1\}} \sum_{i,j} ||P^T X_i - P^T X_j||_2 V_{ij},$$ \hspace{1cm} (8)

However, the same hidden danger of \(S_{ij}\) that occurs in (6) may affect the performance of the model.

4) Non-Negative Self-Representation: Besides the above methods of relying solely on distance, the affinity on the graph can also be derived from the non-negative contribution of other samples to the reconstruction of a sample, also known as non-negative self-representation of data. Here we mention two more representative approaches [30], [31]. In [30], fixing other unrelated variables, we arrive at

$$\min_S \sum_{i,j} ||P^T X_i - P^T X_j||_2^2 S_{ij} + \frac{\alpha}{2} \|S\|^2 + \gamma S_{ij}$$ \hspace{1cm} (9)

s.t. \(X = BS + E\).

where \(E\) is a sparse additive error matrix. Problem (9) strives to achieve a symmetric graph in which the affinity of a sample pair is \(S_{ij}\) derived from these low-rank representation coefficients of the original data under a dictionary \(B\). Another approach proposed in [31] is to express the sample relationships on the graph through the non-negative self-representation on the projected data, namely

$$\min_S \|P^T (X - XS)\|_2 + \alpha \|E \odot S\|_1 + \beta \sum_{i,j} ||P^T X_i - P^T X_j||_2 S_{ij} \hspace{1cm} s.t. \ S \geq 0.$$ \hspace{1cm} (10)

where \(\odot\) is the entry-wise multiplication and \(E\) here refers to the locality adaptor matrix. Similar work can also refer to [32]. The above two methods still construct \(S\) in a linear way and require more parameters to be turned, but the performance of mining latent subspace would be improved by preserving the structural representations between samples.

Remark 1. From the above several ways of constructing graphs, we summarize several properties that a high-quality graph should have.

1) Retentivity: The structure information in high dimensional space should be preserved to a certain extent in low dimensional embedding;
2) Nonlinearity: The nonlinear manifold distribution of data forces us to measure the relationships between samples in a nonlinear way;
3) Stability: The affinity between samples cannot trend to infinity as the distance between samples varies;
4) Sparsity: The affinity of sample pairs in the graph should be sparse to better reveal the local manifold structure.

III. METHODOLOGY

In this section, we formulate our motivations step by step and derive an efficient iterative optimization algorithm. Then, the computational complexity and some bright spots of the proposed algorithm are discussed.
A. Framework

Assisted by the separability examination of a classifier, we are eager to reveal the low-dimensional manifold structure of the data, in which the marginal distribution information is preserved simultaneously with the intra-class structure information. Here, we present the overall framework to express our motives

\[
\min_{P,S,f} \Xi(X,P,S) + \delta \Omega(P) + \gamma (\Pi(f(Y),T) + \alpha \Gamma(f)) \tag{11}
\]

where \( f \) is a classifier and \( T \) is a target matrix containing label information. \( \Xi(X,P,S) \) is employed to perform self-learning graph embedding across the entire data domain, and \( \Omega(P) \) is a regularization function for \( P \) with \( \delta \) as a regularization parameter. \( \Pi(f(Y),T) \) checks the separability of projected samples of different classes in the learning process of graph embedding. \( \Gamma(f) \) is an item that prevents the classifier \( f \) from overfitting. \( \gamma \) is a tradeoff coefficient and \( \alpha \) is a regularization parameter.

B. Self-Learning Graph Embedding

As indicated in Section II-B, a variety of dynamic graph learning strategies exist for diverse assumptions. For flexibility, we are more inclined to the graph learning strategy of "Regularization Penalty". Innovatively, we provide a way to regularize graph learning in terms of relative entropy below

\[
\Xi(X,P,S) = \sum_{i,j=1}^{n} \|P^T X_i - P^T X_j\|_2^2 S_{ij} + \sigma \sum_{i=1}^{n} D_{KL}(S_i||A_i) \tag{12}
\]

s.t. \( \|S_i\|_0 = K, S1 = 1, S \geq 0 \).

where \( S_{ij} \) refers to the probability of the \( j \)-th sample being the nearest neighbor to the \( i \)-th sample, \( \|S_i\|_0 = K \) is the scale employed to constrain local graph construction. The relative entropy \( D_{KL}(S_i||A_i) \) in (12), also known as Kullback-Leibler divergence [33], is defined as follows

\[
D_{KL}(S_i||A_i) = \sum_{j=1}^{n} S_{ij} \ln \frac{S_{ij}}{A_{ij}} \tag{13}
\]

which is an asymmetric measure of the difference between the two probability distributions \( S_i \) and \( A_i \). Specially, we define \( 0 \ln 0 = 0 \).

Besides, regularization of \( P \) can ensure the mining of resultful latent manifold structure, and there are many strategies available. However, the samples collected in high dimensional space are often doped with noise and redundancy. In view of this, \( L_{2,0} \) norm should be the best choice, but the difficulty in solving such problems makes us prefer \( L_{2,p} \) norm with \( 0 < p \leq 1 \) [36], namely,

\[
\Omega(P) = \|P\|_{2,p}^p. \tag{14}
\]

C. Inter-class Separability Examination

Although solving problem (12) with the regularization term (14) can capture the overall structural information, the resulting \( P \) lacks discriminant power due to the utilization of label information. As a result, we import the obtained low-dimensional representation \( Y \) into a classifier \( f \) to examine its classification performance. Then, we arrive at

\[
\Pi(f(Y),T) = \sum_{i=1}^{n} \psi_i(f(Y_i),T_i) \tag{15}
\]

where \( \Pi \) is the total classification loss and \( \psi_i \) is the \( i \)-th loss measure for sample \( Y_i \).

Since it is of no practical significance to generate soft labels for training samples, the classifier allows continuous variable prediction. Here, for simplicity we take the linear predictor as \( f(X_i) = W_i Y_i \) where \( W \) is the learned combination coefficient matrix. And, we expect the predicted results to correspond to the targets of those samples, namely

\[
\begin{bmatrix}
T_{11} \\
T_{12} \\
\vdots \\
T_{1c}
\end{bmatrix}
\approx
\begin{bmatrix}
W_{11} Y_{11} + W_{21} Y_{21} + \cdots + W_{1c} Y_{1c} \\
W_{12} Y_{11} + W_{22} Y_{21} + \cdots + W_{1c} Y_{1c} \\
\vdots \\
W_{1c} Y_{11} + W_{2c} Y_{21} + \cdots + W_{1c} Y_{1c}
\end{bmatrix} \tag{16}
\]

where \( T \) is flexible and satisfies the marginal constraint \( T_{il} - \max_{j \neq l} T_{ij} \geq 1 \) [34].

Taking the squared \( L_2 \) norm for measuring the approximation in (16), we arrive at the result below

\[
\psi_i(f(Y_i),T_i) = \|Y_i^T W - T_i\|_2^2 = \|X_i^T P W - T_i\|_2^2 \tag{17}
\]

s.t. \( T_{il} - \max_{j \neq l} T_{ij} \geq 1 \).

Simply taking \( \Gamma(W) = \|W\|_F^2 \) and integrating it with (12), (14), (15) and (17) as a joint learning framework, our model arrives at

\[
\min_{P,S,W,T} \sum_{i,j=1}^{n} \|P^T X_i - P^T X_j\|_2^2 S_{ij} + \sigma \sum_{i=1}^{n} D_{KL}(S_i||A_i)
\]

\[
+ \delta \|P\|_{2,p}^p + \gamma \sum_{i=1}^{n} \|X_i^T P W - T_i\|_2^2 + \alpha \|W\|_F^2 \tag{18}
\]

s.t. \( \|S_i\|_0 = K, S1 = 1, S \geq 0, T_{il} - \max_{j \neq l} T_{ij} \geq 1 \).

With some mathematical tricks, problem (18) can be further written in matrix form

\[
\min_{P,S,W,T} \sum_{i,j=1}^{n} \|P^T X_i - P^T X_j\|_2^2 S_{ij} + \sigma \sum_{i=1}^{n} D_{KL}(S_i||A_i)
\]

\[
+ \delta \|P\|_{2,p}^p + \gamma \|X^T P W - T\|_F^2 + \alpha \|W\|_F^2 \tag{19}
\]

s.t. \( \|S_i\|_0 = K, S1 = 1, S \geq 0, T_{il} - \max_{j \neq l} T_{ij} \geq 1 \)

in which the Laplacian matrix \( L_s \) is defined as \( L_s = D - \frac{S^T + S}{2} \) where \( D \in \mathbb{R}^{n \times n} \) is the diagonal matrix whose \( ij \)-th element is \( S_{ij} + S_{ji}/2 \), and \( D_{KL}(S_i||A_i) = \sum_{i=1}^{n} D_{KL}(S_i||A_i) \).

D. Optimization

The optimization problem established in (19) involves several variables, which interact with each other, making it difficult to directly derive analytic results. As an executable strategy, we utilize the alternating direction multipliers method (ADMM) [41] for updating one variable alternately while fixing the other variables each time.
To make (19) separable, we introduce the auxiliary variables \( Z \) and \( U \) with two additional constraints \( Z = UW, U = P \). Then, and problem (19) can be expressed loosely as follows
\[
\min_{Z,T,P,S,W,U} \left( \frac{1}{2} Tr(P^T XL_s X^T P) + \sigma DKL(S||A) + \frac{\delta}{2} \|P\|_p^2 + \gamma (\|X^T Z - T\|_F^2 + \alpha \|W\|_F^2) \right)
\]
\[\text{s.t. } |S_i|_0 = K, S1 = 1, S \geq 0, T_{il} - \max_{j \neq i} T_{ij} \geq 1,\]
\[Z = UW, U = P.\]
Consequently, we derive the augmented Lagrangian function of problem (20) below
\[
L(Z, T, P, S, W, U) = \frac{1}{2} Tr(P^T XL_s X^T P) + \sigma DKL(S||A) + \frac{\delta}{2} \|P\|_p^2 + \gamma (\|X^T Z - T\|_F^2 + \alpha \|W\|_F^2)
\]
\[+ (C_1, Z - UW) + (C_2, U - P)
\]
\[+ \frac{\mu}{2} (\|Z - UW\|_F^2 + \|U - P\|_F^2),\]
where \( C_1 \) and \( C_2 \) are Lagrange multipliers, \( \mu \) is a positive penalty parameter. With some simple mathematical reasoning, Eq. (21) can be reformulated as
\[
L(Z, T, P, S, W, U) = \frac{1}{2} Tr(P^T XL_s X^T P) + \sigma DKL(S||A) + \frac{\delta}{2} \|P\|_p^2 + \frac{\gamma}{2} (\|X^T Z - T\|_F^2 + \|W\|_F^2)
\]
\[+ \frac{1}{2\mu} \|C_1\|_F^2 - \frac{1}{2\mu} \|C_2\|_F^2 + \frac{\mu}{2} (\|Z - UW\|_F^2 + \|U - P\|_F^2).\]
By alternatively optimizing each variable of (22), we ultimately achieve the optimal solution for all variables. The detailed steps are shown below.

**Update Z:** Since the variables \( P, S, W, T, \) and \( U \) are fixed, (22) can be reduced to the following problem without considering other irrelevant terms
\[
L(Z) = \frac{\gamma}{2} (\|X^T Z - T\|_F^2 + \frac{\mu}{2} \|Z - UW\|_F^2 + \frac{1}{\mu} \|C_1\|_F^2).
\]
Taking the derivative of Eq. (23) w.r.t. \( Z \) and setting it to zero, we have
\[
Z = (\gamma X^T X + \mu I)^{-1} (\gamma X T + \mu UW - C_1).
\]

**Update T:** By fixing \( P \) and \( W \), and simply denoting the regression result \( X^T P W \) as \( V \in \mathbb{R}^{n \times c} \), Eq. (22) degenerates into a retargeting problem
\[
L(T) = \|V - T\|_F^2 \text{ s.t. } T_{il} - \max_{j \neq i} T_{ij} \geq 1.
\]
Then, \( n \) subproblems with an independent constraint on each other can be extracted from problem (25), and the \( i \)-th subproblem is described below
\[
L(T_i) = \|V_i - T_i\|_F^2 = \sum_{j=1}^c (V_{ij} - T_{ij})^2
\]
\[\text{s.t. } T_{il} - \max_{j \neq i} T_{ij} \geq 1.\]
Obviously, \( T_i \) depends only on \( V_i \). As in [34], we redefine the \( i \)-th target vector \( T_i \) below
\[
T_{ij} = \{ V_{ij} + \Delta_i, V_{ij} + \min (\Delta_i - \tau_j, 0), j \neq l_i \}
\]
where \( \Delta_i = T_{il_i} - V_{il_i} \) is a step parameter, \( \tau_j = V_{ij} + 1 - V_{il_i} \) is an indicator and \( \tau_j \leq 0 \) means that class \( i \) and class \( l_i \) satisfy the margin constraint. Using the new formulation in Eq. (27), we can rewrite optimization problem (26) as
\[
f(\Delta_i) = \Delta_i^2 + \sum_{j \neq l_i} (\min (\Delta_i - \tau_j, 0))^2.
\]
Taking the derivative of Eq. (28) w.r.t. \( \Delta_i \), we have
\[
f'(\Delta_i) = 2(\Delta_i + \sum_{j \neq l_i} (\min (\Delta_i - \tau_j, 0)).
\]
And, when \( \Delta_i + \sum_{j \neq l_i} (\min (\Delta_i - \tau_j, 0) = 0 \), problem (28) minimizes, and the optimal \( \Delta_i \) is calculated as
\[
\Delta_i = \frac{\sum_{j \neq l_i} \tau_j \Theta(\tau_j)}{1 + \sum_{j \neq l_i} \Theta(\tau_j)}
\]
where \( \Theta(\tau_j) = \begin{cases} 1, & \tau_j > 0 \\ 0, & \text{other} \end{cases} \). Then, the optimal target matrix \( T \) can be derived from Eq. (27).

**Update W:** Given \( Z, U \) and other variables, the subproblem for updating \( W \) is
\[
L(W) = \frac{\mu}{2} \|Z - UW + C_1\|_F^2 + \frac{\gamma}{2} \|W\|_F^2.
\]
Similarly, taking the derivative of Eq. (31) w.r.t. \( W \) and setting it to zero, we have
\[
W = (\mu U^T U + \gamma \alpha I)^{-1} (U^T (\mu Z + C_1)).
\]

**Update U:** Analogously, \( U \) can be solved by minimizing
\[
L(U) = \|Z - UW + C_1\|_F^2 + \|U - P + C_2\|_F^2.
\]
Taking \( \partial L(U) / \partial U = 0 \), we have closed-form solution
\[
U = ((Z + C_1 W^T + P - C_2) (WW^T + I))^{-1}.
\]

**Update P:** When the variables \( Z, T, S, W \) and \( U \) are fixed, the subproblem w.r.t. \( P \) can be rewritten as
\[
L(P) = \frac{1}{2} Tr(P^T XL_s X^T P) + \frac{\delta}{2} \|P\|_p^2 + \frac{\mu}{2} \|U - P + C_2\|_F^2.
\]
Then, by setting \( \partial L(P) / \partial P = 0 \), we have
\[
XL_s X^T P + \delta \tilde{D} P + \mu P - \mu U - C_2 = 0
\]
where \( \tilde{D} \in \mathbb{R}^{d \times d} \) is a diagonal matrix with diagonal elements \( \tilde{D}_{ii} = \frac{\delta}{2} \|P_i\|_F^{-2} \) in which \( P_i \) is the \( i \)-th row vector of \( P \). And then, we express the optimal \( P \) as
\[
P = (XL_s X^T + \delta \tilde{D} + \mu I)^{-1} (\mu U + C_2).
\]
Incontestably, \( \tilde{D} \) depends on \( P \), making the optimal \( P \) hard to achieve, but here a suboptimal choice can be made through the strategy of iterative solution.
Lemma 1. \cite{36,37} When \(0 < p \leq 1\), the following inequality holds for any positive real number \(a\) and \(b\),
\[
\sqrt{a^p} - \frac{p}{2a} \sqrt{b^{p-2}} \leq \sqrt{b^p} - \frac{p}{2b} \sqrt{a^{p-2}}.
\]

(38)

Theorem 1. Assuming that \(P^t\) and \(\tilde{D}^t\) exist in the \(t\)-th iteration, and \(P^{t+1}\) is further solved by Eq. (37), then the inequality \(\mathcal{L}(P^t) \geq \mathcal{L}(P^{t+1})\) holds.

Proof. Equivalently, (35) can be reformulated as
\[
\mathcal{L}(P, \tilde{D}) = \frac{1}{2} Tr(P^T X L_x X^T P) + \frac{\delta}{2} Tr(P^T \tilde{D} P) + \frac{\mu}{2} \|U - P + \frac{C_2}{\mu} \|_F^2.
\]

(39)

And obviously, by Eq. (37), the following inequality holds
\[
\mathcal{L}(P^t, \tilde{D}^t) \geq \mathcal{L}(P^{t+1}, \tilde{D}^{t+1}).
\]

(40)

Denoting \(\Phi(P) = Tr(P^T X L_x X^T P)\), \(\Psi(P) = \|U - P + \frac{C_2}{\mu} \|_F^2\) and expanding (40), we have
\[
\Phi(P^{t+1}) + \delta \sum_{i=1}^d \frac{p}{2} \|P_i^{t+1}\|_2^2 \|P_i^{t+1}\|^{p-2} + \mu \Psi(P^{t+1})
\]
\[
\leq \Phi(P^t) + \delta \sum_{i=1}^d \frac{p}{2} \|P_i^t\|_2^2 \|P_i^t\|^{p-2} + \mu \Psi(P^t).
\]

(41)

From Lemma 1, we know
\[
\sum_{i=1}^d \|P_i^{t+1}\|_2^2 - \delta \sum_{i=1}^d \frac{p}{2} \|P_i^{t+1}\|_2^2 \|P_i^{t+1}\|^{p-2}
\]
\[
\leq \sum_{i=1}^d \|P_i^t\|_2^2 - \delta \sum_{i=1}^d \frac{p}{2} \|P_i^t\|_2^2 \|P_i^t\|^{p-2}.
\]

(42)

Combining inequalities (41) and (42), we arrive at
\[
\Phi(P^{t+1}) + \delta \|P^{t+1}\|_p + \mu \Psi(P^{t+1})
\]
\[
\leq \Phi(P^t) + \delta \|P^t\|_p + \mu \Psi(P^t)
\]

(43)

which completes the proof.

Thus, after receiving the \(P^t\) generated by the last iteration and calculating \(\tilde{D}^t\), the suboptimal solution of (35) can be \(P^{t+1}\) obtained through (37).

Update \(S\): Similarly, by removing all terms that do not involve the variable \(S\), the objective function is reduced to
\[
\mathcal{L}(S) = \sum_{i,j=1}^n \|P_i^T X_i - P_j^T X_j\|_2^2 S_{ij} + \sigma \sum_{i,j=1}^n S_{ij} \ln A_{ij}
\]
\[
s.t. \quad \|S_i\|_0 = K, S1 = 1, S \geq 0.
\]

(44)

We decompose problem (44) into \(n\) independent subproblems, each of which is equivalent to solving the following problem
\[
\mathcal{L}(S_i) = \sum_{j=1}^n Q_{ij} S_{ij} + \sigma \sum_{j=1}^n S_{ij} \ln A_{ij}
\]
\[
s.t. \quad \|S_i\|_0 = K, S_i1 = 1, S_i \geq 0.
\]

(45)

where \(Q_{ij}\) is the \(i\)-th row of \(Q \in \mathbb{R}^{n \times n}\) whose \(ij\)-th entry is \(\|P_i^T X_i - P_j^T X_j\|_2^2\). Obviously, the constraint \(\|S_i\|_0 = K\) can be implemented by constraining \(K\) minimum non-zero elements in \(Q_i\). Denoting the subscripts of these \(K\) non-zero elements as \(\{\rho_1, \rho_2, \ldots, \rho_K\}\), (45) can be reexpressed as
\[
\min \sum_{j=1}^K (Q_{ij} S_{ij} + \sigma S_{ij} \ln \frac{S_{ij}}{A_{ij}}).
\]

(46)

And, the Lagrangian function of problem (46) is
\[
\mathcal{L}(S, \mu) = \sum_{j=1}^K (Q_{ij} S_{ij} + \sigma S_{ij} \ln \frac{S_{ij}}{A_{ij}}) - \mu (\sum_{j=1}^K S_{ij} - 1)
\]

where \(\mu\) is the Lagrangian multiplier. Taking the derivative \(\nabla_{S_{ij}} \mathcal{L} = Q_{ij} + \sigma (\ln \frac{S_{ij}}{A_{ij}} + 1) - \mu = 0\), we have
\[
S_{ij} = A_{ij} \exp(- \frac{Q_{ij}}{\sigma}) \exp(\frac{\mu}{\sigma} - 1).
\]

(48)

Substituting (48) into \(\sum_{j=1}^K S_{ij} = 1\), we can easily strip out
\[
\exp(\frac{\mu}{\sigma} - 1) = \frac{1}{\sum_{j=1}^K A_{ij} \exp(- \frac{Q_{ij}}{\sigma})}.
\]

(49)

Then, we substitute (49) into (48) to produce the final result
\[
S_{ik} = \begin{cases} \frac{A_{ik} \exp(- \frac{Q_{ij}}{\sigma})}{\sum_{j=1}^K A_{ij} \exp(- \frac{Q_{ij}}{\sigma})}, & k = \rho_j \\ 0, & \text{otherwise} \end{cases}
\]

(50)

Update \(C_1, C_2\) and \(\mu\): Lagrange multipliers \(C_1\) and \(C_2\), and penalty parameter \(\mu\) are respectively updated as follows
\[
C_1 = C_1 + \mu (Z - UW),
\]

(51)
\[
C_2 = C_2 + \mu (U - P),
\]

(52)
\[
\mu = \min(\mu_{\text{max}}, \rho \mu)
\]

(53)

where \(\mu_{\text{max}}\) and \(\rho\) are both constants.

The detailed procedure for solving problem (19) is summarized in Algorithm 1.

E. Computational complexity

Here, we analyze each step of Algorithm 1 and generalize the total computational complexity. Initializing the probability matrix \(S^0\) costs \(O(n^2 d^2)\). In Step 6, Computing \(Z\) requires \(O(nd^2 + ndc + d^3 + d^2 c + drc)\) operations. In Step 7, the calculation of \(T\) with less time consuming is approximately \(O(nc)\) operations. In Steps 8 and 9, update \(W\) and \(U\) are both of order \(O(dv^2 r + v^4 + r^2 c + drc)\). Computing \(P\) in Step 10 requires \(O(n^2 d^2 + ndc + d^2 r)\) operations. In step 11, the probabilistic matrix \(S\) needs a time complexity of order \(O(n^2 r)\). By contrast, the complexity in Step 12 is negligible. Since \(c, r, c\) \leq d and the size of \(n\) is uncertain, the total computational complexity is at most \(O(t(n^2 d^2 + d^3 + nd^2))\), where \(t\) is the number of iterations before algorithm convergence.
**Algorithm 1** Our COSLGE algorithm of solving problem (19)

**Input:** Training matrix $X \in \mathbb{R}^{d \times n}$, label matrix $T \in \mathbb{R}^{n \times c}$, predefined $A$, dimension $r$, parameters $\alpha$, $\gamma$, $\delta$ and $\sigma$.

1. Initialize $P_0 \in \mathbb{R}^{d \times r}$ and $W_0 \in \mathbb{R}^{r \times c}$ randomly.
2. Initialize $S_0$ by solving
   \[
   \min_{S_0} \sum_{i,j=1}^{n} \|X_i - X_j\|_2^2 S_{ij} + \sigma \sum_{i,j=1}^{n} S_{ij} \ln \frac{S_{ij}}{A_{ij}}.
   \]
3. Initialize $T_0$ as a strict zero-one target matrix in which the only the $l_i$-th entry of $T_0$ is 1 while the others are all 0.
4. Initialize $U_0 = P_0, C_1 = 0, C_2 = 0, \mu_0 = 10^{-1}, \rho = 1.05, \mu_{\text{max}} = 10^{5}$.
5. **repeat**
   6. Update $Z^{t+1}$ with (24).
   7. Update $T^{t+1}$ with (27) and (30).
   8. Update $W^{t+1}$ with (32).
   9. Update $U^{t+1}$ with (34).
   10. Update $P^{t+1}$ with (37).
   11. Update $S^{t+1}$ with (50).
   12. Update $C_1^{t+1}, C_2^{t+1}$ and $\mu^{t+1}$ with (51), (52) and (53).
6. **until** $(L^t - L^{t+1}) \leq 10^{-3}$, $\|Z^{t+1} - U^{t+1}W^{t+1}\|_\infty \leq 10^{-3}$ and $\|U^{t+1} - P^{t+1}\|_\infty \leq 10^{-3}$.

**Output:** $P$, $S$, $W$, $T$.

---

Moreover, in the process of the joint classification learning, the targets can adaptively respond to the changes of low-dimensional embedding and learn more discriminative features.

IV. **SEMI-SUPERVISED EXTENSION OF COSLGE**

Assuming that the data matrix $X = [\hat{X}, \hat{X}]$, where $\hat{X} \in \mathbb{R}^{d \times l}$ is labeled and $\hat{X} \in \mathbb{R}^{d \times u}$ is unlabeled ($l + u = n$), then we can easily extend our model to a semi-supervised version

\[
\min_{P,S,W,T} \text{Tr}(P^T XLr(X^TP) + \sigma D_{KL}(S||A)) \\
+ \delta \|P\|^2_F + \gamma (\|\hat{X}^TPW - T\|^2_F + \alpha \|W\|^2_F)
\]

**Fig. 3.** Typical images sampled from six databases. From top to bottom are GTdb, UMIST, YaleB, PIE, USPS, and COIL20.

---

**A. Databases**

Here, six distinctive and widely-used databases are employed to demonstrate the validity of our algorithm, including GTdb, UMIST, YaleB, PIE, USPS, and COIL20, four of which are to evaluate face recognition performance, and two for handwritten and object recognition performance, respectively.
Some typical sample images are illustrated in Fig. 3. Besides, more details are described below.

**GTdb** [1] - The Georgia Tech face database contains images of 50 people, each with 15 sets of images. The pictures show frontal and/or tilted faces with different facial expressions, lighting conditions and scale. We resize each cropped image to $60 \times 40$ pixels and directly train the grayscale pixel features.

**UMIST** [43] - The UMIST face database consists of 575 images of 20 subjects, each changing a series of views from the side to the front. Each subject has no less than 20 images and a maximum of 38 images, each of which is resized to $32 \times 32$ pixels in our experiments.

**Yaleb** [44] - The cropped Extended Yale B face database consists of 2414 frontal facial images of 38 subjects, each photographed under about 64 different lighting conditions. We resize all the images to $32 \times 32$ pixels, with 256 gray levels per pixel.

**PIE** [45] - The CMU PIE database includes 68 persons and a total of 41368 face images taken by multiple synchronous cameras and flashes in different poses, lighting and expressions. Our study focuses on five near-frontal image sets (C05, C07, C09, C27, C29), with approximately 170 images per subject for a total of 11554 images. All images are grayscale and cropped to $32 \times 32$ pixels.

**USPS** [46] - The USPS handwritten digital database we refer to here is a popular subset of the original database that contains 9298 images of 10 Arabic numerals, each resized to $16 \times 16$ pixels, meaning that each sample is a 256 dimensional vector.

**COIL20** [47] - The Colombian Object Image Library database is composed of 20 objects with a total of 1440 images. As objects rotate on the turntable, images of each object are taken at five-degree intervals, with 72 images for each object. Each image is adjusted to $32 \times 32$ pixels.

### B. Competitors

Training a Deep Neural Network (DNN) requires a large number of data points, which is resource-based and not suitable for small scale datasets [48]. As a result, we focus mainly on several state-of-the-art graph-based methods for comparisons, including supervised LPP (SLPP) [5], LPP-based local Fisher discriminant analysis (LFDA) [7], marginal Fisher analysis (MFA) [8], nonnegative sparse graph (NNSG) based linear regression [42], robust latent subspace learning (RLatSL) [32], joint graph optimization and projection learning (JGOPL) [31], simultaneously learning neighborhood and projection (SLNP) [19], adaptive local linear discriminant analysis (ALLDA) [27]. Except that JGOPL and SLNP are our duplicate codes based on the published papers, the codes of other methods are released by the original authors. To be fair, for unsupervised JGOPL, we extend it to supervised scenarios below

\[
\min_{P,S} \| P^T (X - XS) \|_{2,1} + \alpha \| E \odot S \|_1 \\
+ \beta \sum_{k=1}^{c} \sum_{i,j=1}^{n_k} \| P^T X^k_i - P^T X^k_j \|_2 S^k_{ij}
\]

s.t. $S \geq 0$, $S_{ij} = 0$ if $i \neq j$.

Besides, some information about these methods is described in Table I. Among them, there are 3 predefined graph methods, 3 dynamic intra-class graph learning methods and 2 global dynamic graph learning methods. NNSG builds a non-negative self-representation graph for the learned targets, while ours builds a global graph of inter-sample relationships in the projected subspace.

### C. Experimental Setup

All the experimental images are expanded into vector samples and normalized. $n_s$ samples of each category in each database are randomly selected for training, and the remaining samples form a test set. To be specific, in the following experimental results, the value of $n_s$ is denoted as "# number". Considering that some methods involve inverse problems, PCA algorithm is performed to reserve 98% energy for each data in all our experiments. Since the regression-based algorithms can only reduce to $c$ dimensions, we set the reduced dimensions of each algorithm to $c$ for simplicity and convenience.

In Table I, there are some parameters that need to be set up in advance for the methods being compared. As for the neighborhood size of each method constructing the graph, we uniformly set it at 20% of each class of samples. Self-representation graph learning adaptively determines the neighborhood size. Then, we simply accept the suggested hyper-parameter settings in the original papers. After extracting compact features by various methods, we simply classify them by the nearest neighbor classifier (1-NN) and repeat 10 trials randomly to evaluate their performance with average recognition accuracies and standard deviations.

### D. Experimental Results

1) **Classification Performance**: In this section, we investigate the superiority of our method over other methods
in classification performance. These databases involve face recognition, object recognition and handwritten recognition, which is helpful to reflect the universality of the proposed method. In the supervised version, our COSLGE can learn two different projections simultaneously, namely \( P \in \mathbb{R}^{d \times r} \) and \( PW \in \mathbb{R}^{d \times c} \). Thus, to compare the classification performance of these two projections, we denote their corresponding methods as COSLGE_P and COSLGE_PW. Instead of comparing our semi-supervised version S-COSLGE separately, the training data of COSLGE is taken as the labeled samples of S-COSLGE and the test data is taken as the unlabeled samples for training. The final experimental results are shown in Table II. And then, we discuss the following concerns.

1) Our approach surpasses other approaches at almost every split in all of these databases, especially for GTdb databases with more complex distributions. The two projections learned are all valid and have similar classification performance. Because of adjacency graph learning across training sets and test sets, the results of S-COSLGE are usually better than supervised COSLGE.

2) Some graph optimization algorithms can not even exceed the predefined graph algorithms, the potential reasons may be caused by two aspects: one is the algorithm’s ability to extract discriminative information is insufficient, and the other is the rule assumption of graph optimization is unreasonable. Both LFDA and MFA attempt to construct local penalty graph, which is helpful to enhance the ability of model to extract discriminant information.

3) JGOPL, SLNP, and ALLDA all require the inverse of the global scatter matrix \( S_c \), thus it is necessary to remove the null space of the matrix \( S_c \) in advance or to impose regularization perturbation on the matrix \( S_c \). Our approach, by contrast, does not require these concerns and does special preprocessing of the data. Moreover, RLatSL and NNSG can only project samples into \( c \)-dimensional space, and our method COSLGE_P can project samples into any dimensional space.

4) A stable and efficient model needs to yield stronger compactness in the sample domain with high similarity and induce certain separability among different classes. Thus, we prefer to construct graph globally rather than within classes. Moreover, the tendency to preserve marginal adjacency information helps to enhance the generalization ability of the model. Then in our model, the joint classifier promotes the generation of separability.

2) Visualization Results: In this section, we present some visual results to support the validity of our proposed COSLGE. Due to space limitations, we cannot illustrate the results on all databases, but only on the PIE and YaleB databases.

With the increase of dimension, the inter-sample affinity based on Euclidean metric gradually fails.\(^2\) Measuring the affinity between similar samples in the original space becomes extremely hard, as illustrated on the left in Fig. 4. An alternative strategy is to project these samples into a low-dimensional space so that similar samples are clustered in a compact domain, which is what our model craves. By contrast, all the non-zero affinities learned on the right side of Fig. 4 have a distinct meaning and are almost all concentrated in the same class. The meaning of “almost” here is that some marginal information remains during the learning process. On the right side of Fig. 4, we illustrate two sample pairs \{1630, 121\} and \{1290, 2239\} that are not in the same class and have the non-zero affinities, where the number refers to the order in the training set. The two sample pairs are highly similar in terms of facial features, face orientation, and lighting conditions, which confirms the importance of preserving marginal information illustrated in the framework of Fig. 1.

Besides, to investigate the validity of the separability examination in our model more intuitively, we specially made t-SNE visualization for the original sample data and the projected sample data. In Fig. 5, it is obvious that the data samples belonging to different classes after projection are significantly separated from each other, while the samples in the original space are mixed together.

3) Ablation Study: In this section, we investigate the performance of our model after removing the relevant modules. Above all, we denote our model without optimizing
### TABLE II

<table>
<thead>
<tr>
<th>Method</th>
<th>GTdb</th>
<th>UMIST</th>
<th>YaleB</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLPP</td>
<td>54.38</td>
<td>54.38</td>
<td>55.90</td>
</tr>
<tr>
<td>±1.31</td>
<td>±1.06</td>
<td>±1.54</td>
<td>±2.23</td>
</tr>
<tr>
<td>LFDA</td>
<td>63.42</td>
<td>66.70</td>
<td>70.20</td>
</tr>
<tr>
<td>±1.38</td>
<td>±2.27</td>
<td>±1.73</td>
<td>±2.25</td>
</tr>
<tr>
<td>MFA</td>
<td>66.09</td>
<td>67.73</td>
<td>70.00</td>
</tr>
<tr>
<td>±1.49</td>
<td>±1.92</td>
<td>±2.01</td>
<td>±2.68</td>
</tr>
<tr>
<td>NNSG</td>
<td>66.58</td>
<td>67.55</td>
<td>68.90</td>
</tr>
<tr>
<td>±1.52</td>
<td>±2.08</td>
<td>±1.66</td>
<td>±2.05</td>
</tr>
<tr>
<td>RLaSL</td>
<td>63.64</td>
<td>64.60</td>
<td>65.54</td>
</tr>
<tr>
<td>±2.06</td>
<td>±1.76</td>
<td>±2.00</td>
<td>±2.53</td>
</tr>
<tr>
<td>JGOPL</td>
<td>45.89</td>
<td>46.83</td>
<td>47.31</td>
</tr>
<tr>
<td>±1.85</td>
<td>±5.18</td>
<td>±1.98</td>
<td>±3.10</td>
</tr>
<tr>
<td>SLNP</td>
<td>48.40</td>
<td>49.38</td>
<td>51.94</td>
</tr>
<tr>
<td>±2.10</td>
<td>±2.00</td>
<td>±2.57</td>
<td>±3.10</td>
</tr>
<tr>
<td>ALLDA</td>
<td>46.64</td>
<td>46.45</td>
<td>46.07</td>
</tr>
<tr>
<td>±1.87</td>
<td>±2.06</td>
<td>±1.44</td>
<td>±2.94</td>
</tr>
<tr>
<td>COSLGE_P</td>
<td>77.49</td>
<td>80.75</td>
<td>83.09</td>
</tr>
<tr>
<td>±1.38</td>
<td>±1.34</td>
<td>±1.82</td>
<td>±1.49</td>
</tr>
<tr>
<td>COSLGE_PW</td>
<td>77.41</td>
<td>79.60</td>
<td>81.77</td>
</tr>
<tr>
<td>±1.35</td>
<td>±1.49</td>
<td>±1.73</td>
<td>±1.59</td>
</tr>
<tr>
<td>S-COSLGE</td>
<td>78.07</td>
<td>81.25</td>
<td>83.54</td>
</tr>
<tr>
<td>±0.75</td>
<td>±1.77</td>
<td>±1.81</td>
<td>±2.23</td>
</tr>
</tbody>
</table>

Table entries are mean classification accuracies ± standard deviations (%). The best performance is marked by bold, and the second best is marked by bold and underline.

### TABLE III

<table>
<thead>
<tr>
<th>Database</th>
<th>Split</th>
<th>COSLGE_P</th>
<th>COSLGE_noI</th>
<th>COSLGE_noA</th>
<th>COSLGE_noB</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTdb</td>
<td># 6</td>
<td>77.49±1.38</td>
<td>76.40±1.10</td>
<td>77.33±1.24</td>
<td>74.67±1.15</td>
</tr>
<tr>
<td># 9</td>
<td>84.57±1.49</td>
<td>83.60±1.46</td>
<td>84.73±1.57</td>
<td>81.85±1.71</td>
<td></td>
</tr>
<tr>
<td># 12</td>
<td>92.99±2.33</td>
<td>91.92±2.49</td>
<td>93.23±2.22</td>
<td>92.24±2.56</td>
<td></td>
</tr>
<tr>
<td>UMIST</td>
<td># 12</td>
<td>98.24±0.91</td>
<td>98.00±0.98</td>
<td>98.18±1.00</td>
<td>98.09±0.92</td>
</tr>
<tr>
<td># 13</td>
<td>94.92±0.77</td>
<td>94.12±0.71</td>
<td>94.47±0.99</td>
<td>95.13±1.02</td>
<td></td>
</tr>
<tr>
<td>YaleB</td>
<td># 30</td>
<td>98.81±0.28</td>
<td>98.19±0.39</td>
<td>98.71±0.55</td>
<td>98.29±0.48</td>
</tr>
<tr>
<td>PIE</td>
<td># 40</td>
<td>98.64±0.77</td>
<td>98.64±0.77</td>
<td>98.82±0.77</td>
<td>98.81±0.79</td>
</tr>
</tbody>
</table>

Table entries are mean classification accuracies ± standard deviations (%). Bold indicates the best.

"# number" means the number of training samples per class.
target matrix $T$ as COSLGE$_{noT}$, our model without $A$ as COSLGE$_{noA}$, and our model optimizing $S$ only in original space as COSLGE$_{noS}$. The average experimental results for the two splits across all databases are shown in Table III. Although COSLGE$_{noA}$ outperforms the others in GTdb and UMIST, the worst performing COSLGE$_{noS}$ shows that $S$ is more efficient at capturing nearest-neighbor relationships in projected subspace. Besides that, COSLGE$_P$ performs best in all other situations, which also indicates the indispensability of the three modules.

4) Sensitivity to Reduced Dimensions: In the above experimental setup, for fairness, we assume that all methods are projected onto a $c$-dimensional subspace. In this section, we specially set up a set of experiments to observe the effect of the proposed method with respect to dimension changes. At 10-dimension intervals between 10 and 100 dimensions, we repeat 10 randomized trials across all databases, and the average results are illustrated in Fig. 7. Except for a slight underperformance in 10 dimensions, there is almost no significant difference in the remaining dimensions, indicating that our algorithm is relatively stable to any dimension.

Fig. 7. Classification performance (%) versus reduced dimensions on six different databases with 40, 30, 9, 12, 30 and 40 training samples per class, respectively. The numbers in the legend are the reduced dimensions.

5) Parameter Analysis: In our model, three hyperparameters $\alpha$, $\delta$ and $\gamma$ need to be tuned before use, where $\alpha$ and $\delta$ are regularization parameters. We investigate the parameter sensitivity of the proposed method by observing the classification accuracy under different parameter combinations. Given the properties of the regularization parameter, we recommend that $\alpha$ and $\delta$ be set to the same value. Then, we recommend that two regularization parameters $[\alpha, \delta]$ can be selected from set $\{a, b, c, d\} = \{0.5, 0.5, 0.1, 0.1, 0.05, 0.05, 0.01, 0.01\}$, and the trade-off coefficient $\gamma$ can be selected from set $\{0.5, 1, 5, 10\}$. The classification representation is shown in Fig. 8. In general, our model has strong stability for parameter combinations except for GTdb and UMIST databases with smaller sample sizes. The performance on GTdb reflects that the model is more affected by regularization.

6) Convergence Analysis: Here, we demonstrate the convergence of the proposed COSLGE. In Fig. 9, we plot the changes of the three convergence conditions of our algorithm with the number of iterations on YaleB and PIE databases. In the early stage of convergence, the convergence curve may fluctuate under the influence of iteration step size but eventually converges. Of the three, $\|Z - UW\|_{\infty}$ and $\|U - PW\|_{\infty}$ converge the fastest within 20 iterations. The convergence of our method to other databases is not covered due to the limitation of space.

VI. CONCLUSION

In this paper, we propose a compact self-learning representation framework that combines adjacency graph learning with joint separability examination. Different from the existing supervised self-learning graph embedding methods, we tend to preserve both intra-class and inter-class adjacency information for better generalization performance. And the obtained low-dimensional embedded samples are input into the joint classifier to test their inter-class separability, which is beneficial to the subsequent classification tasks. Extensive experiments on six widely used databases demonstrate that the proposed method has strong generalization, stability and superiority. Besides, our approach can easily be extended to semi-supervised version and does well. In future work, we further consider improving the robustness of our model and the processing of large data sets.
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