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Abstract

An alternative to conventional spacetime is rigorously formulated for nonlocal electromagnetism using the general concept of fiber bundle superspace.
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Abstract—An alternative to conventional spacetime is rigourously formulated for nonlocal electromagnetism using the general concept of fiber bundle superspace. We develop in increasing complexity the concept of nonlocality starting from general considerations, going through spatial dispersion, and ending up with a broad formulation that unveils the link between general topology and electromagnetic nonlocality in generic material media. It is shown that electromagnetic nonlocality naturally leads to a Banach (vector) bundle structure serving as an enlarged space (superspace) inside which electromagnetic processes take place. The added structures, essentially fibered spaces, model the topological microdomains of electromagnetic nonlocality and provide a fine-grained geometrical picture of field-matter interactions in nonlocal metamaterials. We utilize standard techniques in the theory of smooth manifolds to construct the Banach bundle structure by paying careful attention to the relevant physics. The electromagnetic response tensor is then reformulated as a superspace bundle homomorphism and the various tools needed to proceed from the local topology of microdomains to global domains are developed. Concrete examples quantitatively illustrating the microdomain structure in nonlocal semiconductors are provided. Discussions of other applications are given, including shedding some light on why nonlocal electromagnetic materials often require additional boundary conditions or extra input from microscopic theory in comparison with local electromagnetism.\footnote{The author is with Zhejiang University/University of Illinois at Urbana-Champaign (ZJU-UIUC) Institute, Engineering Building, 718 East Haizhou Road Haining, Zhejiang, China; Royal Military College of Canada, 13 General Crrar Crescent, Kingston, Ontario K7K 7B4, Canada. E-mail address: said.mikki@gmail.com.}
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I. INTRODUCTION

In classical electromagnetic (EM) theory, there are no nonlocal interactions or phenomena in vacuum because Maxwell’s equations, which capture the ultimate content of the physics of electromagnetic fields, are essentially local differential equations \cite{1}. An effect applied at point \( r \) in space will first be felt at the same location but then spread or propagate slowly into the \textit{infinitesimally} immediate neighborhood.\footnote{It is commonly accepted that Aharonov-Bohm effects, which lead to observable nonlocal electrodynamic effects, have their origin in quantum physics. In this paper we focus on \textit{classical} field theory described using phenomenological models. Some authors, however, suggest that classical electromagnetism may induce nonlocal effects but such topic is outside the scope of the present paper.} Long-term disturbances such as electromagnetic waves propagate through both vacuum and material media by cascading these infinitesimal perturbations in outward directions (rays or propagation paths) emanating from the time-varying point source that originated the whole process. On the other hand, \textit{nonlocal} interactions differ from this vacuum-like picture in allowing fields applied at position \( r' \) to influence the medium at \textit{different} location \( r \), i.e., a location that is \textit{not infinitesimally} close to the source position \( r' \). The distance \(| r - r' |\) could be very small in most media (and certainly zero in vacuum), but in some types of materials, the so-called \textit{nonlocal media}, observable response can be found such that the “radius of nonlocality” \(| r - r' |\) is appreciably different from zero \cite{2}–\cite{4}. This is the core idea of nonlocality in electromagnetic metamaterials. The research field concerned with the study of the electromagnetism of such material domains is called \textit{nonlocal electromagnetism/electromagnetics/electrodynamics}.\footnote{Currently, there is an interest within applied physics and engineering in harnessing nonlocal media as a new generation of metamaterials for use in various settings, e.g., optical devices, energy control, antennas, circuit systems, etc., see Sec. II-A} This paper introduces a comprehensive new general theory for this emerging discipline together with a series of selected applications.

The main goal of the present work is to explore at a very general level the conceptual and mathematical foundations of nonlocality in connection with applied electromagnetic metamaterials (MTMs).\footnote{Extensive literature survey on nonlocal electromagnetism is given in Sec. II-A and Remark III.3.} Our approach is conceptual and theoretical with the main focus on understanding the mathematical foundations of the subject at a very broad level. Indeed, while a massive amount of numerical and experimental data on all types of nonlocal materials abound in a literature that goes back to as early as the 1950s, the purpose of the present paper is attaining some clear understanding of the essentials of the subject, particularly in connection with the ability to build a very general superspace formalism for nonlocal electromagnetism without restricting the formalism first to particular classes of materials such as metals, plasmas, or semiconductors.

The superspace formalism has a long history in physics, mathematical physics, and mathematics (see Remark I.1). It will be shown below that nonlocal electromagnetism appears to lead very naturally to a reformulation of its essential configuration space by upgrading the conventional space-time or frequency-space to a larger superspace in which the former spaces serve as base spaces for the new (larger) superspace. Such reconsideration of the fundamental structure of the prob-
lem may help foster future numerical methods and potential applications as will be discussed later.

**Remark 1.1. (Superspace Concepts in Other Fields)** The concept of superspace is not new and has been proposed in several fields in both physics and mathematics. For a brief but general view on the definition of superspaces, see [5]. For example applications, various superspaces have been proposed as fundamental structures in quantum gravity [6], [7], which are frequently infinite dimensional. Superspace concepts are also now extensively researched in quantum field theory and the standard model of particle physics, e.g., see [8]–[10]. In general, dealing with topics such as supergravity, supersymmetry, superfields, superstrings, and noncommutative geometry often requires the use of one superspace formalism or another [8]. More related to the subject of nonlocal MTMs is the original superspace concept introduced earlier for the analysis of deformed crystal [11] and subsequently utilized for fundamental investigations of EM nonlocality in incommensurate (IC) superstructures in insulators [12]. Such modulated-structure materials possess spaces with dimensions greater than spacetime [13]. Nevertheless, for fairly concrete models one may exploit group theory to construct finite-dimensional (dimension > 4) approximations of them. The general theory of superspace formalisms in quasiperiodic crystals is presented in [14]. Other examples from condensed-matter physics where superspace methods where applied include mesoscopic superconductivity [15]. In mathematics and mathematical physics, where the concept itself originated, a notable recent example of the superspace concept includes sheaves, which are used in differential and algebraic topology and algebraic geometry and have numerous applications in physics [16]–[18].

The key motivation for our superspace approach is based on explicating the subtle but often overlooked difference between infinitesimal interactions, which characterize local electromagnetism, and interactions occurring in small topological neighborhoods around the observation point. We believe that this topological difference has not received the attention it deserves in the growing theoretical and methodological literature on nonlocal media. In particular, the author believes that a majority of present approaches to nonlocal metamaterials confute the topologically local (but EM nonlocal) domain of small neighborhoods and global domains. However, general topology and much of modern mathematical physics is based on clearly distinguishing the last two topological levels. It turns out that the standard formalism of local electromagnetism, which is based on spacetime points and their differential but not topological neighborhoods as the basic configuration space of the problem, is not the most natural or convenient framework for formulating the electromagnetism of nonlocal materials. This is mainly because the physics-based domain of electromagnetic nonlocality (to be defined precisely below), which captures the effective region of field-matter nonlocal interactions, is not usually built into the mathematical formalism of classical boundary value problems in applied electromagnetism. By investigating the subject from a new perspective, it will be shown that a natural space for conducting nonlocal metamaterials research is the vector bundle structure, more specifically, a Banach bundle [19] where every element in the fiber superspace is a vector field on the entire domain of nonlocality.

The main result of this paper is that every generic nonlocal domain can be topologically described by a superspace comprised of a Banach (infinite-dimensional) vector bundle $\mathcal{M}$. If two materials described by their corresponding vector bundles $\mathcal{M}_1$ and $\mathcal{M}_2$ are juxtaposed, then one may use topological methods to combine them and to compare their topologies. The present paper’s focus is mainly on the first part, i.e., how to construct the material bundle $\mathcal{M}$. That is, the derivation of the various vector bundle structures starting from a generic phenomenological model of electromagnetic nonlocality is the main contribution of the present work. It is the hope that the superspace theory will stimulate new approaches to computational EM by adopting methods from computational topology and differential topology for solving challenging problems in complex material domains.

II. REVIEW OF NONLOCAL ELECTROMAGNETISM AND AN OUTLINE OF THE PRESENT WORK

A. Survey of the Literature on Nonlocal Metamaterials

We first provide a non-exhaustive and selective review of the development of nonlocal electromagnetic materials research. Some of the physical phenomena that cannot be understood using local electromagnetic theory include spatial dispersion effects [20], extreme negative group velocity and negative refraction [21], [22], new diffraction behaviour in optical beams [23], superconductivity [24], natural optical activity [4], [25], [26], non-Planck equilibrium radiation formulas in nonlocal plasma [27]. Outside electromagnetism but within wave phenomena, there also exists processes that cannot be fully accounted for through simple local material models, for instance, we mention phase transitions, Casimir force effects [28], and streaming birefringence [29]. By large, spatial dispersion has attracted most of the attention of the various research communities working on nonlocal electromagnetic materials. Indeed, few book-length researches on spatial dispersion already exist in literature, most notably [2]–[4], [20].

The majority of published research on nonlocal media and nonlocal electromagnetism tend to focus on applications and specialized materials (see references quoted below.) Few Exceptions include investigations attempting to approach the subject at a more general level. For example, from the perspective of general thermodynamics, see [29], [30]. Some of the topics reexamined within the framework of a general nonlocal field-matter interaction theory include the applicability of optical reciprocity theorems [31]–[34], energy/power balance [35], quantization [36]–[38], operator methods [39], extension of spatial dispersion to include inhomogeneous media [12], and alternative formulations of spatial dispersion in terms of the Jones calculus [40].

The bulk of the available research on nonlocality is concentrated in the very large area of general field-matter interactions. There already exists a well-attested body of research
on nonlocality in metals based on various phenomenological approaches, e.g., see [41] for a general review. Nonlocality has also been investigated extensively in dielectric media, for example semiconductors [20], [42]. A comprehensive recent review of nonlocality in crystal structures is provided in [43], which updates the classic books [4], [44]. Moreover, numerous researches conducted within condensed-matter physics and material science implicitly or explicitly assume that nonlocality is essentially based on microscopic (hence quantum) processes, and develop an extensive body of work where the spatially dispersive dielectric tensor is deployed as the representative constitutive material relation [45]–[49]. On the other hand, one can also treat nonlocality without resort to spatial dispersion by modeling certain classes of material media as periodic structures [50] where the susceptibility tensor is derived from the symmetry of the overall structure [45], [51], [52] or from the lattice dynamics approach [53], [54].

For solving nonlocal problems, several methods exist in order to deal with the lack of universal model at the interface between a nonlocal material and another medium. The Additional Boundary Condition (ABC) approach adjoins new boundary conditions to the standard Maxwell’s equations in order to account for additional waves excited at the interface, which otherwise would not be explained by the standard local theory [4]. All ABC formulations are inherently model-specific since they assume particular types of nonlocal media or postulate specific ABCs based on the physics and applications, e.g., see [44], [55]–[59]. We note that such ABC formalisms are not inevitable since there exists several boundary-condition free formulations, e.g., see [46], [47], [51].

In the field of computational methods, a number of discretization strategies for dealing with full-wave analysis in the presence of nonlocal materials were proposed. For example, an FDTD method was proposed in [60] to deal with metallic spatially dispersive objects. Surface integral equations for nonlocal plasmonic materials were also proposed in [61], [62], with discretization done using the RWG basis functions. Moreover, specialized methods were proposed for various possible scenarios involving nonlocal field-matter interactions, such as nonlocal dielectric profile retrieval from measurable data [63], iterative solutions of nonlocal wave equations [64], [65], applications of the derivative expansion method to nonlocal plasma analysis [66], application of Kramers-Kronig relation method [67], application of the Padé approximation to homogenization [68].

The idea of exploiting nonlocality to design and develop a new generation of metamaterials (MTMs) exhibiting novel EM behaviour has also received a revival in recent years, though the basic concept in itself is not completely new, going back to at least [4] and possibly earlier. Recent examples of research focused in explicating nonlocal behaviour to harness the associated new physics include spatial dispersion in photonic crystals [69], wire media [70]–[73], semiconductor nanoparticles [74]–[77], optically nonlinear liquids [78], hyperbolic metamaterials [79], layered dielectric-metal structures [80], [81] and thin films [82], plasma-based metamaterials [83]–[85], quantum wells [86], soliton interactions with matter [87]–[92], superconducting films [93] and circuits [94], plasmonic devices and structures [95]–[97], nanocubes [98], cloaking [99], Chern metamaterials [100] and superconductors [101], dispersion management profiles [22], [102], biomedical applications in materials [103], and nonlocal uniaxial metamaterials [104].

Numerous homogenization theories for nonlocal MTM with averaging operations considered over multiple spatial scales have been reported, e.g., see [72], [105]–[108]. We note that the subject of electromagnetic metamaterials (with or without nonlocality) is enormous and it is beyond the scope of this paper to even summarize the main papers in the field. However, most publications (till recently) have focused on non-spatially dispersive and local scenarios. This situation has began to change in recent years, and increasing numbers of reports appear to move from the old opinion that nonlocality is a “bug” to the more positive and fruitful perspective that nonlocality provides new dimensions to be exploited in metamaterial system design.

A particularly interesting direction of research in nonlocal media is the recent subject of topological photonics. The main idea was inspired by previous researches in Chern insulators and topological insulators [109], where the focus has been on electronic systems. There, it has already been observed that the nonlocal behaviour of the fermionic wavefunction may exhibit a rather interesting and nontrivial dependence on the entire configuration space of the system, in that case the momentum space (the wavevector \( \mathbf{k} \) space). In addition to the already established role played by nonlocality in superconductors, quantum Hall effects are among the most intriguing physically observable phenomena that turned out to depend fundamentally on purely topological aspects of the electron wavefunction [24]. The major themes exhibited by electrons undergoing topological transition states include topological robustness of the excited edge (surface) states moving along a 2-dimensional interface under the influence of an external magnetic fields. More recently, it was proposed that the same phenomenon may apply to photons (electromagnetism) [110], where the key idea was to use photonic crystals to emulate the periodic potential function experienced by electrons in fermionic systems. However, since photons are bosons, transplanting the main theme of topological insulators into photons is not trivial and is currently generating great attention, see for example the extensive review article [111], which provides a literature survey of the field.

One of the most important applications of topological photonics is the presence of “edge states,” which are topologically robust unidirectional surface waves excited on the interface between two metamaterials with topologically distinct invariants. Since edge states are immune to perturbations on the surface, they have been advocated for major new applications where topology and physics become deeply intertwined [112]. Topology can also be exploited to devise non-resonant metamaterials [113] and to investigate bifurcation transitions in media [114]. Another related exciting subject illustrating the synergy between topology, physics, and engineering is non-Hermitian dynamics, especially in light of recent work related to the origin of surface waves [115], [116], which is now being
considered as essentially non-trivial topological effect.

The previous old and recent directions of research all point toward a basic fact: topology and physics are destined to come closer to each other throughout the next decades. However, the unique feature in this convergence, though in itself is not totally new since Herman Weyl introduced topological thinking to physics in the 1920s, is the focus on material engineering applications, in our case metamaterials and topology-based devices. For that reason, we propose that in addition to the new mainstream approach to topological materials where the focus is on the global dependence of the wavefunction on momentum (Fourier) space, there is a need to consider how materials can be assigned a direct structure in the configuration space, i.e., space-time or space-frequency. Our key observation is that EM nonlocality requires gathering information at microdomains (small regions around every point where the response is nonlocal), then aggregating these microdomains together in order to arrive into a global topological structure. The fundamental insight coming from topology is precisely how this process of “moving from the local to the global” can be enacted. We have found that a very efficient method to do this is the natural formulation of the entire problem in terms of a fiber bundle. In other words, in contrast to most existing works on topological materials, we don’t first solve Maxwell’s equations to find the state function in the Fourier k-space then study topology over momentum space; instead, we work directly in spacetime (or space-frequency) and formulate the dual problem of the topology over a fiber bundle. It is the hope of the author that such new perspective may provide a complementary approach to the exciting subject of topological materials and help generate new insights into the physics and novel algorithms for the computation of suitable topological invariant characterizing complex material domains.

B. An Outline of the Present Work

Because of the complexity of the subject, and to make it more accessible to a wider audience involving physicists, engineers, and mathematicians, we have divided the argument into different stages with different flavors as follows. In Sec. III, we kick off our presentation by introducing a general review of electromagnetic nonlocality targeting a wide audience of mathematicians, physicists, engineers and applied scientist. The key ingredients of nonlocal metamaterials/materials are illustrated in Sec. III-A using an abstract excitation-response model. This is followed in Sec. III-B by a more detailed description of the special but important case of spatial dispersion, which tends to arise naturally in many investigations of nonlocal metamaterials. In Sec. IV, we begin the elucidation of the main topological ideas behind electromagnetic nonlocality, most importantly, the concept of EM nonlocality microdomains, which provides the key link between physics, material engineering, and topology in this paper. The various physical and mathematical structures are spelled out explicitly, followed in Sec. V by a more careful construction of a natural fiber bundle superspace structure that appears to satisfy simultaneously both the physical and mathematical requirements of EM nonlocality (Sec. V-A,V-B.) We then provide a key computational application of the proposed theory in Sec. V-C, where it is shown that the material response function is representable as a special fiber bundle homomorphism over the metamaterial base space. In this way, a more general map than linear operators in local EM is derived to provide mathematical foundations for future computational topological methods in which the bundle homomorphism is discretized instead of the linear operator itself. The fiber bundle superspace algorithm is summarized in Sec. VI where it is highlighted that the main data needed are the EM nonlocality microdomains, which come from physics. Otherwise, the entire construction of the superspace can proceeds using the procedure outlined. To illustrate how the above mentioned microdomain structure may be estimated in practice, we give in Sec. VII a computational example based on nonlocal semiconductors and also explore in depth the physical origin of nonlocality. Insights into the lack of general EM boundary conditions in nonlocal EM are provided in Sec. VIII based on the superspace formalism. In Sec. IX, various additional current and future applications to fundamental methods, applied physics, and engineering are outlined in brief form. Finally we end up with conclusion.

Some basic familiarity with vector bundles and Banach spaces is assumed, but essential definitions and concepts will be reviewed briefly within the main formulation and references where more background on vector bundles can be found will be pointed out. The paper intentionally avoids the strict theorem-proof format to make it accessible to a wider audience. Most of the time we give only proof sketches and leave out straightforward but lengthy computations. In general, just the very basic definitions of smooth manifolds, vector bundles, Banach spaces, etc, are needed to comprehend this theory (also see Appendix A for a guide to the mathematical background.) The only place where the treatment is mildly more technical is in Sec. V-C when the bundle homomorphism is constructed using partition of unity technique as a detailed computational application of the superspace theory.

III. OVERVIEW OF ELECTROMAGNETIC NONLOCAL MATERIALS

A. The Generic Nonlocal Response Model in Inhomogeneous Media

In order to introduce the concept of nonlocality in the simplest way possible, let us first start with a scalar field theory setting. As mentioned in the introduction, vacuum classical fields cannot exhibit nonlocality, so in order to attain this phenomenon, one must consider fields in specialized domains. We then begin by reviewing the broad theory of such media. The goal is to outline the main ingredients of the spacetime configuration space on which such theories are often formulated in literature. To further simplify the presentation, we work in the regime of linear response theory: all media are assumed to be linear with respect to field excitation. If the medium response is described by the function \( R(r,t) \), while the exciting field is \( F(r,t) \), then the most general response is given by an operator equation of the form \[ R(r,t) = \mathcal{L} \{ F(r,t) \} , \] (1)
where $\mathcal{L}$ is the linear operator describing the medium, and is ultimately determined by the laws of physics relevant to the structure under consideration [117]–[119]. Now, the entire physical process will occur in a spacetime domain. In nonrelativistic applications (like this paper), we intentionally separate and distinguish space from time. Therefore, let us consider a process of field-matter interaction where $t \in \mathbb{R}$, while we spatially restrict to a “small” region $r \in D \subset \mathbb{R}^3$, where $D$ is an open set containing $r$. Since the operator $\mathcal{L}$ is linear, one may argue (informally) that its associated Green’s function $K(r, r'; t, t')$ must exist. Strictly speaking, this is not correct in general and one needs to prove the existence of the Green’s function for every given linear operator on a case by case basis by actually constructing one [16], [120]. However, we will follow (for now) the common trend in physics and engineering by assuming that linearity alone is enough to justify the construction of the Green’s function. If this is accepted, then we can immediately infer from the very definition of the Green’s function itself that [1], [121]

\[
R(r, t) = \int_D \int_{\mathcal{D}} \, \mathrm{d}^3 r' \, \mathcal{K}(r, r'; t, t') \cdot F(r', t'),
\]

(2)

The relation (2) represents the most general response function of a (scalar) material medium valid for linear field-matter interaction regimes [45], [48]. The kernel (Green’s) function $K(r, r'; t, t')$ is often called the medium response function. If we further assume that all of the material constituents of the medium are time-invariant (the medium is not changing with time), then the relation (2) maybe replaced by

\[
R(r, t) = \int_D \int_{\mathcal{D}} \, \mathrm{d}^3 r' \, \mathcal{K}(r, r'; t, t') \cdot F(r', t'),
\]

(3)

where the only difference is that the kernel function’s temporal dependence is replaced by $t - t'$ instead of two separated arguments. Such superficially small difference has nevertheless considerable consequences. Most importantly, working with (3) instead of (2), it becomes possible to apply the Fourier transform in time to simplify the formulation of the problem. Indeed, taking the temporal Fourier transform of both sides of (3) leads to

\[
R(r, \omega) = \int_D \int_{\mathcal{D}} \, \mathrm{d}^3 r' K(r, r'; \omega) \cdot F(r', \omega),
\]

(4)

where the Fourier spectra of the fields are defined by

\[
F(r; \omega) := \int_{\mathcal{D}} \, \mathrm{d} t F(r; t) e^{-i \omega \omega},
\]

\[
R(r; \omega) := \int_{\mathcal{D}} \, \mathrm{d} t R(r; t) e^{-i \omega t}.
\]

(5)

On the other hand, the medium response function’s Fourier transform is given by the essentially equivalent formula

\[
K(r, r'; \omega) := \int_{\mathcal{D}} \, \mathrm{d} (t - t') K(r, r'; t - t') e^{-i \omega (t - t')},
\]

(6)

In this paper, we focus on time-invariant material media and hence work exclusively with frequency-domain expressions like (4).

The generalization to the 3-dimensional (full-wave) electromagnetic picture is straightforward when the dyadic formalism is employed. The relation corresponding to (2) is

\[
R(r, t) = \int_D \int_{\mathcal{D}} \, \mathrm{d}^3 r' \, \mathcal{K}(r, r'; t - t') \cdot F(r', t'),
\]

(7)

where we have replaced the scalar fields $F(r)$ and $R(r)$ by vectors $\mathbf{F}(r), \mathbf{R}(r) \in \mathbb{R}^3$. The kernel function $K$, however, must be transformed into a dyadic tensor (tensor of second rank) $\mathbf{K}(r, r'; t - t')$ [2], [118], [125]. In the (temporal) Fourier domain, (7) becomes

\[
R(r, \omega) = \int_D \int_{\mathcal{D}} \, \mathrm{d}^3 r' \mathbf{K}(r, r'; \omega) \cdot \mathbf{F}(r', \omega),
\]

(8)

where

\[
\mathbf{K}(r, r'; \omega) := \int_{\mathcal{D}} \, \mathrm{d} (t - t') \mathbf{K}(r, r'; t - t') e^{-i \omega (t - t')},
\]

(9)

\[
\mathbf{F}(r; \omega) := \int_{\mathcal{D}} \, \mathrm{d} t \mathbf{F}(r; t) e^{-i \omega t},
\]

\[
\mathbf{R}(r; \omega) := \int_{\mathcal{D}} \, \mathrm{d} t \mathbf{R}(r; t) e^{-i \omega t}.
\]

(10)

The essence of electromagnetic nonlocality can be neatly captured by the mathematical structure of the basic relation (7). In words, it says that the field response $\mathbf{R}(r)$ is determined not only by the excitation field $\mathbf{F}(r')$ applied at location $r'$, but at all points $r' \in D$. Consequently, knowledge of the response at one point requires knowledge of the cause (excitation field) at an entire topologically local set $D$. On the other hand, if the medium is local, then the material response function can be written as

\[
\mathbf{K}(r, r'; \omega) = \mathbf{K}_0(\omega) \delta(r - r'),
\]

(11)

where $\mathbf{K}_0$ is a spatially constant tensor and $\delta(r - r')$ is the 3-dimensional Dirac delta function. In this case, (8) reduces to [126]

\[
\mathbf{R}(r; \omega) = \mathbf{K}_0(\omega) \cdot \mathbf{F}(r; \omega),
\]

(12)

which is the standard constitutive relation of linear electromagnetic materials. Clearly, (12) says that only the exciting field $\mathbf{F}(r)$ data at $r$ is needed to induce a response at the same location. In a nutshell, locality implies that the natural configuration space of the electromagnetic problem is just the point-like spacetime manifold $D \subset \mathbb{R}^3$ or the entire Euclidean space $\mathbb{R}^3$.

Remark III.1. One may attach the “infinitesimally immediate neighborhood” to a given point $r$ where a response is sought. Indeed, according to (12), while only the exciting field $\mathbf{F}(r)$ is needed to compute the response, Maxwell’s equations still need to be coupled with that local constitutive relation. The fact that these equations are differential equations implies that the “largest” domain beside the point $r$ needed to carry over to the mathematical description of the field-matter interaction physics is just the region infinitesimally close to $r$. □

Conventional boundary-value problems in applied electromagnetism are formulated in this manner, i.e., with a 3-dimensional manifolds as the main problem space on which spatial fields live [118], [119], [121], [125], [127]–[131]. Note that strictly speaking, the full configuration space in...
local electromagnetism (also called normal optics) is the 4-dimensional manifolds $D \times \mathbb{R}$ or $\mathbb{R}^4$ since either time $t$ or the (temporal) circular frequency $\omega$ must be included to engender a full description of electromagnetic fields. However, nonlocal materials are most fundamentally a spatial type of materials/metamaterials where it is the spatial structure of the field which carries most of the physics involved [121], [132]. For that reason, throughout this paper we investigate the required configuration spaces with focus mainly on the spatial degrees of freedom. This will naturally lead to the discovery of the fiber-bundle structure of nonlocality, the main topic of the present work.

### B. Spatial Dispersion in Homogeneous Nonlocal Material Domains

Spatial dispersion is considered by some researchers as one of the most promising routes toward nonlocal metamaterials, e.g., see [4], [132]–[134]. It is by large the most intensely investigated class of nonlocal media, receiving both theoretical and experimental treatments by various research groups since the early 1960s. The basic idea is to restrict electromagnetism to the special but important case of media possessing translational symmetry, an important case attained when the medium is homogeneous. In such situation, the material tensor function satisfies

$$K(r, r' ; \omega) = K(r - r' ; \omega).$$

(13)

The spatial Fourier transforms are defined by

$$\mathbf{K}(k, \omega) := \int_{\mathbb{R}^3} d^3r \left[ K(r - r' ; \omega) e^{ik \cdot (r - r')} \right],$$

(14)

with

$$F(k, \omega) := \int_{\mathbb{R}^3} d^3r \left[ F(r, t) e^{ik \cdot r} \right],$$

$$R(k, \omega) := \int_{\mathbb{R}^3} d^3r \left[ R(r, t) e^{ik \cdot r} \right].$$

(15)

After inserting (13) into (8) and taking the spatial (3-dimensional) Fourier transform of both sides, the following relation is obtained

$$R(k, \omega) = \mathbf{K}(k, \omega) \cdot F(k, \omega).$$

(16)

The dependence of $\mathbf{K}(k, \omega)$ on the wavevector (“spatial frequency”) $k$ in addition to the the temporal frequency $\omega$ is the signature of spatial dispersion. As a spectral transfer function of the medium, $\mathbf{K}(k, \omega)$ includes all the information needed to obtain the nonlocal material domain’s response to arbitrary spacetime field excitation functions $F(r, t)$ through the application of inverse 4-dimensional Fourier transform [4].

**Remark III.2.** In many treatments of the subject, the excitation field is taken as the electric field $E(r, t)$, while the response function is $D(r, t)$. In such formulation, the material tensor function $\mathbf{K}(k, \omega)$ takes into account both electric and magnetic effects [2]–[4], [22], [45], [46], [48], [135], [46], [47], [49], [136]. This is different from the permittivity tensor often invoked in local electromagnetism, which is based on the popular multipole model of material media. A comparison between the two material response formalisms, the one based on $\mathbf{K}(k, \omega)$ and the multipole model is given in [47], [121], [132].

**Remark III.3. (Historical Digression)** Historically, spatial dispersion had been under the radar since the 1950s, especially in connection with researches on the optical spectra of material domains [137]–[139]. However, the first systematic and thorough treatment of the subject appeared in 1960s, especially in the first edition of Ginzburg book on plasma physics, which was dedicated to electromagnetic wave propagation in plasma media. The second edition of the book, published in 1970, contained a considerably extended treatment of the various mathematical and physical aspects of the electromagnetism of spatially dispersive media [2]. Spatial dispersion in crystals had been also investigated by Ginzburg and his coworkers during roughly the same time [140]–[142]. The book [20] contains good summaries on spatial dispersion research up to the end of the 1980s. More recently, media obtained by homogenizing arrays of wires, already very popular because of their connection with traditional (temporal) metamaterials, are known to exhibit spatial dispersion effects, though many researchers ignore that effect to focus on temporal dispersion [143]–[145]. Other types of periodic or large finite arrays of composed of unit cells like spheres and desks also exhibit spatial dispersion effects [146]. Nonlinear materials with observable nonlocality have also been investigated in the optical regime [147]. More recently, much of the reemergence of interest in spatial dispersion stems from the observation that the phenomenon cannot be ignored at the nanoscale [148], especially those of low-dimensional structures like carbon nanotubes [51], [54], [149] and graphene [150], [151]. The subject was also introduced at a pedagogical level for applications involving current flow in spatially dispersive conductive materials like plasma and nanowires [152].
lower level. In Fig. 1, we show a nonlocal metamaterial system with various multiscale structures. A large nonlocal domain, e.g., $K_3(\mathbf{r}, \mathbf{r}')$ in the figure, acts like a “substrate” holding together several other smaller material constituents, such as $K_n(\mathbf{r}, \mathbf{r}')$, $n = 1, 2, 3$. We envision that each nonlocal subdomain may possess its own especially tailored nonlocal response function profile serving one or several applications.

By concatenating multiple regions, interfaces between subdomains with different material constitutive relations are created. We show here subdomains $D_n$, $n = 1, 2, 3, 4$, and the possible material interfaces include $D_1/D_2$, $D_1/D_3$, $D_2/D_3$, $D_3/D_4$. Recall that in local electromagnetism each material interface should be assigned a special electromagnetic boundary condition in order to ensure the existence of a unique solution to the problem [125]. This however is not possible in nonlocal electromagnetism.

Indeed, and as already mentioned earlier, nonlocal electromagnetism introduces several subtle issues that are absent in the local case: additional boundary conditions are often invoked to handle the transition of fields along barriers separating different domains, like between two nonlocal domains or even one nonlocal and another local domain [4], [44], [153]. The topological fiber bundle theory to be developed in Sec. V will provide a clarification of why this is so since it turns out the traditional spacetime approach often employed in local electromagnetism is not necessarily the most natural one. There is a need to examine in more details the existence of multiple topological scales in nonlocal metamaterials, and this paper will provide some new insights into such issues.

For completeness, we note below three directly observable topological scales that do not require the more elaborate mathematical apparatus to be detailed in later Sections. We list these as follows:

1) The first is the already stated separation between different nonlocal domains like $D_1$ and $D_2$.
2) The second is the case captured by the inset in the right hand side in Fig. 1. Fine “microscopic” cells, each homogeneous and hence describable by a response function of the form $K(\mathbf{k}, \omega)$, can be combined to build up a complex effective nonlocal response tensor $K_n(\mathbf{r}, \mathbf{r}')$ over its topologically global domain $D_n$. Such juxtaposition at the microscopically local level leading to global behaviour is a classic example of multiscale physics, but here it acquires even higher importance since both the constituent cells (rectangular “bricks” in the inset of Fig. 1) and the global domain level $D_n$ are already electromagnetically nonlocal.
3) Finally, the third directly observable topological scale is that connected to what we termed “topological holes” in Fig. 1. These are arbitrarily-shaped gaps, like holes, vias, etchings, etc., that are intentionally introduced in order to influence the the electromagnetic response by modifying the topology of the 3-dimensional material manifolds $D_n$.

Remark III.4. (Distinction Between Electromagnetic and Topological Locality/Nonlocality) The terms local and global possess two different senses, one electromagnetic, the other spatio-geometric. Elucidating this subtle interconnection between the two senses will be one of the main objectives of the present work but we will first need to introduce the various relevant micro-scale topological concepts to be given below (see also Remark VII.1.)

IV. THE MAIN TOPOLOGICAL STRUCTURE OF NONLOCAL ELECTROMAGNETIC DOMAINS

A. Introduction

Let the nonlocality domain of the electromagnetic medium, the region $D \subset \mathbb{R}^3$ in (8), be bounded. Corresponding to (1), a similar operator equation in the frequency domain can be assumed to represent the most general form of a nonlocal electromagnetic medium, namely

$$R(\mathbf{r}; \omega) = L_{\omega}(\mathbf{F}(\mathbf{r}; \omega)),$$

where the nonlocal medium linear operator is itself a function of frequency. For simplicity, when it is understood from the context that the material response operator is formulated in the frequency domain, the dependence on $\omega$ in its expression will be removed.

We are going to propose a change in the mathematical framework inside which electromagnetic nonlocality is usually defined. This will be done in two stages:

- Initially, in the present Section, we introduce the rudiments of the main physics-based micro-topological structure associated with EM nonlocality without going into considerable mathematical details. The aim is to familiarize ourselves with the minimal necessary physical setting and how it naturally gives rise to a finer picture of the material domain compared with the traditional (and much simpler) topological structure of local electromagnetism based on spacetime points.

- In the second stage, covered in Sec. V, a more careful mathematical picture is developed using the theory of topological fiber bundles. We eventually show (Sec. V-C) that the EM nonlocal operator (17) can be reformulated as a Banach bundle map (homomorphism) over the 3-dimensional space of the material domain under consideration. Computational examples and applications are provided in the later Sections.

The key conceptual idea behind the entire theory presented here is that of topological microdomains associated with the electromagneticity of nonlocal media, which we first develop thematically in the next Sec. IV-B before moving subsequently to the rigorous and exact topological formulation of Sec. V.

B. The Concept of Topological Microdomains in Nonlocal Electromagnetism

In conventional frequency-domain local electromagnetism, the boundary-value problem of multiple domains is formulated as a set of coupled partial differential equations or integro-differential equations interwoven with each other via the
appropriate material interface boundary conditions dictating how fields change while crossing the various spatial regions inside which the equations hold [118], [125], [127]. This has been traditionally achieved by taking up the electromagnetic response function $\mathbf{K}(\mathbf{r}, \mathbf{r}'; \omega)$ as an essential key ingredient of the problem description, which traditionally has been exploited in two stages: First, the constitutive relations enter into the governing equations in each separate solution domain. Second, the constitutive relations themselves are used in order to construct the proper electromagnetic boundary conditions prescribing the continuity/discontinuity behaviour of the sought field solutions as they move across the various interfaces separating domains with different material properties.

Unfortunately, it has been well known for a long time that it is not possible to formulate a universal electromagnetic boundary condition for nonlocal medium, especially for the case of spatial dispersion. This will be discussed later with additional boundary conditions (ABC) in Sec. II-A. For now, we concentrate on gaining a deeper understanding of the structure of spatial nonlocality in electromagnetism.

Fig. 2: The micro-topological structure of nonlocal metamaterial systems includes more than just the 3-dimensional spatial domains $D_n$, $n = 1, 2, \ldots$ It is best captured by classes $\mathcal{V}(D_n)$ composed of various open sets $V_r \subset D_n$ based at each point $\mathbf{r} \in D_n$. On every such subset a vector field is defined, representing the EM excitation field. The collection of all vector fields on a given set $V_r$ gives rise to a linear topological function space $\mathcal{F}(V_r)$. The topologies of the base spaces $D_n$, the nonlocal micro-domains $V_r$, and the function spaces $\mathcal{F}(V_r)$ collectively give rise to a total “macroscopic” topological structure (superspace) considerably more complex than the base spaces $D_n$.

A key starting observation is how nonlocality forces us to associate with every spacetime point $(\mathbf{r}, t)$ – or frequency-space point $(\mathbf{r}; \omega)$ – a topological neighborhood of $\mathbf{r}$, say $V_r$, such that $\mathbf{r} \in V_r$. For now, let us assume that the spatial material domain $D \ni \mathbf{r}$ is just an open set in the technical sense of the topology of the Euclidean space $\mathbb{R}^3$ inherited from the standard Euclidean metric [154]. By restricting $D$ to be open, we avoid the notorious problem of dealing with boundaries or interfaces between such (possibly overlapping) open sets. That is, the topological closure of $D$, denoted by $\text{cl}(D)$, is excluded from the domain of nonlocality. Let $D$ be the maximal such topological neighbored for the problem under consideration.\(^{10}\) We now associate with each point $\mathbf{r}$ a smaller open set $V_r$ such that $\mathbf{r} \in V_r$, $V_r \subset D$ for all $\mathbf{r} \in D$. (The fact that $D$ is assumed open makes this possible.)

Now, instead of considering fields like $\mathbf{K}(\mathbf{r})$ and $\mathbf{F}(\mathbf{r})$ defined on the entire maximal domain of nonlocality $D$ (which can grow “very large,”) we propose to reformulate the problem of nonlocal electromagnetic materials in a topologically local form by noting that the physics of field-matter interaction gives the EM response at location $\mathbf{r}$ due to excitation fields essentially confined within a “smaller domain” around $\mathbf{r}$, namely the open set $V_r$.\(^{11}\) On the other hand, if the response at another different point $\mathbf{r} \neq \mathbf{r}'$ is needed, then a new – generally different – small open set $V_{r'}$ will be required. That is, in general we allow that $V_r \neq V_{r'}$, even though we expect that typically there is some overlap between these two small domains of electromagnetic nonlocality, i.e., $V_r \cap V_{r'} \neq \emptyset$, especially if $|\mathbf{r} - \mathbf{r}'|$ is small.

The “smaller sets” $V_r, \mathbf{r} \in D$, will be dubbed nonlocal microdomains or just microdomains in short. A possible definition is the following:

**Definition IV.1.** (EM Nonlocality Microdomains) Consider a material domain $D$ with the associated EM response function $\mathbf{K}(\mathbf{r}', \mathbf{r})$. We define the EM nonlocality microdomain $V_r \subset D$ based at $\mathbf{r} \in D$ as the interior of the compact support of $\mathbf{K}(\mathbf{r}', \mathbf{r})$. The support is defined by $\text{supp} \mathbf{K}(\mathbf{r}', \mathbf{r}) := \{ \mathbf{r}' \in D, \| \mathbf{K}(\mathbf{r}', \mathbf{r}) \| \neq 0 \}$, where $\| \cdot \|$ is a suitable tensor norm, for example the matrix norm.

**Remark IV.1.** It can be shown that he collection of open sets $\{ V_r, \mathbf{r} \in D \}$ induces a topology on the total space occupied by the nonlocal material. This topology will be referred to in what follows by the term microdomains topology. In local media, the microdomains topology reduces to the trivial discrete topology $\{ \{ \mathbf{r} \}, \mathbf{r} \in D \}$ since the external field interacts only with the point $\mathbf{r}$ at which it is applied and hence $V_r = \{ \mathbf{r} \}$.

The set of EM nonlocality microdomains (microdomains for short) defined above explicate the fine micro-topological structure of nonlocal electromagnetic domains at a spatial scale different from that of the (topologically “larger”) material domain $D$ itself and are fundamental for the theory developed in this paper.

**C. Construction of Excitation Field Functions Spaces on the Topological Microdomains of Nonlocal Media**

Next, after enriching the MTM domain $D$ with the finer topology of nonlocality microdomains $V_r, \mathbf{r} \in D$, we will equip this total medium with additional mathematical structure based on the physics of field-matter interaction. Consider the set of all sufficiently differentiable vector fields $\mathbf{F}(\mathbf{r})$ defined on $V_r, \mathbf{r} \in D$. This set possesses an obvious complex vector space structure: for any complex numbers $a_1, a_2 \in \mathbb{C}$, the sum $a_1 \mathbf{F}_1(\mathbf{r}') + a_2 \mathbf{F}_2(\mathbf{r}')$
Let us unpack this compact structure step by step as follows:

\[ F \text{ becomes a topological vector space} \text{ [154], in particular a Sobolev space, which is not only a Banach space (normed space), but also a Hilbert space (inner product space) [157]-[159].} \]

**Remark IV.2.** It is possible to equip \( F(V_r) \) with a suitable topology in order to measure how “near” to each other are any two fields defined on \( V_r \), e.g., see [154]–[156]. Therefore, \( F(V_r) \) becomes a topological vector space [154], in particular a Sobolev space, which is not only a Banach space (normed space), but also a Hilbert space (inner product space) [157]–[159].

### D. The Global Topological Structure of Nonlocal Electromagnetic Material Domains: First Look

In light of the analysis above, each microdomain \( V_r \) induces an infinite-dimensional linear function space (Sobolev) \( F(V_r) \) indexed by the position \( r \in D \), with topology essentially determined by the geometry of \( V_r \). On the other hand, this latter geometry is obtained from the physics of field-matter interaction in nonlocal media. Consequently, the physical content of nonlocal materials is encoded at the topologically micro-local level expressed by the following structure:

\[ D \ni r \quad \text{Physical Data} \quad \xrightarrow{\text{EM Nonlocality}} \quad V_r \quad \text{Mathematical Data} \quad \xrightarrow{\text{Sobolev Space}} \quad F(V_r). \quad (18) \]

If we denote the relevant collections of subsets as

\[ \mathcal{V}(D) := \{ V_r \subset D | r \in D, V_r \text{ is open} \}, \]

\[ \mathcal{G}[\mathcal{V}(D)] := \{ F(V_r) | r \in D, F(V_r) : \text{Sobolev function space} \}, \]

then (18) can be neatly captured by the ordered triplet

\[ D \times \mathcal{V}(D) \times \mathcal{G}[\mathcal{V}(D)]. \quad (21) \]

Let us unpack this compact structure step by step as follows:

1. Each open domain in \( D \subseteq \mathbb{R}^3 \) will by assigned a distribution \( \mathcal{V}(D) \) of open sets \( V_r \), i.e., the EM nonlocality microdomains topology defined in Sec. IV-B. Physically, it expresses the fine micro-topological structure of electromagnetic nonlocality.

2. The structure \( \mathcal{V}(D) \) is solely determined by the field-matter interaction physics. A concrete example will be given in Sec. VII.

3. We further emphasize that the various sets \( V_r \in \mathcal{V}(D) \) constitute an open cover of \( D \), that is, we have

\[ D = \bigcup_{r \in D} V_r. \quad (22) \]

In this way, the model can accommodate excitation fields \( F(r) \) applied at every point in \( r \in D \).

4. The decomposition of the material domain \( D \) into smaller building blocks exemplified by (22) is fundamental for computational topological models of nonlocal MTMs. For example, in Sec. VII we will use this expansion to construct a topological coarse-grained model for inhomogeneous nonlocal semiconductor metamaterials.

5. Finally, the topology \( \mathcal{V}(D) \) induces the space \( \mathcal{G}[\mathcal{V}(D)] \) of function spaces \( F(V_r), r \in D \), where each vector field is defined on one element \( V_r \) chosen from the topology \( \mathcal{V}(D) \).

It is interesting to note how within the framework proposed above a kind of constructive “division of labour” is shared between physics and mathematics in order to generate the various required multiscale structures characteristic of electromagnetic nonlocality. This is also the source of some potential difficulties hidden in the topological structure (21). Indeed, we will next try to smooth out the differences between the two main substructures \( \mathcal{V}(D) \), controlled mostly by physics, on one side, and \( \mathcal{G}[\mathcal{V}(D)] \), which is dominated by mathematical considerations. One way to achieve this is by unifying the entire total topological structure (21) that can encode all of the substructures of (21) within a single rich enough “metastructure”: the Banach vector bundle superspace (Sec. V).

### E. A Reformulation of the Electromagnetic Response Function

It is now possible to provisionally construct the EM response function by working on the fundamental topological domain structure (21) instead of the global domain \( D \), the later being the favored arena of conventional electromagnetic theory that we would like to move beyond in this paper. The response function \( R(r) \) will be re-expressed by the map

\[ R : D \times \mathcal{V}(D) \rightarrow \mathbb{C}^3, \quad (23) \]

where the codomain is taken to be \( \mathbb{C}^3 \) because the electric or magnetic response functions \( D \) or \( B \), respectively, are complex vector fields in the frequency domain.\(^{12}\) The value of the EM nonlocal response field due to excitation field \( F(r) \) applied at a microdomain \( V_r \) can be computed by means of

\[ R(r; \omega) = \int_{V_r} d^3r' K(r, r'; \omega) \cdot F(r'; \omega). \quad (24) \]

Although (24) may appear at first sight to be only slightly different from (8), the underlying difference between the two formulas is significant. In essence, the construction of the EM response field \( R(r) \) via the map (23) amounts to topological localization of electromagnetic nonlocality since in the latter case the EM response function \( K(r, r'; \omega) \) is no longer allowed to extend globally onto “large and complicated material domains.” Indeed, with the recipe (24) only the response to “small” – or more rigorously topologically local – domains, namely the microdomains \( V_r \), is admitted. On the other hand, in order to find the response field \( R(r) \) everywhere in \( D \), one needs to use sophisticated topological techniques to extend the response from one point to another till it covers the entirety of \( D \). This local-to-global extension application of differential topology is discussed in details in Sec. V-C and again briefly in Sec. IX-A.

\(^{12}\)In this section and the one to follow, we don’t worry much about the details of the electromagnetic model and for simplicity assume that only one vector field \( F \) acts as excitation and one response field \( R \) is induced. More complex media like bi-anisotropic domains and others [160] may also be treated within this formulation. For example, if two response field are needed, the codomain in (23) can be simply changed to \( \mathbb{C}^6 \).
In this manner, it becomes possible to provide an alternative, more detailed explication of the behaviour of the medium at topological interfaces (boundary conditions in nonlocal metamaterials are treated – provisionally – in Sec. VIII) and also explore the effect of the topology of the bulk medium itself on the allowable response functions and the production of non-trivial edge state, with obvious applications to nonlocal metamaterials (see the discussion of nonlocal and topological metamaterials applications in Sec. IX-B.)

V. The Fiber-Bundle Superspace Formalism in the Electromagnetism of Generic Nonlocal Media

Here, an outline of the direct construction of a fiber (Banach) bundle over an entire (global) nonlocal generic material domain is given, where our purpose is to build into every point \( \mathbf{r} \in U_i \) a fiber superspace \( \mathcal{F}_i \). The contents of this section are the most technically advanced in this paper. Readers interested in applications may skim through Secs. V-A and V-B, skip Sec. V-C, then move directly to Sec. VI for a general summary of the fiber bundle algorithm. Concrete computational models are outlined in Sec. VII using a practical nonlocal model, while additional remarks and discussions about current and future uses of the theory are provided in Sec. IX. However, even readers not fully familiar with differential manifold theory will benefit from reading the present technical Section because we strive to illustrate the physical intuition behind the various mathematical computations and steps therein.

A. Preparatory Step: Promoting the Material Domain \( D \) to a Manifold \( \mathcal{D} \)

In order to investigate in depth the fundamental physico-mathematical constraints imposed on EM nonlocal metamaterials, the material domain \( D \) considered so far should be promoted to a differential manifold structure [19], [155], [156], [161], [162]. There are several reasons why this is highly desirable:

1) It provides a natural and obvious generalization of the basic structure (21) from the mathematical perspective.

2) Engineers often need to insert metamaterials into specific device settings, hence the shape of the material becomes highly restricted. It is therefore important to develop efficient tools to deal with variations of geometric and topological degrees of freedom and how they could possibly impact the design process.

3) Applied scientists and engineers are often interested in deriving fundamental limitation on metamaterials, e.g., What are the ultimate allowable response-excitation relations or constitutive response functions possible given this material domain topology or that?

4) Sophisticated full-wave electromagnetic numerical solvers prefer working with local coordinates in order to handle complicated shapes, even if a global coordinate system is sometimes available, making the deployment of 3-manifold structures for describing the material domain \( D \) useful.

5) In topological photonics and materials [111], most applications seem to focus on lower-dimensional states of matter like those associated with quantum Hall effects and edge states (surface waves). There, new phenomena appear at materials where the base space (material domain \( D \)) is a 2-surface, which is best described mathematically as a differential 2-manifold.

For all these reasons, it is expedient to ascribe to the domain \( D \) the most general mathematical expression possible, which in our case amounts to equipping the material/metamaterial’s spatial domain with a smooth manifold structure. If we denote by \( \mathcal{D} \) this 3-manifold, then, being a subset of \( \mathbb{R}^3 \), there is a natural differential structure defined on it, that inherited from the 3-dimensional Euclidean space itself. This differential 3-manifold structure will be presupposed in the remaining parts of this paper. Following the standard theory of smooth manifolds, let \( (U_i, \phi_i) \) be a collection of charts (an atlas), labeled by \( i \in I \), an index set, which equips \( \mathcal{D} \subset \mathbb{R}^3 \) with a differential 3-manifold structure. This constitutes the differential atlas on \( \mathcal{D} \) which will be used in what follows.

B. Attaching Fibers to Generic Points in the Nonlocal Material Manifold \( \mathcal{D} \)

Our current goal is to attach a vector fiber (a linear function space in this case) at every point \( \mathbf{r} \in \mathcal{D} \), namely the function space \( \mathcal{F}(\mathcal{V}_r) \) introduced in Sec. IV-C. It turns out that accomplishing this requires finding suitable “compatibility laws” dictating how coordinates change when two intersecting charts \( U_i \) and \( U_j \) interact with each other, which is typical in such types of constructions [19]. In particular, we will need later to find the law of mutual transformation of vectors in the fibers \( \mathcal{F}(\mathcal{V}_{\phi_i(\mathbf{r})}) \) and \( \mathcal{F}(\mathcal{V}_{\phi_j(\mathbf{r})}) \). Here, the expression \( \mathcal{F}(\mathcal{V}_{\phi_i(\mathbf{r})}) \) means the fiber superspace attached to the point whose coordinates are \( \phi_i(\mathbf{r}) \), i.e., the function space where all functions are expressed in terms of the language of the \( i \)th chart \( (U_i, \phi_i(\mathbf{r})) \).

In this connection, the major technical problem facing us is the following: Since the differential structure associated with charts \( (U_i, \phi_i(\mathbf{r})) \) can be fixed by essentially mathematical considerations alone, while the collection of microdomains \( \mathcal{V}(\mathcal{D}) := \{ \mathcal{V}_r, \mathbf{r} \in \mathcal{D} \} \) is solely determined by the physics of electromagnetic nonlocality (Sec. IV), there is no direct and simple way to express the transformation of vectors in \( \mathcal{F}(\mathcal{V}_{\phi_i(\mathbf{r})}) \) into vectors in \( \mathcal{F}(\mathcal{V}_{\phi_j(\mathbf{r})}) \) because several different coordinate patches other than \( U_i \) and \( U_j \), belonging to the differential 3-manifold \( \mathcal{D} \) atlas, might be involved in building up the microdomain \( \mathcal{V}_r \).

The above technical problem will be solved in Sec. V-C by using the technique of partition of unity borrowed from differential topology [19], [155], [161]. It will allow us to split up each full microdomain \( \mathcal{V}_r \) into several suitable submicrodomains (details below), which can be later be joined up together in order to give back the original EM nonlocality microdomain \( \mathcal{V}_r \).

For now, we start by recalling that the microdomain structure represented by the collection \( \mathcal{V}(\mathcal{D}) := \{ \mathcal{V}_r, \mathbf{r} \in \mathcal{D} \} \) is an open cover of the manifold \( \mathcal{D} \). Therefore, and since the

\[ \text{For simplicity, we will refer to the points of the manifold } \mathcal{D} \text{ by } \mathbf{r}, \text{ i.e., using the language of the global (ambient) Euclidean space } \mathbb{R}^3. \]
material domain manifold \( \mathcal{D} \) possesses a countable topological base [154], it contains a locally finite open cover subordinated to \( \mathcal{V}(\mathcal{D}) \) [19], [161].

Specifically, the theorem just mentioned implies that an atlas \((U_i, \phi_i), i \in I, \) with diffeomorphisms

\[
\phi_i : U_i \to \mathbb{R}^3,
\]

(25)
describing the differential structure of the manifold \( \mathcal{D} \) exists such that the elements \( \{U_i, i \in I\} \) constitute the above mentioned locally finite subcover subordinated to the microdomains collection \( \mathcal{V}(\mathcal{D}) \). Moreover, the images \( \phi_i(U_i) \) are open balls centered around 0 in \( \mathbb{R}^3 \) with finite radius \( a > 0 \) (henceforth, such balls will be denoted by \( B_a \)) [19].

In this way, the physics-based open cover set \( \mathcal{V}(\mathcal{D}) \) provides a first step toward the construction of a complete topological description of the electromagnetic nonlocal microdomain structure. The reason is that the coordinate patches \( \{U_i, \phi_i, i \in I, \) are subordinated to the microdomains \( \{V_r, \; \mathbf{r} \in \mathcal{D}\} \) [19].

It is also known that there exists a partition of unity associated with the \( \mathcal{D} \)-atlas \((U_i, \phi_i), i \in I, \) constructed above summarized by the following lemma [19], [155], [156], [161], [162]:

**Lemma V.1. (Partition of Unity)** There is a collection of functions 

\[
\psi_i : U_i \subset \mathcal{D} \to \mathbb{R}
\]

(26)
satisfying the following requirements:

1) \( \psi_i(\mathbf{r}) \geq 0 \) and each function is \( C^p, \; p \geq 1, \)
2) The support of \( \psi_i(\mathbf{r}) \), denoted by \( \text{supp} \psi_i \), is contained within \( U_i \), i.e., \( \text{supp} \psi_i \subset U_i, \)
3) Since the open cover \( U_i, i \in I, \) is locally finite, at each point \( \mathbf{r} \in \mathcal{D}, \) only a finite number of \( U_i \) will intersect \( \mathbf{r}. \)
4) Let the set of indices of those intersecting \( U_i \) be \( I_r. \)

Then we require that

\[
\sum_{i \in I_r} \psi_i(\mathbf{r}) = 1,
\]

(27)

where the sum is always convergent because the set \( I_r \)

is finite.

**Remark V.1.** It can be shown that the sets \( \phi_i^{-1}(B_{a/3}), i \in I, \) already cover \( \mathcal{D} \) [161]. The closure \( \text{cl}\{\phi_i^{-1}(B_{a/3})\} \) may be taken to constitute the support of \( \psi_i(\mathbf{r}) \), while \( \psi_i(\mathbf{r}) = 0 \) for all \( \mathbf{r} \notin \text{supp}\{\psi_i(\mathbf{r})\} \) [19], [161], [164]. The partition of unity functions \( \psi_i \) can be computationally constructed using standard methods, most prominently the bump functions, e.g., see [161], [165].

The motivation behind the deployment of the partition of unity technique and how it immediately arises in connection with our fundamental EM nonlocal structure should now be clear. We have found that the following three-step process is natural:

1) Initially, the physics-based collection of sets \( \mathcal{V}(\mathcal{D}) = \{V_r, \; \mathbf{r} \in \mathcal{D}\}, \) i.e., the EM nonlocal microdomain structure based on each point \( \mathbf{r} \) in the nonlocal metamaterial \( \mathcal{D} \), is obtained using a suitable physical microscopic theory or some other procedure.
2) Introduce a differential atlas \((U_i, \phi_i(\mathbf{r})), i \in I, \) on the smooth manifold \( \mathcal{D} \) subordinated to \( \mathcal{V}(\mathcal{D}) \) and representing the nonlocal material domain under consideration.
3) Finally, the same atlas is linked to a set of functions \( \psi_i(\mathbf{r}) \) (partition of unity) that can be recruited as “topological bases” to expand any differentiable field excitation function into sum of individual sub-fields defined on open subsets of the material domain \( \mathcal{D} \) (see Sec. V-C).

The three-step process outlined above is summarized in Fig. 3, illustrating how to progressively construct micro-coordinate representations of EM nonlocality starting from the nonlocal microdomain set and ending with the partition of unity on the MTM superspace.

![Nonlocal microdomain structure \( \mathcal{V}(\mathcal{D}) \)](image)

Fig. 3: The three-step process of constructing micro-coordinate representations of EM nonlocality starting from the nonlocal microdomain set and ending with the partition of unity on the MTM superspace.

The construction of a fiber-bundle superspace for nonlocal electromagnetic materials will be completed in two steps:

- **Step I:** Construct a tailored fiber bundle based on the partition of unity charts \((U_i, \phi_i(\mathbf{r}))\) introduced above.
- **Step II:** The original physical structure (21) is recovered by gluing together various sub-microdomain \( U_i \subseteq V_r \) of each EM nonlocal microdomain \( V_r \).

We start with the Step I and leave the more complicated Step II to Section V-C.

Consider the \((U_i, \phi_i(\mathbf{r})), i \in I, \) as our atlas on the 3-manifold \( \mathcal{D} \) introduced in Sec. V-A. At each point \( \mathbf{r} \in U_i \), we attached a linear topological space \( \mathcal{F}(U_i) \) defined as the Sobolev space \( W^{p,2}(U_i), p \geq 1, \) of functions on the open set \( U_i \), i.e., we write

\[
\mathcal{F}(U_i) := \{\psi(\mathbf{r}) \mathbf{F}(\mathbf{r}), \mathbf{r} \in U_i| \text{ Sobolev Space } W^{p,2}(U_i)\}
\]

(28)

14See [154], [162] for the full technical definition of subordinated cover. A collection of subsets of a topological space is said to be locally finite, if each point in the space has a neighbourhood that intersects only finitely many of the sets in the collection. What we need here is that there exists some \( i \) and \( \mathbf{r} \) such that \( U_i \) is inside \( V_r, \) i.e., \( U_i \subseteq V_r \) and \( \mathbf{r} \in U_i, \)

15The function space \( C^p \) is comprised of the set of real functions that are continuously differentiable \( p \)-times [155], [163].

16The support is defined as the (topological) closure of the set \( \{\mathbf{r} \in \mathcal{D}|\psi_i(\mathbf{r}) \neq 0\} \) [16], [162], [163].

17See Sec. VII for one possible method and examples.
where \( F(\mathbf{r}) \) is a suitable \( C^{p,2} \) vector field.

**Remark V.2.** For the precise technical definition of the infinite-dimensional Sobolev function space \( W^{p,2}(U_i) \), see [157], [158]. Appendix A provides some additional information on the literature. Sec. IV-C gives a simplified intuitive definition of the physics-based function space \( \mathcal{F}_i \), in particular see Remark IV.2. The intricate details of the theory of such Sobolev function spaces will not be needed for our immediate purposes in what follows (compare with Remark V.3).

Physically, the multiplication of the global excitation field \( F(\mathbf{r}) \) by \( \psi_i(\mathbf{r}) \) in constructions like (28) above and (29) below effectively “localizes” (in the topological sense) the field into a smaller compact subdomain, namely the support of the “topological localization basis function” \( \psi_i(\mathbf{r}) \) itself. Moreover, because the \( C^p \) functions \( \psi_i(\mathbf{r}) \) have compact support \( \text{supp}(\psi_i) \subseteq U_i \), it follows that \( \mathcal{F}(U_i) \) is effectively a local Sobolev space on \( U_i \) [159].

**Remark V.3.** We can alternatively define a less complicated function space on \( U_i \) by
\[
\mathcal{F}'(U_i) := \{\psi_i(\mathbf{r})F(\mathbf{r}), \mathbf{r} \in U_i | C^p \text{ sup-norm function space}\},
\]
(29)
where the sup-norm is given by
\[
||\psi_i(\mathbf{r})F(\mathbf{r})|| := \sup_{\mathbf{r} \in \text{supp}(\psi_i)} |\psi_i(\mathbf{r})F(\mathbf{r})|.
\]
In the case of \( \mathcal{F}'(U_i) \), one may further consider only \( C^p \) vector excitation fields \( F(\mathbf{r}) \). The choice of which linear function space to work with depends on the particular application under consideration. In what follows, we further simplify notation by writing \( \mathcal{F}_i \) instead of \( \mathcal{F}(U_i) \) whenever the partition of unity differential atlas coordinate patches \( U_i \) are used.

C. Direct Construction of Bundle Homomorphism as Generalization of Linear Operators in Electromagnetic Theory

We now demonstrate how the material constitutive relations in conventional (local) electromagnetic theory may be absorbed into a new structure, the bundle homomorphism, which is the most natural generalization of linear operators in local electromagnetism taking us into the enlarged stage of the generic nonlocal medium’s superspace formalism. In the future, these bundle homomorphisms may be discretized using topological numerical methods, e.g., see [166]. In what follows, we focus on the rigorous exact construction using the technique of partition of unity, which allows computations going from local to global domains.\(^{18}\)

1) The Basic Definition of the Nonlocal Material Banach (Fiber) Bundle Superspace: The initial step in formally defining the proposed nonlocal MTM bundle superspace is the following disjoint union construction:

**Definition V.1.** (Preliminary Definition of the Bundle Superspace) Let the MTM superspace be denoted by \( \mathcal{M} \), which is also called the total bundle space. We define this space as the disjoint union of all spaces \( \mathcal{F}_i \) of the form:
\[
\mathcal{M} := \{ (\mathbf{r}, \mathcal{F}_i) | \forall i \in I, \mathbf{r} \in U_i \subset D \}.
\]
(31)
\(^{18}\)The discretization of the nonlocal MTM bundle homomorphism itself is outside the scope of the present work and will be addressed elsewhere.

Associated with \( \mathcal{M} \) is a surjective map
\[
p : \mathcal{M} \to D,
\]
(32)
which “projects” the fiber onto its corresponding point in the base manifold \( D \), i.e., \( p(\mathbf{r}, \mathcal{F}_i) := \mathbf{r} \).

**Remark V.4.** In mainstream literature, the fiber bundle is defined slightly differently. Indeed, the fiber of \( \mathcal{M} \) at \( \mathbf{r} \in D \) is defined as the set \( p^{-1}(\mathbf{r}) \) provided the map \( p \) is given as part of the bundle data. This is how fiber bundles are often introduced in the mathematical literature. However, in this paper, we construct the bundle data starting with the physics-based topological structure (21). The map \( p \) is called the projection of the vector bundle \( \mathcal{M} \) onto its base space \( D \). Moreover, from now on we will also use the notation \( \mathcal{F}_r \) to denote the fiber \( p^{-1}(\mathbf{r}) \). By construction, it should be clear that \( p^{-1}(\mathbf{r}) = \mathcal{F}_r \) iff \( \mathbf{r} \in U_i \). From the topological viewpoint, the MTM superspace \( \mathcal{M} \) locally appears like a product space \( U_i \times \mathcal{F}_r \). In other words, the map \( p \) should behave locally as a conventional projection operator; i.e., in a local domain \( U_i \), the material’s total bundle space \( \mathcal{M} \) is isomorphic to \( U_i \times \mathcal{F}_r \), and \( p(U_i \times \mathcal{F}_r) \) should be isomorphic to \( U_i \).

In order to complete the specification of the nonlocal MTM superspace, we next construct the linear function space \( X_i \) defined by
\[
X_i := \left\{ \psi_i(\phi_i^{-1}(\mathbf{r}))F(\phi_i^{-1}(\mathbf{r})) | \phi_i^{-1}(\mathbf{r}) \in \text{Sobolev function space} \right\},
\]
(33)
which is the Sobolev space of \( W^{p,2}(B_o) \) functions on the Euclidean 3-ball \( B_o \). Here, each function is defined with respect to the local coordinates \( \mathbf{r} := \phi^{-1}(\mathbf{r}) \), where \( \mathbf{r} \in U_i \). In fact, it should be straightforward to deduce from the above that there exists maps
\[
\tau_i : p^{-1}(U_i) \to U_i \times X_i,
\]
(34)
for all \( i \in I \), that are isomorphisms (diffeomorphism in our case), where such diffeomorphism may be expressed by
\[
\forall i \in I : p^{-1}(U_i) \cong U_i \times \mathcal{F}_i.
\]
(35)
The fact that (34) is such an isomorphism follows from the definitions of the spaces \( \mathcal{F}_i \) and \( X_i \) by (28) and (33), respectively, and from the fact that each \( \phi_i \) is a diffeomorphism from \( U_i \) into \( \mathbb{R}^3 \) (or equivalently the unit 3-ball \( B_o \) with radius \( a_o \)). We further note that by construction the diffeomorphism \( \tau_i \) satisfies
\[
\text{proj}_1 \circ \tau_i = p,
\]
(36)
where \( \text{proj}_1 \) is the standard projection map defined by \( \text{proj}_1(x, y) := x \).

Finally, if we restrict \( \tau_i \) to \( p^{-1}(\mathbf{r}) \), the resulting map
\[
\tau_i|_{p^{-1}(\mathbf{r})} : p^{-1}(\mathbf{r}) \to \{\mathbf{r}\} \times X_i
\]
(37)
is a (linear) topological vector space isomorphism from \( \mathcal{F}_r \) to \( X_i \), i.e.,
\[
\forall i \in I, \mathbf{r} \in U_i : \mathcal{F}_r \cong X_i.
\]
(38)
**Remark V.5.** The charts \( (U_i, \tau_i) \) are called trivialization covering of the vector bundle \( \mathcal{M} \). They provide a coordinate...
representation of local patches of the vector bundle. (The global topology of the bundle, however, is rarely trivial [155].) Since here all maps are \( C^p \) smooth, \( \tau_i \) are also called smooth trivialization maps. The complete derivations of the diffeomorphism (35) and the topological vector space isomorphism (38) are straightforward but lengthy and the full proofs are omitted.

Consider now two patches \( U_i \) and \( U_j \) with \( U_i \cap U_j \neq \emptyset \). By restricting \( \tau_i \) and \( \tau_j \) to \( U_i \cap U_j \), two diffeomorphisms

\[
\tau_i : p^{-1}(U_i \cap U_j) \to (U_i \cap U_j) \times X_i,
\]

\[
\tau_j : p^{-1}(U_i \cap U_j) \to (U_i \cap U_j) \times X_j,
\]

are obtained, which in turns implies that

\[
(U_i \cap U_j) \times X_i \cong (U_i \cap U_j) \times X_j,
\]

(39) or \( X_i \cong X_j \) as expected. In particular, it can be shown that the composition map

\[
\tau_j \circ \tau_i^{-1} : (U_i \cap U_j) \times X_i \to (U_i \cap U_j) \times X_j
\]

possesses the simple form

\[
\tau_j \circ \tau_i^{-1}(r, F) = (r, g(r)F).
\]

Here, \( F \in X_i \) and \( g \in L(X_i, X_j) \), where \( L(X_i, X_j) \) is the space of linear operators from \( X_i \) to \( X_j \) [19]. In particular, \( g(r) \) is a \( C^p \)-Banach space isomorphism.

**Remark V.6.** In the mathematical literature, the smooth maps \( \tau_j \circ \tau_i^{-1} \) are called the *vector bundle transition maps*. They are essential technical tools for computing global data by starting from local data then gluing them together.

We have now succeeded in directly constructing a specialized smooth Banach vector bundle \( (\mathcal{M}, \mathcal{D}, \tau, p) \) consisting of the nonlocal MTM’s total fiber bundle space \( \mathcal{M} \), base 3-manifold \( \mathcal{D} \) of the MTM, a set of smooth trivialization charts \( \tau_i, i \in I \), and a projection map \( p \). The base manifolds \( \mathcal{D} \) itself is described by a differential atlas \( (U_i, \phi_i) \) associated to the partition of unity \( (U_i, \psi_i), i \in I \) as per our discussion in Sec. V-B above.

2) The Nonlocal Material Fiber Bundle Homomorphism: At this point, we need to describe how the *evaluation* process of the electromagnetic response field (23) may be formulated within the new enlarged framework of the fibered superspace \( \mathcal{M} \). The most obvious method is to introduce a new vector bundle with the base space being the same base space \( \mathcal{D} \), but with the fibers now taken as the complex Hilbert space \( \mathbb{C}^3 \). This is a well-known vector bundle, which we denote by \( \mathcal{R} \), and call the *range vector bundle*. Formally, the structure of this vector bundle is written as \( (\mathcal{R}, \mathcal{D}, \tau', p') \), where \( \tau' \) and \( p' \) are its own smooth trivialization and projection maps. The *source vector bundle* is taken as \( \mathcal{M} \).

The physical process of exciting a nonlocal electromagnetic medium can now be understood as follows:

1) The material domain is mathematically modeled by the Banach bundle \( \mathcal{M} \). The response of the medium is to be sought at some point \( r \in \mathcal{D} \).

2) The bundle structure \( \mathcal{M} \) will associate a linear function space at \( r \), namely the fiber \( p^{-1}(r) \), which is a Banach space of functions defined on the region \( U_i \) is the model of the excitation field \( \mathbf{F}(r) \) after being restricted (topologically localized) to the EM nonlocal domain \( U_i \).

3) A vector bundle homomorphism (to be formally defined shortly) will map one element of this fiber function space, namely, the particular excitation field \( \mathbf{F}(r), r \in U_i \), to its value in the fiber isomorphic to \( \mathbb{C}^3 \) at \( r \) in the range vector bundle \( \mathcal{R} \).

We will need now a precise definition for maps between bundles superspaces. Formally, the is given by [161], [162]:

**Definition V.2.** (Bundle Homomorphism) A (smooth) bundle homomorphism over a common base space \( \mathcal{D} \) shared between the two vector bundles \( \mathcal{M} \) and \( \mathcal{R} \) is defined by the (smooth) map:

\[
\mathcal{L} : \mathcal{M} \to \mathcal{R}
\]

satisfying \( p' \circ \mathcal{L} = p \). Moreover, the restriction of \( \mathcal{L} \) to each fiber \( p^{-1}(r) \) induces a linear operator on the vector space of that fiber [161]. In effect, the following diagram

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{\mathcal{L}} & \mathcal{R} \\
\Downarrow p & & \Downarrow p' \\
\mathcal{D} & \xrightarrow{} & \mathcal{D}
\end{array}
\]

is commutative.

**Remark V.7.** Because \( \mathcal{M} \) and \( \mathcal{R} \) share the same base manifold \( \mathcal{D} \), the action of the map \( \mathcal{L} \) is effectively reduced to how it acts on each fiber \( p^{-1}(r) \) as a linear operator.

Now, since the Banach space \( X_i \) is isomorphic to \( p^{-1}(r) \), we will express \( \mathcal{L} \) by giving its expression locally in each element \( U_i \subset \mathcal{D} \) of the open cover \( \{ U_i, i \in I \} \). In particular, we define the local action using the source and range bundles’ trivialization maps \( \tau_i \) and \( \tau'_i \) by the intuitively obvious formula:

\[
\tau'_i \circ \mathcal{L}_\omega \circ \tau_i^{-1} : U_i \times X_i \to U_i \times \mathbb{C}^3,
\]

(44)

with

\[
\tau'_i \circ \mathcal{L}_\omega \circ \tau_i^{-1} := (r, \mathcal{L}_1, \omega F), \quad F \in X_i,
\]

(45)

where

\[
\mathcal{L}_1,\omega : X_i \to \mathbb{C}^3
\]

(46)

is the linear operator defined by

\[
\mathcal{L}_1,\omega(*) = \int_{U_i} d^3r' K(r, r'; \omega) \cdot (*),
\]

(47)

in which \( * \) stands for an element of the smooth Banach function space \( X_i \).

Therefore, within the frequency-domain formulation of this paper, the operator \( \mathcal{L} \) will leave every point in the base space \( \mathcal{D} \) unchanged while mapping each smooth function on \( U_i \) (component of the total electromagnetic excitation field, see below) into its complex vector value in \( \mathbb{C}^3 \) at \( r \in U_i \).

\(^{19}\)Note that in local electromagnetism, \( U_i \) is essentially a point \( r \) and hence the excitation field \( F \) is defined on the conventional space \( \mathcal{D} \) instead of the Banach bundle space \( \mathcal{M} \).
Physically, \( \mathcal{L} \) models a (topologically) localized “piece” of the global electromagnetic material operator mapping excitation fields \( \mathbf{F}(\mathbf{r}) \) to response fields \( \mathbf{R}(\mathbf{r}) \), where the entire physics here is restricted to the EM nonlocal subdomain \( U_i \). The global operator itself is assembled by gluing together all these small pieces using the partition of unity technique as we endeavour to show next.

3) Computing Global Data Starting from Local Data: The final step is tying up together the fundamental source Banach bundle \( \mathcal{M} \), range bundle \( \mathcal{R} \) and the EM nonlocal microdomain \( \mathcal{M} \) (21). The essential ingredients of the physics of nonlocal EM field-matter interaction are encoded in the geometrical construction of the collection of microdomains \( \mathcal{V}(\mathcal{M}) = \{V_r, \mathbf{r} \in \mathcal{D}\} \), and the excitation fields \( \mathbf{F}(\mathbf{r}) \) defined on them, i.e., the sets \( \mathcal{V}(\mathcal{M}) \) and the (excitation) function spaces \( \mathcal{G}(\mathcal{D}) \) combined together in one space, the Banach bundle \( \mathcal{M} \).

So far, the vector bundle homomorphism \( \mathcal{L} \) introduced above takes care of excitation fields supported on the open sets \( U_i, i \in I \). However, these are mathematical fundamental building blocks used to construct the source vector bundle \( \mathcal{M} \). The question now is how to extend the description of nonlocal EM response operators for excitation fields applied to the entire physical cluster of EM nonlocality microdomains \( \{V_r, \mathbf{r} \in \mathcal{D}\} \). As mentioned before, it is the partition of unity \( (U_i, \psi_i), i \in I \), what will make this expansion of the topological formulation possible.

To see this, let us consider an electromagnetic field \( \mathbf{F}(\mathbf{r}) \) interacting with a nonlocal medium extended over the manifold \( \mathcal{D} \). Our goal is to compute the response field \( \mathbf{R}(\mathbf{r}) \), that is, at point \( \mathbf{r} \). The fundamental idea of EM nonlocality is that to know the response at one point \( \mathbf{r} \), one must know the excitation field in a entire open set \( V_r \), a topological neighborhood of \( \mathbf{r} \), and that in general this microdomain will change depending on the position \( \mathbf{r} \). The goal now is to find \( \mathbf{R}(\mathbf{r}) \) using the vector bundle map \( \mathcal{L} \) defined by (43) starting from the data:

1) Region \( V_r \).
2) Vector field \( \mathbf{F}(\mathbf{r}) \) acting on \( V_r \).

To accomplish this, we exploit the properties of the partition of unity functions \( \psi_i \) (Lemma VI.1) for expanding the excitation field \( \mathbf{F}(\mathbf{r}) \) over all patches \( U_i \) covering \( V_r \), resulting in

\[
\mathbf{F}(\mathbf{r}; \omega) = \sum_{i \in I} \psi_i(\mathbf{r}') \mathbf{F}_i(\mathbf{r}'; \omega),
\]

where (27) was used. The truncated function \( \mathbf{F}_i \) is equal to \( \mathbf{F}(\mathbf{r}) \) only if \( \mathbf{r} \in U_i \) and zero elsewhere, i.e., we have

\[
\mathbf{F}_i(\mathbf{r}'; \omega) := \begin{cases} \mathbf{F}(\mathbf{r}'; \omega), & \mathbf{r} \in U_i, \\ 0, & \mathbf{r} \notin U_i. \end{cases}
\]

Recall that according to Lemma VI.1, the set \( I_r \) is defined as the collection of indices \( i \in I \) of all \( U_i \) having the point \( \mathbf{r} \) in their common set intersection and is always finite.

The main construction should now become clear. While each truncated sub-field \( \mathbf{F}_i \) fails to be differentiable (it is not even continuous), the multiplication by \( \psi_i(\mathbf{r}) \) fixes this problem. In fact, each function \( \psi_i(\mathbf{r}') \mathbf{F}_i(\mathbf{r}'; \omega) \) is a smooth component of the total excitation field \( \mathbf{F} \) with support fully contained inside the coordinate patch \( U_i \), i.e., \( \text{supp}\{\mathbf{F}_i\} \subset U_i \).

Consequently, the vector bundle map constructed in (43) can be applied to each such component field. From (44)-(46) and (48), the following can be deduced:

\[
\mathbf{R}(\mathbf{r}; \omega) = \sum_{i \in I_r} \mathcal{L}_i(\omega) \psi_i(\mathbf{r}') \mathbf{F}_i(\mathbf{r}'; \omega).
\]

Finally, using (47), we arrive at our main superspace map theorem:

**Theorem V.2.** (Global Superspace Bundle Map) For the fiber bundle superspace \( \mathcal{M} \) of the nonlocal MTM on the manifold \( \mathcal{D} \) with material response tensor \( \mathbf{K} \), the response and excitation fields \( \mathbf{R} \) and \( \mathbf{F} \) can be related to other other via the global bundle map:

\[
\mathbf{R}(\mathbf{r}; \omega) = \sum_{i \in I_r} \int_{U_i} d^3r' \mathbf{K}(\mathbf{r}, \mathbf{r}'; \omega) \psi_i(\mathbf{r}') \mathbf{F}_i(\mathbf{r}'; \omega),
\]

where \( \psi_i, i \in I \), are the partition of unity basis functions subordinated to the D-atlas \( \{(U_i, \phi_i), i \in I \} \).

Physically, Theorem V.2 states that the source bundle \( \mathcal{M} \), \( \mathcal{R} \), and the response map \( \mathcal{L} \) provide a skeleton through which the total response to any EM excitation field defined on an arbitrary EM nonlocality microdomain can be computed. By aggregating all such microdomains constituting the microstructure of nonlocality of the MTM under consideration, the electromagnetism of the medium can be computed and reformulated in the Banach fiber-bundle superspace \( \mathcal{M} \) instead of the position space \( \mathcal{D} \). In this way, the vector bundle formalism for electromagnetic nonlocality is essentially complete and the connection between the purely mathematical fiber superspace and the physical microdomain structures is secured by (51).

VI. INTERLUDE: THE FIBER BUNDLE ALGORITHM: SUMMARY AND TRANSITION TO APPLICATIONS

We now summarize the fiber bundle superspace construction by providing the algorithm derived in the previous Section. Our main goal here is to highlight that the entire construction is based on estimating the EM nonlocality microdomain set \( \mathcal{V}(\mathcal{D}) = \{V_r, \mathbf{r} \in \mathcal{D}\} \) associated with the nonlocal MTM domain \( \mathcal{D} \). This data can be obtained only through physical theory and/or measurement. However, once available, the construction of the fibered space proceeds in a computationally well-determined manner. We first summarize the algorithm then provide few remarks preparing for some computational examples in latter sections.

In Fig. 4 we show two distinct points \( \mathbf{r}_1, \mathbf{r}_2 \in \mathcal{D} \) and their associated microdomains \( V_{\mathbf{r}_1} \) and \( V_{\mathbf{r}_2} \), respectively. From the locally finite subcover \( \{U_i\}_{i \in I} \) subordinated to \( \mathcal{V}(\mathcal{D}) = \{V_r, \mathbf{r} \in \mathcal{D}\} \) we highlight \( U_i \subseteq V_{\mathbf{r}_1} \) and \( U_j \subseteq V_{\mathbf{r}_2} \), where it is possible in general that \( V_{\mathbf{r}_1} \cap V_{\mathbf{r}_2} \neq \emptyset \) and \( U_i \cap U_j \neq \emptyset \) as indicated in the Figure itself. For the partition of unity \( (U_i, \psi_i)_{i \in I} \) supported on the open cover \( \{U_i\}_{i \in I} \), we also depict the two compact sets \( S_i := \text{supp}\{\psi_i(\mathbf{r})\} \) and \( S_i := \text{supp}\{\psi_i(\mathbf{r})\} \) forming the support of the corresponding partition of unity functions.

The nonlocal MTM superspace algorithm itself is summarized in Algorithm 1. Once the microdomain dataset \( \mathcal{V}(\mathcal{D}) \)
is given, the construction proceeds automatically using the partition of unity basis functions \((U_i, \phi_i)_{i \in I}\). The latter may be computed directly in terms of the standard bump functions, see [161], [162], [165] and also Remark V.1.

Because of the fundamental importance of the EM non-locality microdomain structure \(V(D)\), we will devote Sec. VII entirely to a quantitative practical example illustrating the origin of these microdomains and how they may be estimated in practice. In the subsequent sections, we also explore the usefulness of the homomorphism construction for reformulating boundary-value problems in nonlocal electromagnetic theory and also provide some hints for possible other current and future applications.

**Algorithm 1** The General MTM’s Fiber Bundle Algorithm

1. Start with a physics-based microdomain structure \(V(D) = \{V_r, r \in D\}\).
2. The open cover \(V(D)\) of \(D\) induces a locally finite subcover \(\{U_i\}_{i \in I}\) subordinated to \(V(D)\). It is then automatically equipped with the differential structure of the manifold \(D\), generating the differential atlas \((U_i, \phi_i)_{i \in I}\).
3. The subcover \(\{U_i\}_{i \in I}\) is equipped with a partition of unity function set \(\{\psi_i\}_{i \in I}\), producing the partition of unity \((U_i, \psi_i)_{i \in I}\).
4. Generate an appropriate Banach/Sobolev/Hilbert space \(X_r\) attached to each point \(r \in D\) using constructions such as (33).
5. Declare \(D\) the base manifold of the fiber bundle. Construct the bundle space \(M\) using

\[
M := \{(r, X_i) | \forall i \in I, r \in U_i \subset \mathcal{D}\}. \tag{52}
\]

6. Construct the projection map \(p : M \rightarrow D\) through the operation \((r, X_i) \rightarrow r\).
7. Use (42) to transform vector from one fiber (function) space to another.


Here, a concrete example involving spatially-dispersive isotropic media is considered where the intention is to provide an outline of how the intricate fiber-bundle type topological fine structure (the topology of microdomains attached to each point explored above) may be estimated in practice.

A. The Electromagnetic Model of Nonlocal Isotropic Domains

One of the simplest – yet still demanding and interesting – nonlocal media is the special case of isotropic, homogenous, spatially-dispersive, but optically inactive domains [2]. In this case, very general principles force the generic expression of the material response tensor to acquire the concrete form [3], [4], [126]:

\[
K(k, \omega) = K^T(k, \omega)(\bar{I} - \hat{k}\hat{k}) + K^L(k, \omega)\hat{k}\hat{k}, \tag{53}
\]

where \(k := |k|\), \(\hat{k} := k/k\), and \(\mathbf{k}\) is the wavevector (spatial-frequency) of the field. The first term in the RHS of (53) represents the transverse parts of the response function, while the second term is clearly the longitudinal component, with behaviour captured by the generic functions \(K^T(k, \omega)\) and \(K^L(k, \omega)\), respectively.\(^{20}\) The tensorial forms involving the dyads \(\hat{k}\hat{k}\), however, are imposed by the formal requirement of the need to satisfy the Onsager symmetry relations in the absence of external magnetic fields [4].

Using a proper microscopic theory, ultimately quantum theory, it is possible in general to derive fundamental expressions for the transverse and longitudinal components of the response functions in (53) [2]–[4], [45], [46], [48]. These forms are often obtained in the following way:

1. First, fundamental theory is deployed to derive analytical expressions for \(K^T(k, \omega; \mathbf{r}')\) and \(K^L(k, \omega; \mathbf{r}')\).
2. Afterwards, depending on the concrete values of the various physical parameters that enter into these expressions, e.g., frequency, temperature, molecular charge/mass/spin, density, etc, the obtained analytical expressions are expanded in power series with the proper number of terms.
3. The expression of the dielectric function is then put in the form of either a polynomial or rotational polynomial in \(\mathbf{k}\).

A concrete example will be given in Sec. VII-C to illustrate the use of such physics-based dielectric function for the case of exciton-polaritons in semiconductors.

B. A Topological Coarse-Graining Model for Inhomogeneous Nonlocal Material Domains

We now describe a method that can help transitioning from the generic form (53) valid for homogeneous nonlocal domains to the inhomogeneous medium situation developed throughout

\(^{20}\)Even for isotropic materials, the response tensor \(\mathbf{K}\) remains a tensor. This is due to the manner in which the equivalent dielectric function is defined using the Fourier transform instead of the conventional multipole approach, e.g., see [4], [45], [121].
this paper where nonlocality cannot be captured by a simple global dependence of the dielectric function on \( k \). However, instead of working with the full nonlocal function \( \mathbf{K}(\mathbf{r}, \mathbf{r}') \), an alternative simplified model is proposed which we name the topological coarse-graining model. The idea is as follows. Consider a global material domain \( D \), which is an open 3-manifold, say an open subset of \( \mathbb{R}^3 \) that may be either simply connected or disconnected.\(^{21}\) The material is nonlocal and inhomogeneous. At each point \( \mathbf{r} \in D \), a microdomain, i.e., and open set \( V_\mathbf{r} \subset D \), is assigned. The medium is locally isotropic and homogeneous in the sense that within each microdomain we can describe the response to an external field excitation \( \mathbf{E} \) by means of a relation similar to (24), namely:

\[
\mathbf{D}(\mathbf{r}; \omega) = \varepsilon_0 \int_{V_\mathbf{r}} d^3\mathbf{r}' \mathbf{K}(\mathbf{r} - \mathbf{r}'; \omega) \cdot \mathbf{E}(\mathbf{r}'; \omega). \tag{54}
\]

That is, the only difference between (54) and (24) is that in the former we use the correct form of homogeneous nonlocality \( \mathbf{K}(\mathbf{r} - \mathbf{r}'; \omega) \) instead of \( \mathbf{K}(\mathbf{r}, \mathbf{r}'; \omega) \). Moreover, we have put the proper response and excitation fields \( \mathbf{D}(\mathbf{r}) \) and \( \mathbf{E}(\mathbf{r}) \) and inserted the free space permittivity \( \varepsilon_0 \).

It may be understood now that as a topological coarse-graining process, the original inhomogeneous nonlocal medium ultimately described by the material tensor \( \mathbf{K}(\mathbf{r}, \mathbf{r}'; \omega) \) is subdivided into “small topological cells,” the microdomains \( V_\mathbf{r}, \mathbf{r} \in D \), such that each “topological cell” in itself behaves as a homogeneous nonlocal isotropic subdomain and can hence be described by the form (54) with the material tensor itself taking the (topologically) locally correct form (53). This can be considered a quasi-local model where the global domain is EM nonlocal but in small region (cells) it behaves like an EM local medium, e.g., see [12].

Remark VII.1. The term local is used in this paper in two senses. The first sense is the physical one in which local is set against physical nonlocality, which includes spatial dispersion (EM local/nonlocal.) On the other hand, in topology, a local property is that which holds in a small open neighbourhood of a given point, in our case the topological microdomain \( V_\mathbf{r} \). The distinction between the two technical senses of the term should always be clear from the context. In the few cases when there is a risk of confusion, we say topologically local to emphasize the second meaning above from EM local. (see also Remark III.4.)

Our key objective here is to use the simple estimation of the size of nonlocal domains (spheres) outlined above in order to build the topological content of the microdomain structure developed in the discussion started in Sec. IV. For example, consider a point \( \mathbf{r}_1 \), which provides a label for one of the micro-cells we may deploy for creating a coarse-grained model for the inhomogeneous medium. To be more specific, let us construct the topological open ball defined by

\[
V_\mathbf{r} = B(\mathbf{r}, a_\mathbf{r}) := \{ \mathbf{r} \in \mathbb{R}^3 \mid d(\mathbf{r}, \mathbf{r}') < a_\mathbf{r} \}, \tag{55}
\]

where \( a_\mathbf{r} \in \mathbb{R}^+ \) is a number quantifying the smallness of this “nonlocality ball” centered at \( \mathbf{r}' \) and \( d \) is the distance metric.

\(^{21}\)For instance, by introducing holes into a simply-connected domain in order to make the latter disconnected.

---

Fig. 5: Topological coarse-graining model for an inhomogeneous nonlocal material domain \( D \) (left) in comparison with a conventional coarse-graining process (right). The topological microdomains constitute an open cover of the domain in the sense that \( D = \bigcup_{\mathbf{r} \in D} V_\mathbf{r} \), which is the obvious generalization of (22). Note how the topological approach allows overlapping microdomains, e.g., between microdomains \( V_{\mathbf{r}_1} \) and \( V_{\mathbf{r}_2} \). The technique of the partition of unity will take care of electromagnetic data “repeated” in such regions of overlap by assigning proper weights that always sum to unity at each point in \( \mathbf{r} \in D \).

The number \( a_\mathbf{r} \) will be determined later based on the actual physics of the problem. Next, the fine-grained topological microdomain structure can be constructed by aggregating all these balls in order to produce a coarse-graining of the overall inhomogeneous nonlocal material domain \( D \). The choice of the shape of the microdomain \( V_\mathbf{r} \) as a sphere \( B(\mathbf{r}, a_\mathbf{r}) \) defined by (55) is justified by our earlier assumption that the material is (topologically) locally isotropic. However, note that globally the electromagnetic processes needs not behave as in isotropic domains.

Fig. 5 provides an illustration of the two processes employing i) the proposed topological coarse-graining model utilizing the set of balls \( V_\mathbf{r}, \mathbf{r} \in D \) (left), and ii) the conventional paradigm where the unit cells are nonoverlapping (right). As can be seen from the diagram, in the topological approach, there exists an open set (microdomain) \( V_\mathbf{r} \) attached to each point \( \mathbf{r} \in D \) such that nearby microdomains may overlap with each other, i.e., the set

\[
\bigcup_{\mathbf{r}_1, \mathbf{r}_2 \in D} [V_{\mathbf{r}_1} \cap V_{\mathbf{r}_2}] \tag{56}
\]

is not necessarily empty. On the other hand, the conventional approach to coarse-graining (right) involves subdomains like \( V_{\mathbf{r}_1}' \) and \( V_{\mathbf{r}_2}' \) that are nonoverlapping, leading to a grid-like structures or “tiling up” of the material domain \( D \) where in general no holes are left. In both approaches each type of subdomains, whether \( V_\mathbf{r} \) or \( V_\mathbf{r}' \), is assumed to be homogeneous. The disadvantage of the conventional approach is that abrupt change in electromagnetic properties when transitioning between every two neighboring subdomains often requires imposing a boundary condition between them for the purpose of arriving at a correct computational assessment of the physics inside the material domain \( D \). On the other hand, this problem does not exist in the topological approach (left) because the microdomains are allowed to overlap and common regions between overlapping microdomains are treated correctly using the partition of unity basis functions as described in Sec. V-C.
C. Concrete Example: Resonant Nonlocal Semiconductor Domains (Exciton-Polariton Interactions)

We provide here a concrete application of the topological coarse-graining algorithm proposed above. The specific nonlocal metamaterial is a semiconductor with dielectric function exhibiting a single strong resonant exciton transition at frequency \( \omega = \omega_e \).

Remark VII.2. Excitons were introduced by Frenkel very early in the history of condensed-matter physics [167], [168] and were further developed by other researchers such as Wannier [169]. In the late 1950s, excitons were brought into the picture of light-matter interaction through the concept of exciton-polaritons [139], which will be defined below. Pekar [139], Ginzburg [137], and others [58], [170]–[172] affirmed the nonlocal approach to exciton-polariton materials by explicitly highlighting the strong impact of spatial dispersion near excitonic resonances. The subject of excitons is vast and multidisciplinary. For extensive treatments covering various applications in physics, chemistry, and technology, see [4], [44], [173]–[176].

1) Origin of EM Nonlocality in Exciton Semiconductors: In order to understand the particular nonlocal model to be presented in Sec. VII-C2, let us first briefly explain the relevant physics of exciton-polariton interactions and why they can lead to strong nonlocal response. In direct-bandgap semiconductor the minimum of the conduction band is aligned along the maximum of the valence band, allowing electronic transitions from lower (unexcited) to excited bands upon interaction with external EM fields. No free charged carriers are assumed, in contrast to metals and plasma. An electron exiting the valence band after the absorption of an external photon will leave behind a hole, which acts as an independent quasiparticle that can travel throughout the material in the form of a collective excitation [167], [168], [177], [178]. The exciton is defined as a coupled pair composed of the two bound states of the electron and hole. Here, both electrons and holes must be understood as “dressed” particles (quasiparticles) with effective mass and charge different from those of the bare (noninteracting) particle [179]. We may apply the Bohr model to the exciton (electron-hole pair) with simple modifications: First, the electron mass must be replaced by the reduced exciton mass \( m_r := m_{el} m_h / (m_{el} + m_h) \), where \( m_{el} \) and \( m_h \) are the electron and hole masses, respectively. Second, due to the screening of Coulomb attraction by the dielectric medium, the effective electron charge \( e^- \) should be replaced by \( e^- / \sqrt{\varepsilon_0} \), where \( \varepsilon_0 \) is the static dielectric constant. From this it follows that the exciton binding energy \( E_b \) is given by

\[
E_b = m_e e^4 / (2\hbar^2 \varepsilon_0^2).
\]

Therefore, the total energy needed to create an exciton state is given by

\[
\hbar \omega_e = E_g - E_b,
\]

where \( E_g \) is the semiconductor bandgap energy.

They key to the origin of nonlocality is the scenario when the excitation photon has an energy \( \hbar \omega \) that is greater than the minimum exciton energy \( \omega_e \). In the case where \( \hbar \omega > \hbar \omega_e \), the excess energy will be transformed into kinetic energy. Due to the conservation of momentum, the wavevector of the exciton is equal to the photon wavevector \( k \) and hence the kinetic energy of the exciton is given by \( \hbar k \cdot \hbar k / 2m_e \), where \( m_e := m_{el} + m_h \) is the translational mass of the exciton in the effective-mass approximation [169]. Consequently, the total exciton energy \( E_e \) is given by [182]

\[
E_e(k) = \hbar \omega_e(k) = \hbar \omega_e + \hbar^2 k^2 / 2m_e.
\]

The exciton frequency \( \omega_e(k) \) then acquires a dependence on \( k \) due to the kinetic energy term. As will be shown below, it is precisely such dependence that eventually leads to the emergence of electromagnetic nonlocality in semiconductors around excitonic resonances when photons couple with excitons.

2) The Nonlocal Exciton-Polariton Model: A Polariton is simply a “photons living inside a dielectric medium.” That is, the quantization of any electromagnetic wave inside a dielectric domain is often called polariton instead of photons (sometimes polaritons are called “dressed photons.”) An exciton-polariton is a polariton coupled with a mechanical exciton like the electron-hole pair defined above.

It is well known from quantum theory that the dielectric function can be approximated near resonance by the form [4], [59], [137], [138], [170]:

\[
\varepsilon(k, \omega) = \varepsilon_0 + \frac{\chi}{k^2 - \gamma^2(\omega)},
\]

where

\[
\chi = 4\pi \frac{\alpha m_e^* \omega_e}{\hbar}, \quad \gamma^2(\omega) = \frac{m_e^*}{\hbar \omega_e} \left( \omega^2 - \omega_e^2 + i\omega \Gamma \right).
\]

Here, \( \hbar \) is the reduced Planck constant while \( \alpha \) is a kind of oscillator strength and can be different for transverse and longitudinal excitation fields. The effective mass of the exciton is denoted by \( m_e^* \). On the other hand, the exciton lifetime \( \tau_e \) is defined by

\[
\tau_e := \frac{2\pi}{\Gamma}.
\]

In most applications, the binding energy \( E_b \) is in the order of meV, while \( E_g \) is usually few eV. That is, the energy needed to create an exciton is slightly less than the bandgap energy and typically we have \( E_b \ll E_g \). However, it is recommended to include binding energy in some applications for accurate calculations to help explaining the fine structure of measured excitonic transitions.

This is to distinguish them from other types of polaritons such as phonon-polaritons defined as polaritons coupled with phonons, the quantum of lattice vibrations [45].

In the effective-mass approximation, a simple way to estimate \( m_e^* \) is via the relation \( m_e^* = m_{el} + m_h \), the sum of the effective electron and hole masses introduced in Sec. VII-C1. However, it must be noted that this relation is far from being universal, e.g., it should be modified when there are strong interactions [183], [184].
of physical processes, from lattice vibrations to electronic transitions and many others [3], [45], [126]. Substituting the wavevector-dependent \( \omega_c \) expression (58) into the just mentioned Lorentzian form, the expression (59) is immediately obtained after keeping only the quadratic terms of \( \mathbf{k} \). This provides a first explanation of nonlocality as arising from the quantum mechanical requirement of enforcing energy/momentum conservation in photon-exciton interactions.

There is yet another physical explanation of nonlocality. When the exciton mass approaches infinity \( (m^*_e \to \infty) \), the kinetic energy term in (58) drops out and the excitonic dielectric function (59) becomes local. This is why spatial dispersion is sometimes referred to as the “finite-mass model,” with some suggestions that the origin of nonlocality in this case is the inertial effects of the exciton [170]. In what follows, we assume that the effective mass of the exciton is always finite and positive, i.e., \( 0 < m^*_e < \infty \). However, it should be noted that since excitons are collective excitations of solids [167], [168], they may have negative mass [173]. While this will not be pursued here, the negativity of the excitonic mass may be exploited in order to further design and control the EM behaviour of nonlocal MTMs constructed using excitonic semiconductors.

To gain a deeper insight into the various resonance structures of the exciton-polariton response function (59), we rewrite it in the equivalent form

\[
\varepsilon(\mathbf{k}, \omega) = \varepsilon_0 + \frac{\chi/\lambda^2_c}{k^2/k_e^2 + 1 - \omega^2/\omega_c^2 - \omega \Gamma/\omega_c^2},
\]

where

\[
k_e := \frac{2\pi}{\lambda_e} = \sqrt{\frac{m^*_e \omega_c}{\hbar}},
\]

is called the exciton wavenumber. The wavelength \( \lambda_e \) is a fundamental resonance spatial scale, which we will refer to as the exciton wavelength and is given by

\[
\lambda_e = \frac{1}{2\pi} \sqrt{\frac{\hbar}{m^*_e \omega_c}}.
\]

For example, with \( \hbar \omega_c = 2.5 \text{ eV} \) and \( m^*_e = 0.9m_e \), where \( m_e \) is the electron mass, the exciton wavelength \( \lambda_e \) is around 0.0293 nm, which is the same order of magnitude of interatomic spacing. The excitation field wavelength \( \lambda \) is at least one order of magnitude larger. Later we will show typical values for the topological microdomain radius \( \varepsilon_{r}\), see Table II below.

There are several fundamental spatial and temporal scales involved in the process of describing generic nonlocal metamaterial domain \( D \). The excitation field \( \mathbf{E}(\mathbf{r}) \) itself introduces its own excitation period \( T := 2\pi/\omega \) and spatial scale (wavelength) \( \lambda := 2\pi/k \). On the other hand, the excitonic transition as such is associated with the fundamental transition period \( T_e := 2\pi/\omega_c \) and the spatial scale \( \lambda_e := 2\pi/k_e \). In addition,
the radius of a topological microdomain based at a generic position \( r \in \mathcal{D} \) will be shown latter to be given by a special formula (75). Nonlocality arises from the delicate interplay between all these different spatial and temporal scales. In what follows we will emphasize their relative roles in determining the rich nonlocal microstructure of the material domain while introducing quantitative examples. Table I gives a summary of all these parameters with their meaning explicitly stated.

<table>
<thead>
<tr>
<th>SCALE</th>
<th>TYPE</th>
<th>MEANING</th>
<th>FORMULA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>spatial</td>
<td>excitation field wavelength</td>
<td>( \lambda = 2\pi/k )</td>
</tr>
<tr>
<td>( \lambda_e )</td>
<td>spatial</td>
<td>exciton wavelength</td>
<td>( 2\pi/k_e )</td>
</tr>
<tr>
<td>( \sigma_r )</td>
<td>spatial</td>
<td>microdomain radius</td>
<td>( 1/</td>
</tr>
<tr>
<td>( \tau_e )</td>
<td>temporal</td>
<td>exciton lifetime</td>
<td>( 2\pi/\Gamma )</td>
</tr>
<tr>
<td>( T_e )</td>
<td>temporal</td>
<td>exciton period</td>
<td>( 2\pi/\omega_c )</td>
</tr>
</tbody>
</table>

TABLE I: A summary of the various spatial and temporal scales involved in understanding and designing generic nonlocal metamaterials with exciton-polariton resonance-type of nonlocality.

Armed with this list of spatial and temporal scales, we are now better positioned to understand the resonance structure associated with the exciton-polariton nonlocal dielectric function (63). Fig. 6 illustrates two cases of resonance studied with respect to variation in the excitation field wavenumber \( k \) (wavelength \( \lambda \)). In order to focus on nonlocality, we only plot the nonlocal response part, which is proportional to \( \varepsilon(k, \omega) - \varepsilon_0 \). As we can see from the two figures, there is a strong resonance taking place when the ratio \( k/k_e = \lambda_e/\lambda \) becomes comparable in magnitude with the quantities remaining in the denominator. That is, the spatial resonance condition is

\[
k^2/k_e^2 + 1 - \omega^2/\omega_c^2 \sim \omega\Gamma/\omega_c^2. \tag{66}
\]

However, (66) may hold only if the imaginary part of the denominator, i.e., the quantity \( \omega\Gamma/\omega_c^2 \) is very small. Otherwise, since \( k \) and \( k_e \) are real, the ratio \( k/k_e \) can never lead to strong resonance if the relaxation rate \( \Gamma \) is sufficiently large. Another way to say that is that strong nonlocal spatial resonance happens when dissipation is small, or when the exciton life time is long enough. This special case of long exciton lifetime is characterized by the condition

\[
\omega\Gamma/\omega_c^2 \ll |1 - \omega^2/\omega_c^2|. \tag{67}
\]

In this case, it is evident that the spatial and temporal conditions for nonlocal resonance are related to each other by the simple relation

\[
k^2/k_e^2 \approx \omega^2/\omega_c^2 - 1. \tag{68}
\]

From this it can be inferred that nonlocal resonances generally occur only for \( \omega/\omega_c > 1 \). In Fig. 6 (left), we can see that for the above-resonance condition of \( \omega/\omega_c = 1.5 \), the nonlocal domain possesses a spatial resonance at roughly \( \lambda \approx \lambda_e \). On the other hand, if we operate the material at larger frequency \( \omega/\omega_c = 2.5 \), i.e., well above the exciton transition frequency, then spatial resonance occurs at excitation field wavelengths \( \lambda \) considerably smaller than \( \lambda_e \).

Finally, we add that when the nonlocal response is plotted as function of \( \omega \) instead of \( k \), resonance structures similar to Fig. 6 are obtained under the condition (67) since in that case (68) approximately holds. In general, we would expect that for the best operation of the designed nonlocal MTM (maximal nonlocal response), the operating frequency should be made near the exciton transition frequency, i.e., \( \omega/\omega_c \approx 1 \) since in general \( \Gamma \) is never exactly zero and hence the condition (67) seldom hold for all frequencies.

D. Quantitative Estimation of the EM Nonlocality Microdomain Structure in the Exciton-Polariton Dielectric Nonlocal Model

The dielectric function in the spatial domain is given by the inverse Fourier transform

\[
\varepsilon(r - r'; \omega) = \mathcal{F}^{-1}_k \{ \varepsilon(k, \omega) \}, \tag{69}
\]

where \( \mathcal{F}^{-1}_k \) is the inverse of the forward Fourier transformation defined by (14). We will need the following inverse Fourier transform relation (proved in Appendix B):

\[
\mathcal{F}^{-1}_k \left\{ \frac{\chi}{k^2 - \gamma''(\omega)} \right\} = \frac{\chi e^{i\gamma''(\omega)|r - r'|}}{4\pi |r - r'|}, \tag{70}
\]

where

\[
\gamma' = -\frac{m_e^2}{2\hbar\omega_c} \sqrt{(\omega^2 - \omega_e^2) + (\omega^2 - \omega_e^2)^2 + (\omega\Gamma)^2}, \tag{71}
\]

\[
\gamma'' = -\frac{m_e^2}{2\hbar\omega_c} \sqrt{(\omega^2 - \omega_e^2) + (\omega^2 - \omega_e^2)^2 + (\omega\Gamma)^2}. \tag{72}
\]

Therefore by substituting (79) into (69), we arrive at

\[
\varepsilon(r - r'; \omega) = \varepsilon_0 \delta(r - r') + \varepsilon_{NL}(r - r'; \omega). \tag{73}
\]

The first terms in the RHS provides the background local response of the medium. On the other hand, all nonlocal effects are relegated to the Green’s function

\[
\varepsilon_{NL}(r - r'; \omega) := \frac{\alpha_m^2 \omega_c}{\hbar} \frac{e^{-i\gamma''(\omega)|r - r'|}}{|r - r'|} - e^{i\gamma''(\omega)|r - r'|} \tag{74}
\]
of the material under investigation. The Green’s function (74) is the most fundamental physical quantity needed for the construction of the microdomain structure $D$ of the nonlocal medium. It has some similarity with the scalar free-space Green’s function for radiation fields (spatial waves $\exp(ik|\mathbf{r} - \mathbf{r}'|)/|\mathbf{r} - \mathbf{r}'|$), but there are notable differences.

First, we note that (74) exhibits strong dispersive behaviour due to the dependence of $\gamma'$ and $\gamma''$ on frequency. Second, the existence of the exponential factor $\exp(\gamma'|\mathbf{r} - \mathbf{r}'|)$ makes the Green’s function $\varepsilon_{NL}(\mathbf{r} - \mathbf{r}'', \omega)$ highly attenuating in spite of the fact that this attenuation is not mainly due to losses. Indeed, as can be seen from (59), dissipation is controlled by the exciton life time $\tau_e$, or equivalently the decay rate $\Gamma$. Dissipation decreases as the life time increases or when $\Gamma$ is small. Fig. 7 illustrates some examples where we plot both $\gamma'$ and $\gamma''$ as functions of frequency. The frequency-dependence behaviour strongly depends on the ratio $\Gamma/\omega_e$, i.e., the ratio between the relaxation frequency and the excitonic transition frequency. For small ratio such as $\Gamma/\omega_e = 0.1$, the attenuation constant $\gamma''$ is nearly constant for $\omega > \omega_e$, while it assumes higher values for frequencies below the $\omega_e$ as can be seen from Fig. 7(a). This is consistent with high-pass filtering behaviour for this type of resonance where waves are excited for frequencies slightly larger than the cutoff threshold at $\omega_e$. For the propagation constant $\gamma'$ at the same relaxation-to-exciton transition ratio, Fig. 7(b) shows that it becomes nearly straight line. Such behaviour combined with nearly constant attenuation indicates small dispersion effects. On the other hand, when $\Gamma/\omega_e$ increases, we begin to see strong dispersion effects, manifested by non-constant attenuation and nonlinear phase constant.

In fact, the attenuation captured by the constant $\gamma''$ is not merely an expression of dissipation but is the signature of nonlocality in exciton-polariton material domains. The medium response weakens as the distance from the source increases, with the characteristic length scale of this nonlocality radius controlled by $\gamma''$. Fig. 8 illustrates the real part of the dielectric function Green’s function (74). The ability of the medium to respond to spatially distant sources is graphically illustrated by the spread of the function around the origin $|\mathbf{r} - \mathbf{r}'| = 0$. The size of the nonlocal domain is then directly reflected by the rapidity of the decay of the Green’s function (74) as one moves away from $\mathbf{r}'$, which is the origin here.

<table>
<thead>
<tr>
<th>$f$ (THz)</th>
<th>$\omega/\omega_e$</th>
<th>$\omega_e$ (eV)</th>
<th>$\omega_e$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19090</td>
<td>0.8</td>
<td>0.00003</td>
<td>0.00003</td>
</tr>
<tr>
<td>21476</td>
<td>0.9</td>
<td>0.00004</td>
<td>0.00004</td>
</tr>
<tr>
<td>23862</td>
<td>1.0</td>
<td>0.00582</td>
<td>0.00582</td>
</tr>
<tr>
<td>26248</td>
<td>1.1</td>
<td>0.06670</td>
<td>0.06670</td>
</tr>
<tr>
<td>35793</td>
<td>1.5</td>
<td>13.7174</td>
<td>13.7174</td>
</tr>
<tr>
<td>47724</td>
<td>2.0</td>
<td>15.9382</td>
<td>15.9382</td>
</tr>
<tr>
<td>59635</td>
<td>2.5</td>
<td>16.8674</td>
<td>16.8674</td>
</tr>
</tbody>
</table>

TABLE II: Topological microdomain data at a generic position $\mathbf{r} \in D$. The exciton transition frequency is $f_e = 23862$ THz ($\hbar \omega_e = 2.5$ eV), while $m_e^* = 0.9m_e$. For the left table, $\Gamma/\omega_e = 2 \times 10^{-5}$.

$E. The \text{Locally-Homogeneous Model of Nonlocal Semiconducting Domains}$

Quasi-inhomogeneous or smoothly-inhomogeneous nonlocal media are some of the simplest possible prototypes of general (inhomogeneous) nonlocal materials where the spatial dispersion model $\varepsilon(k)$ with only a dependence on one variable $k$ is not adequate to the description of the physics of the problem [12], [39]. In general, there has been quite few investigations aimed at going beyond spatial dispersion in homogeneous media. Examples include inhomogeneous plasma such as those in controlled-fusion reactors [185], cold collisionless magnetoplasma [185], and incommensurately-modulated superstructures in insulators [12], [186].

Here, we will analyze a simple inhomogeneous model of semiconductors experiencing exciton-polariton transitions...
as outlined above. The EM nonlocal model is locally-homogeneous in the sense that around each point \( r \in D \) there exists a microdomain \( V_r \) such the medium can be modeled as homogeneous and spatially dispersive for all \( r \in V_r \) (i.e. the second mention of ‘locally’ here means topological nonlocality.) However, we allow for variations in the spatial dispersion model to take place from one microdomain \( V_r \) to another.

We may then estimate the size of each EM nonlocality microdomain by using the exponential law in (74). To see this, let us first generalize to the homogeneous setting where at each point \( r \in D \) the parameters of the exciton-Polariton model all become generally functions of position, i.e., we write \( \gamma(\mathbf{r}) \), \( \gamma''(\mathbf{r}) \), \( \omega_0(\mathbf{r}) \), \( \alpha(\mathbf{r}) \), \( n^2(\mathbf{r}) \), etc, where it is understood that the medium microscopic composition may change from one position to another. The main formula for computing the size (radius) of the topological microdomain balls \( V_r = B(\mathbf{r}, a_r) \) is then given by

\[
a_r \simeq \frac{1}{|\gamma''(\mathbf{r})|},
\]

which is roughly the characteristic localization entailed by an exponential law of the form \( \exp(-|\gamma''(\mathbf{r})|) \). Using (72), this becomes:

\[
a_r = \sqrt{\frac{2h/m_n^2(\mathbf{r})\omega_0(\mathbf{r})}{1 - \frac{\omega^2}{\omega_0^2(\mathbf{r})} + \left(\frac{\omega^2}{\omega_0^2(\mathbf{r})} - 1\right)^2 \frac{\omega^2}{\omega_0^2(\mathbf{r})} \gamma''(\mathbf{r})}}.
\]

This formula is illustrated in some basic examples in Fig. 8(b) for various values for the ratio \( \Gamma/\omega_0 \). When this ratio is small, the size of the EM nonlocality domain increases since attenuation becomes smaller. Conversely, one may control the size of each EM nonlocality microdomain \( V_r \) by modifying the ratio \( \Gamma(\mathbf{r})/\omega_0(\mathbf{r}) \) evaluated at that position. This provides a path for an experimental realization of generalized nonlocal MTMs with controlled micro-topological structure. In order to give a view on the numerical values of this structure, Table II provides some relevant microdomain data.

**VIII. Application to Fundamental Theory: Electromagnetic Boundary Conditions in the Fiber Bundle Approach**

The well-known tension between nonlocal electromagnetism and material interfaces has been already mentioned several times above. Here, we provide some application of the fiber bundle theory of Sec. V aiming at elucidating the nature of this tension and to suggest some possible new formulation of the problem. The starting point is Fig. 2, where a zoomed-in topological picture based on the general structures explicated in Sec. IV is given. The focus now is on the interface between two generic nonlocal domains \( D_m \) and \( D_n \). In traditional local electromagnetism, the constitutive relation material tensor \( \mathbf{K}_m \) is exploited to deduce conditions dictating how various electromagnetic field components behave as they cross the \( D_m/D_n \) interface. However, even if each \( \mathbf{K}_m(\mathbf{r}, \mathbf{r}') \) was to be treated as that belonging to a spatially dispersive domain, i.e., by replacing it by \( \mathbf{K}_n(\mathbf{r} - \mathbf{r}') \), the presence of a boundary completely destroys the translational symmetry of the structure on which the very form of the spatial dispersion nonlocal response tensor \( \mathbf{K}_n(\mathbf{r} - \mathbf{r}') \) is based. This was very clearly explained in [4], with several proposals for a solution of the electromagnetic problem. For example, since close to the interface it is very obvious that the material tensor must be reverted back to the most general nonlocal form, namely \( \mathbf{K}_n(\mathbf{r}, \mathbf{r}') \), it was then proposed that one may use the latter form only in a thin region containing the interface on both sides. Outside this region, a gradual transition or a continuous profile (tapering) is introduced to transition from the forms \( \mathbf{K}_n(\mathbf{r}, \mathbf{r}') \) and \( \mathbf{K}_m(\mathbf{r}, \mathbf{r}') \) to the spatially dispersive forms \( \mathbf{K}_n(\mathbf{r} - \mathbf{r}') \) and \( \mathbf{K}_m(\mathbf{r} - \mathbf{r}') \) characteristic of “bulk” homogeneous material domains [4].

Another proposal is to keep the spatial dispersion profiles \( \mathbf{K}_n(\mathbf{r} - \mathbf{r}') \) and \( \mathbf{K}_m(\mathbf{r} - \mathbf{r}') \) everywhere but introduce specialized additional boundary conditions (ABCs) at the interface suitable for the problem at hand. Although this latter approach is neither consistent mathematically nor physically (because of the breakdown of symmetry caused by the presence of an interface), it nevertheless remains popular because – at least in outline – nonlocal electromagnetism is thereby held up in a form as close as possible to familiar local electromagnetic theory methods, especially numerical techniques such as Finite Element Method (FEM) [129], Method of Moment (MoM) [131], and Finite Difference Time-Domain Method (FDTD) [130], i.e., established full-wave algorithms where it is quite straightforward to replace one boundary condition by another without essentially changing much of the code.\(^{31}\)

Nevertheless, each of the two approaches discussed above requires a considerable input from microscopic theory, mainly to determine the tapering transition region in the case of the first, and the ABCs themselves in the second. That motivated the third approach, called, the ABC-free formalism, where the relevant microscopic theory was utilized right from the beginning in order to formulate and solve Maxwell’s equations. For example, in [46], [47], a global Hamiltonian of the matter-field system is constructed and Maxwell’s equations are derived accordingly. In [48], the rim zone (field attached to matter) is investigated using different physical assumptions to understand the transition from nonlocal material domains to vacuum going through the entire complex near-field zone.

We believe that the main common conclusion from all these different formulations is that in nonlocal electromagnetism it is not possible in general to formulate the electromagnetic problem at a fully phenomenological level. In other words, microscopic theory appears to be in demand more often than in the case of systems involving only local materials. However, since all existing solutions use the traditional spatial manifold \( D \) as the main configuration space, the question now is whether the alternative formulation proposed in this paper, the extended fiber bundle approach, may provide some additional insights.

We provide a provisional elucidation of the topological nature of electromagnetism across material interfaces by noting that in Fig. 2, not only the behaviour of the fields \( \mathbf{F}(\mathbf{r}) \) in the two domains is relevant, but also the entire local topological

\(^{31}\)This is more obvious in FEM or FDTD than MoM.
microdomains \( V_r \) clustered inside, and in particular how these topological regions with fields on them behave as they move across the boundary. In general topology, boundaries are defined fully in terms of the behaviour of open sets.

We build on this key concept in order to illustrate how the problem of nonlocal electromagnetism across interfaces may be reformulated. First, Fig. 9 provides a finer or more structured picture of the topological structure of Fig. 2 based on replacing the spaces \( D_m \) and \( D_n \) by the corresponding Banach bundle superspaces \( M_m \) and \( M_n \), respectively. The thick horizontal curved lines represent the bases spaces \( D_m \) and \( D_n \), while the wavy vertical lines stands for the fibers spaces \( X_m \) and \( X_n \) attached to each point in the corresponding base manifolds. The double discontinuous lines at the “junction” of the two base spaces \( D_m \) and \( D_n \) indicate the joining together of the two vector bundles \( M_m \) and \( M_n \).

It should become clear now that since the two nonlocal material domains possess an extra structure, namely that of the fiber superspaces attached to each point in the base space, we must also indicate how the various elements belonging to the Banach function spaces, the fields defined on the microdomains \( V_r \) in Fig. 2, behave as they cross the boundary separating \( D_m \) and \( D_n \). One obvious way to do this is to introduce a bundle homomorphism [161] between the two vector bundles \( M_m \) and \( M_n \) over the interface submanifold \( \partial D_{mn} \) separating \( D_m \) and \( D_n \).

The motivation behind introducing this bundle homomorphism is to serve as a “boundary condition operator” acting on the fiber bundle nonlocal domains \( M_m \) and \( M_n \) instead of \( D_m \) and \( D_n \). We will not go here into constructing this operator in details, but provide instead some additional remarks to illustrate the main idea. The traditional boundary condition applied in the base space will be denoted by \( D_m \rightleftharpoons D_n \) and is usually spelled out in the form

\[
\lim_{r \to \partial D_{mn}} \{F_m(r) - F_n(r)\} = \Gamma_{b_1}[F_m(r), F_n(r)],
\]

\[
\lim_{r \to \partial D_{mn}} \{R_m(r) - R_n(r)\} = \Gamma_{b_2}[R_m(r), R_n(r)],
\]

where \( \partial D_{mn} \) is the boundary between \( D_m \) and \( D_n \). Here, \( \Gamma_{b_1} \) and \( \Gamma_{b_2} \) are “base space boundary functions.” On the other hand, the fiber bundle elements, i.e., functions defined on on the microdomains \( V_r \), are mapped by

\[
X_m \rightleftharpoons X_n : \lim_{r \to \partial D_{mn}} (X_m(r) - X_n(r)) = \Gamma_f[X_m, X_n],
\]

where \( \Gamma_f \) is a different fiber superspace boundary function. The full formulation is more complex because the boundary condition operator must also be proved to be compatible with the fiber bundle structures and so the entire global topology of \( M_m \) and \( M_n \) will interact with the effective electromagnetic boundary condition resulting from this process.

The main relevant conclusion here is that the existence of extra or additional structures in the fiber bundle space of electromagnetic nonlocality makes the need for additional boundary conditions or information coming from the microscopic topological structure very natural. The fiber bundle formalism of nonlocal metamaterials does capture the physics of nonlocal domains joined together through interfaces. The full formulation of the proposed fiber bundle boundary condition homomorphism is beyond the scope of this paper but it is hoped that this initial insight can at least clarify the subject and stimulate further research in the fundamental theory of nonlocal metamaterials.

**IX. Further Applications and Future Work**

We give a general outline of several additional possible applications, where some of them highlights the theory developed in this paper. Issues pertinent to fundamental considerations (physical and mathematical) and engineering functions are taken up in Secs. IX-A and IX-B, respectively.\textsuperscript{35}

A. Applications to Fundamental Theory and Methods

1) Limitations on Nonlocal Metamaterials: Maps like \( L \) (43) can be reformulated in the space of vector bundle sections [155], [161], [164], a subject that is extremely well developed in classic differential topology. In fact, the electromagnetic response field function \( R \) itself can sometimes be obtained by working directly with the source bundle superspace \( M \). For example, under some conditions, this can be achieved by replacing each fiber \( X_i \) by \( X_i \times \mathbb{C}^3 \). In this way, the entire electromagnetic nonlocal response problems becomes identical to the investigation of how vector bundle sections interact with the topology of the underlying base manifold \( D \). There is an extremely large literature in differential topology and geometry focused on this problem, especially how local information can be propagated to extend into global structures [19], [156], [161].

The author believes that by starting from local data in a given nonlocal metamaterial domain, e.g., the global shape of the device, the distribution of topological holes, etc, one may then use existing techniques borrowed from differential topology, e.g., the theory of characteristic classes, to determine the allowable EM response functions permissible in principle at the global level. Engineers are typically interested in

\textsuperscript{35}All of the coming discussions is kept very brief and only the essential main ideas are given. Some of these applications are expected to be investigated more extensively in the near future.
knowing in advance what the best (or worst) performance measures obtainable from specific topologies are, and hence reformulating the electromagnetism of nonlocal metamaterials in terms of vector bundles could be of help in this respect since it opens a pathway toward a synergy between general topology, physics, and engineering in the field of metamaterials.

2) Numerical Methods: Traditional full-wave numerical methods are sometimes deployed to deal with nonlocal EM materials, often using the additional boundary conditions framework, in spite of the latter’s lack of complete generality. At the heart of the traditional approach to numerical methods in local electromagnetism is the concept of operators between linear spaces. However, by reformulating the source space of field-matter interaction in terms of a Banach bundle, it should be possible to reformulate Maxwell’s equations to act on this extended geometric superspace instead of the conventional spacetime framework. Instead of the concept of linear operator, we now have the much more general and richer concept of bundle homomorphism developed in details above. Some of the advantages anticipated from such reformulation is the ability to resolve the issue of generalized boundary condition (Sec. VIII). Moreover, since every point belonging to a fiber superspace is in itself a smooth function defined on an entire material sub-microdomain, by building a new system of discretized recursive equations approximating the behaviour of electromagnetic solutions living in the enlarged superspaces $\mathcal{M}$ and $\mathcal{R}$, one may expect deeper understanding of the physics of nonlocality since the topology of the nonlocal interaction regime is explicitly encoded into the geometry of the new expanded solution superspace $\mathcal{M}$ itself. It is also possible that such numerical methods may emerge as more computationally efficient and broader in applicability than the conventional methods rooted in local electromagnetism. One reason for this is that the Banach vector bundle formulation introduced in this paper is quite natural and appears to reflect the underlying physics of nonlocal metamaterials in a direct manner. In recent years, the subject of computational topology has gained momentum and some researchers are now building new numerical methods by exploiting the topological structure of the problems under considerations, e.g., see [166], [187].

B. Other Applications of Nonlocal Metamaterials

1) Topological photonics: One of the main applications of the proposed vector bundle formalism is that it opens the door for a new way to investigate the topological structure of materials. It has already been noticed that nonlocal EM response is essential in topological photonics, e.g., see [100], [111]. Indeed, since in topological photonics the wavefunction of bosons, usually the Bloch state, is examined over the entirety of momentum space (usually the Brillouin zone), then it is the dependence of the EM response on $\mathbf{k}$ what is at stake, which naturally brings in nonlocal issues. But now since by using our theory we can associate with every nonlocal material a concrete fiber bundle superspace reflecting the rich information about the multiscale topological microdomain structure and the global shape of the material plus the impact of the boundaries separating various material domains, it is natural to examine whether a topological classification of the corresponding fiber bundles may lead to a new way to characterize the topology of materials other than the Chern invariants used extensively in literature. The advantage of the superspace approach in this case is that the complicated topological and geometrical aspects of the boundaries and inhomogeneity in nonlocal media can be encoded very efficiently in the local structure of the material fiber bundle. Using standard techniques in differential topology [155], it should be possible to propagate this local information to the global domain (the entirety of the system), for example by computing fiber the bundle topological invariants like its homology groups [164]. Our approach is then a “dual” to the standard approach since we work on an enlarged configuration space (spacetime or space-frequency), while the mainstream approach operates in the momentum space of the wavefunction.

2) Digital Communications: Nonlocal metamaterials offer a very wide range of potential applications in wireless communications and optical fibers. The basic idea is to introduce specially engineered nonlocal domains either as part of the communication channel (e.g., optical fibers, plasmonic circuits, microwave transmission lines) [150], or as a control structure integrated with existing antennas [121]. Spatial dispersion was also used as a method to engineer wave propagation characteristics in material domains, e.g., see [188] for applications to high-efficiency modulation of free-space EM waves. A general linear partial equation explicating how spatial and temporal dispersion can be jointly exploited to produce zero distortion (e.g., constant negative group velocity) was derived and solved in [22]. The main idea originated from the fact that distortion in communication systems emerge from nonconstant group velocity $v_g := \nabla_k \omega$. Since $v_g$ is a strong function of the dependence of the material response tensor $\mathbf{K}(\mathbf{k}, \omega)$ on both $\mathbf{k}$ and $\omega$, dispersion management equations can be derived for several applications. For example, it was proved in [22] that in simple isotropic spatially dispersive media with high-symmetry, one may obtain exact solutions where the group velocity is constant at an entire frequency band. This happens because while strong temporal dispersion is present (which alone causes strong distortion), the presence of optimized spatially dispersive profiles lead to compensation of distortion, resulting essentially distortion-free channels. There are enormous potentials of research in this exciting area since most practical realizations of nonlocal metamaterials involve complex material response tensors and the relevant mathematics of dispersion engineering is still relatively underdeveloped.

3) Electromagnetic Metamaterials: As early as the 1960s, it was proposed that EM nonlocality can be exploited to produce materials with very unusual properties. For example, in [4], negative refraction materials were noted as one possible application of spatial dispersion where the path toward attaining this goes through controlling the direction of the group velocity vector. Since in nonlocal media power does not flow along the Poynting vector [2], new (higher-order) effects were shown to be capable of generating arbitrary group velocity profiles by carefully controlling the spatial and temporal dispersion profiles. Overall, the ability of spatial dispersion
to induce higher-order corrections to power flow is a unique added advantage enjoyed by nonlocal metamaterials exhibiting spatial dispersion in addition to normal dispersion. This extra spatial degrees of freedom provided by space was researched, reviewed and highlighted many publications, including for example [52], [73], [80], [102], [114], [121], [132], [145], [189], [190].

4) Near-Field Engineering, Nonlocal Antennas, and Energy Applications: Another interesting application of nonlocality in electromagnetic media is near-field engineering, a subject that has not yet received the attention it deserves. It was observed in [189] that a source radiating in homogeneous, unbounded isotropic spatial dispersive medium may exhibit several unusual and interesting phenomena due to the emergence of extra poles in the radiation Green’s function of such domains. Both longitudinal and transverse waves are possible (dispersion relations), and the dispersion engineering equations relevant to finding suitable modes capable of engineering desired radiation field patterns are relatively easy to set and solve. For example, by carefully controlling the modes of the radiated waves, it is possible to shape the near field profile, including total confinement of the field around the antenna even when losses is very small, opening the door for applications like energy harvesting, storage, and retrieval in such media. This subject, however, has been explored only for simple materials so far and mainly at the theoretical level [121]. On the other hand, the subject of far-field radiation by sources embedded into nonlocal media was investigated previously by some authors within the context of plasma domains [34]. Recently, it has been systematized into a general theory for nonlocal antennas with media possessing an arbitrary spatial dispersion profile [191]–[193]. However, no general theory exists for nonlocal media which are inhomogeneous. The superspace formalism proposed in this paper may help stimulate research into this direction.

X. Conclusion

We provided a general theoretical and conceptual investigation of nonlocal metamaterials aiming at achieving several goals. First, the subject was reviewed from a new perspective with the intention of introducing it to a wide audience, including engineers, applied physicists, and mathematicians. The various essential ideas behind EM nonlocality were viewed in new light using an abstract field-response model in three dimensions. Next, the fine-grained topological microstructure of nonlocal metamaterials was explicated in details. We introduced EM nonlocality microdomains and showed that they present an important structural topological feature of the physics of nonlocal media. After that, it was proved using differential topology that a natural fiber bundle structure serving as a source space can be constructed. The source fiber bundle was shown to have all the required properties of standard fiber bundles while faithfully reflecting the physics of EM nonlocality microdomains. Eventually, and using the technique of partition of unity, it was proved that the source fiber bundle can be used to construct and compute the material response function over arbitrary microdomains. This was accomplished by building a bundle homomorphism to replace the material tensor linear operators in conventional electromagnetism. The new homomorphism is a generalization of linear operators and can in turn be discretized in the future using suitable methods available in computational topology.

The new fiber bundle superspace formulation suggests that EM nonlocality can be formulated in an alternative way compared with other existing methods that borrow heavily from the electromagnetism of local media. Most importantly, EM nonlocality forces us to consider an entire infinite-dimensional Banach space attached to each point in the conventional 3-dimensional space on which the material is defined. This extra or additional structure provides a natural explanation of why traditional boundary conditions often fail to account for the physics of nonlocal metamaterials. Moreover, the fiber bundle theory opens the door for several new applications, including the ability to understand the deep connection between topology and electromagnetism in engineered novel artificial media. Overall, the author proposes that future research in metamaterials will gradually require more extensive collaboration between engineers and mathematicians to explore the full consequences of this organic topology/electromagnetism relation.

APPENDIX

A. Guide to the Mathematical Background

We provide an informal overview regarding how to read the mathematical portions of this paper and where to find detailed references that might be needed in order to expand some of the technical proof sketches provided in the main text. We emphasize that in this paper only the elementary definitions of 1) differential manifolds, 2) Banach and Sobolev spaces, 3) vector bundles, and 4) partition of unity are needed to understand the mathematical development.

Differential manifolds. A differential manifold is a collection of fundamental “topological atoms” each composed of an open set $U_i$ and a chart $\phi_i(x)$, which serves as a coordinate system, basically an invertible smooth map to the Euclidean space $\mathbb{R}^n$. That is, locally, every manifold looks like a Euclidean space with dimension $n$. The collection of open sets $U_i, i \in I$, where $I$ is an index set, covers this $n$-dimensional manifold. Since some of these open sets are allowed to overlap, the key idea of the differential manifold is that on the overlap region $U_i \cap U_j$, there exist a smooth reversible coordinate transformation function connecting the coordinates of the same point when expressed in the two (different) languages of the topological atoms $U_i$ and $U_j$. The key concept of topology is how to propagate information from the local to the global. In this sense, differential manifolds present elementary structure allowing us to model this process using the efficient technology of the differential calculus. Only the basic definition of smooth manifolds is required in this paper, which can be found in virtually any book on differential or Riemannian geometry, e.g., see [8], [16], [19], [155], [158], [161], [164], [194].

In Sec. IV, we introduced Sobolev space over the open domain $D$ instead of simply Banach space. However, that was
done mainly to simplify the technical development and in anticipation of future work. Indeed, in this paper, the fiber bundle $\mathcal{M}$ is referred to just as Banach bundle, not Sobolev bundle for the reason that all our essential results and insights apply to the more general concept of Banach space, which contain Sobolev spaces as special case. However, Sobolev spaces are easier to implement and we only invoked here the key definition of the space itself. In particular, none of the other technical properties of Sobolev spaces are needed in the paper. However, since in the future the material bundle space $\mathcal{M}$ is expected to be used to construct solution of Maxwell’s equations in new form, Sobolev spaces are projected to play the most important role since they have proved very efficient in analysis. For the basic definition of Sobolev spaces and their applications to partial differential equations in mathematical physics and finite-element method in engineering, we recommend [158].

The subject of Banach manifolds is less commonly treated in literature than finite-dimensional manifolds, but good concise treatments of the topic include [19], [164], [194].

**Vector bundles.** Fiber bundles, of which vector bundles are special case, are now standard topics in both mathematics (topology, geometry, differential equations), theoretical physics (quantum field theory, cosmology, quantum gravity), and applied physics (condensed-matter physics, many-body problems). For the major importance of vector and fiber bundles within the overall structure of modern fundamental physics, see [8], [16], [18]. In quantum field theory, gauge field theories use vector bundles as essential ingredients in the standard model of particle physics [16]. The increasing importance of methods based on quantum field theory in applications to condensed-matter physics has contributed into making knowledge of fiber bundle techniques useful and more widespread in physical and engineering research, e.g., see the area of Berry phase and the associated gauge connection [24], [111]. The key idea of a vector bundle is to attach an entire vector space to every point on a base manifold. To be more specific, consider a differential manifold $\mathcal{D}$. Each such vector space will be called the fiber at that point. The tangent space of the manifold is the most obvious example of such vector bundles. However, more complicated structures than finite-dimensional tangent spaces can also be encoded by the vector bundle concept. In this paper, we have shown that EM nonlocality can be modeled naturally by considering the Banach space of all fields on the microdomains based at a point in the material configuration space. Fiber bundles then can be seen as highly efficient and economic ways to encapsulate large amount of topological and geometrical data and they lend themselves easily to complex calculations. Very readable technical descriptions of vector bundles can be found in [16], [156], [161], [164].

**Partition of unity techniques.** These are somehow technical tools used by topologists to propagate information from the local to the global and are quite handy and easy to apply. The main theorems allow moving from one topological atom to another by “gluing” them together using smooth standard domain-division functions. The technique was stated and used only toward the end of Sec. V to write the expansion (48) and can be skipped in first reading of the paper. Partition of unity is usually taught in all topology and some geometry textbooks, e.g., see [19], [156], [161], [164].

### B. Computation of the Inverse Fourier Transform (70)

We start from the standard Fourier transform pair

\[
\mathcal{F}_k^{-1} \left\{ \frac{x}{k^2 - \gamma^2(\omega)} \right\} = \frac{\chi}{4\pi} \frac{e^{-i\gamma(\omega)|r-r'|}}{|r-r'|}, \quad \text{Im}\{\gamma(\omega)\} < 0, \quad (79)
\]

where the spatial Fourier transform is defined by (14). The condition $\text{Im}\{\gamma(\omega)\} < 0$ is due to the physical requirement that fields don’t grow exponentially in passive domains [126]. We also have written $|r-r'|$ instead of $|r|$ in anticipation of the fact that the inverse Fourier transform will produce a Green’s function.

Our main task now is to make a proper choice of the correct sign of when taking the square root operation $\sqrt{\gamma^2}$. Let us write $\gamma^2 = \text{Re}\{\gamma^2\} + i \text{Im}\{\gamma^2\}$. From (60) we have

\[
\text{Re}\{\gamma^2\} = \frac{m_e^*}{\hbar\omega_e} (\omega^2 - \omega_e^2), \quad \text{Im}\{\gamma^2\} = \frac{m_e^*}{\hbar\omega_e} \omega\Gamma. \quad (80)
\]

On the other hand, $\gamma$ also can take the form

\[
\gamma(\omega) = \gamma'(\omega) + i\gamma''(\omega), \quad (81)
\]

where both $\gamma'$ and $\gamma''$ are real. The goal now is to derive expressions for $\gamma'$ and $\gamma''$ in terms of $\text{Re}\{\gamma^2\}$ and $\text{Im}\{\gamma^2\}$ with the correct sign since the square root is a many-one function.

To accomplish this, we use the following elementary theorem: Let $x, y, a, b \in \mathbb{R}$. Then the square root of $x + iy$ is given by

\[
\sqrt{x + iy} = \pm (a + ib), \quad (82)
\]

where the following expressions hold

\[
a = \sqrt{\frac{x + \sqrt{x^2 + y^2}}{2}}, \quad b = \frac{y}{|y|} \sqrt{-x + \sqrt{x^2 + y^2}}, \quad (83)
\]

Substituting (80) into (83), the following is obtained

\[
a = \frac{m_e^*}{2\hbar\omega_e} \sqrt{(\omega^2 - \omega_e^2) + \sqrt{(\omega^2 - \omega_e^2)^2 + (\omega\Gamma)^2}}, \quad (84)
\]

\[
b = \frac{m_e^*}{2\hbar\omega_e} \sqrt{-\omega^2 - \omega_e^2} + \sqrt{(\omega^2 - \omega_e^2)^2 + (\omega\Gamma)^2} \quad (85)
\]

Here, we used the calculation $y/|y| = \text{Im}\{\gamma^2\}/|\text{Im}\{\gamma^2\}| = \omega\Gamma/|\omega\Gamma| = 1$, which follows from the fact that $\omega, \Gamma > 0$.

It remains now to find the correct signs. From (79), the condition $\gamma'' = \text{Im}\{\gamma(\omega)\} < 0$ must be satisfied. Therefore, we choose the negative sign in (82). The final expressions become $\gamma = -a, \gamma'' = -b$, and after inserting $\gamma'$ and $\gamma''$ into (79), the required relation (70) is obtained.