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Abstract

Streambed grain sizes and hydro-biogeochemistry (HBGC) control river functions. However, measuring their quantities, distributions, and uncertainties is challenging due to the diversity and heterogeneity of natural streams. This work presents a photo-driven, artificial intelligence (AI)-enabled, and theory-based workflow for extracting the quantities, distributions, and uncertainties of streambed grain sizes and HBGC parameters from photos. Specifically, we first trained You Only Look Once (YOLO), an object detection AI, using 11,977 grain labels from 36 photos collected from 9 different stream environments. We demonstrated its accuracy with a coefficient of determination of 0.98, a Nash–Sutcliffe efficiency of 0.98, and a mean absolute relative error of 6.65% in predicting the median grain size of 20 testing photos. The AI is then used to extract the grain size distributions and determine their characteristic grain sizes, including the 5th, 50th, and 84th percentiles, for 1,999 photos taken at 66 sites. With these percentiles, the quantities, distributions, and uncertainties of HBGC parameters are further derived using existing empirical formulas and our new uncertainty equations. From the data, the median grain size and HBGC parameters, including Manning’s coefficient, Darcy-Weisbach friction factor, interstitial velocity magnitude, and nitrate uptake velocity, are found to follow log-normal, normal, positively skewed, near log-normal, and negatively skewed distributions, respectively. Their most likely values are 6.63 cm, 0.0339 s·m$^{-1/3}$, 0.18, 0.07 m/day, and 1.2 m/day, respectively. While their average uncertainty is 7.33%, 1.85%, 15.65%, 24.06%, and 13.88%, respectively. Major uncertainty sources in grain sizes and their subsequent impact on HBGC are further studied.

Plain Language Summary

Streambed grain sizes control river hydro-biogeochemical function by modulating the resistance, speed of water exchange, and nutrient transport at water-sediment interface. Consequently, quantifying grain sizes and size-dependent hydro-biogeochemical parameters is critical for predicting river’s function. In natural streams, measuring these sizes and parameters, however, is challenging because grain sizes vary from millimeters to a few meters, change from small creeks to big streams, and could be concealed by complex non-grain materials such as water, ice, mud, and grasses. All these factors make size measurements a time-consuming and high-uncertain task. We address these challenges by demonstrating a workflow that combines a computer vision artificial intelligence (AI),
smartphone photos, and new uncertainty quantification theories. The AI performs well across various sizes, locations, and stream environments as indicated by an accuracy metric of 0.98. We apply the AI to extract the grain sizes and their characteristic percentiles for 1,999 photos. These characteristic grain sizes are then input into existing and our new theories to derive the quantities, distributions, and uncertainties of hydro-biogeochemical parameters. The high accuracy of the AI and the success of extracting grain sizes and hydro-biogeochemical parameters demonstrate the potential to advance river science with computer vision AI and mobile devices.
1 Introduction

Streambed grain size is a crucial factor controlling streambed hydro-biogeochemistry (HBGC). In hydrology, hydraulics, and geomorphology, streambed flow resistance, which is parameterized by the Manning coefficient or Darcy–Weisbach friction factor, is directly linked to characteristic grain sizes such as the median, 84th, and 90th percentiles of grain size distributions (Strickler, 1923; S. Lang et al., 2004; Chaudhry, 2008; Ferguson, 2010, 2007; Rickenmann & Recking, 2011; Powell, 2014; Ferguson, 2022). In stream-groundwater interactions, the speed of water exchange through the porous sediment interface, quantified as streambed interstitial velocity, is controlled by pressure variation and subsurface permeability, both of which depend on characteristic grain sizes of streambeds (Kenney et al., 1984; Shepherd, 1989; Elliott & Brooks, 1997; Y. Chen et al., 2021). In biogeochemistry, grain sizes exert direct control over turbulent mass transfer that determines the upper limit of the total nitrate uptake velocity from streams by benthic algae, microbes, and turbulence (O’Connor & Hondzo, 2008; Mulholland et al., 2009; Grant et al., 2018). Despite the importance, measuring streambed grain sizes and size-dependent HBGC is challenging due to the multiscale and heterogeneous nature of grain size, the diversity of stream environments, and consequently the high labor costs associated with grain size quantification and HBGC estimation.

Over the past seven decades, large efforts have been made to address the aforementioned challenges. These efforts can be categorized into traditional sieve methods, grid- or area-based sediment counting or weighting methods (Wolman, 1954; Leopold, 1970; Kellerhals & Bray, 1971; Anastasi, 1984; Fehr, 1987; Fripp & Diplas, 1993), manual photo sieving method (Adams, 1979; Ibbeken & Schleyer, 1986), automated or semi-automated photo sieving methods (Butler et al., 2001; Graham et al., 2005; Detert & Weitbrecht, 2012; Purinton & Bookhagen, 2019), image texture statistics methods (Carbonneau et al., 2004; Rubin, 2004; Verdú et al., 2005; Carbonneau et al., 2005a, 2005b; Buscombe & Masselink, 2009; Buscombe et al., 2010; Buscombe & Rubin, 2012; Buscombe, 2013; Black et al., 2014), machine learning (ML) methods (Z. Chen et al., 2020; Soloy et al., 2020; N. Lang et al., 2021; Ermilov et al., 2022), point cloud methods (Vázquez-Tarrío et al., 2017; Steer et al., 2022), and ML-based in-direct grain size regression methods (Gomez-Velez et al., 2015; Ren et al., 2020; Abeshu et al., 2022). The sieve method is the oldest and most reliable approach for fine sediment characterization, however, it is not feasible for field sampling of coarse sediments due to the requirement to transport a large
number of rocks to the laboratory for drying, sieving, and weighing (Leopold, 1970). Al-
though the grid and area based methods avoid the need to move heavy rocks, they suf-
fer from poor reproducibility along with significant time and labor costs, due to the ne-
cessity of manually measuring and recording grain sizes in the field (Wohl et al., 1996;
Bunte & Abt, 2001).

The manual photo-sieve approach was therefore developed in the late 1970s to cir-
cumvent the need for direct measurements of grains in the field, however, it remains time-
consuming as it involves manual identification and digitization of grains from images (Graham
et al., 2005). Consequently, automated and semi-automated techniques were developed.
These approaches are based on a series of image processing algorithms such as convert-
ing colored images to grayscale, applying simple or double thresholds, edge detection,
bottom-hat transformation, and finally using watershed segmentation or k-means clus-
tering to generate individual grains (Graham et al., 2005; Detert & Weitbrecht, 2012;
Purinton & Bookhagen, 2019). These methods significantly reduce the time required to
generate reliable grain size distributions, but usually need considerable time to adjust
key parameters used in the image processing techniques (Graham et al., 2005; Purinton
& Bookhagen, 2019). Instead of directly detecting individual grains, statistical methods
approximate key grain size metrics, such as the median size, by relating grain sizes to
characteristic quantities of image texture derived from auto-correlation (Rubin, 2004),
one-dimensional (1D) and two-dimensional (2D) semi-variance (Carbonneau et al., 2004;
Verdú et al., 2005), co-occurrence matrix-derived entropy (Carbonneau et al., 2005b),
spectrum decomposition (Buscombe et al., 2010), wavelets (Buscombe & Rubin, 2012;
Buscombe, 2013), and their combinations (Buscombe & Masselink, 2009; Black et al.,
2014). Among these methods, the spectrum decomposition and the global wavelet ap-
proaches are especially important because they provide good estimates for the median
size (with root-mean-square relative errors of 9.5% to 16%) and the full grain size dis-
tribution without the need for calibration (Buscombe et al., 2010; Buscombe, 2013). De-
spite these successes, it is worth noting that mean sizes obtained from statistical meth-
ods are conceptually similar but different from the sizes obtained from sieve or photo-
sieve approaches.

In addition to image processing and statistical methods, machine learning meth-
ods implicitly learn the relationship between input images and desired targets using data
and neural networks. Examples include learning median size and grain size distribution
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(N. Lang et al., 2021), individual grains (Soloy et al., 2020; Z. Chen et al., 2020), and clustered grains (Ermilov et al., 2022) using convolutional neural networks (CNNs), Mask regional CNN (R-CNN) (He et al., 2017), and atrous separable convolution (L.-C. Chen et al., 2018), respectively. The Mask R-CNN is the most similar to the traditional sieve and photo-sieve methods, however, its accuracy, which stands at approximately a 50% detection rate in predicting overlapping rocks, needs further improvement before being deployed for practical applications (Soloy et al., 2020). All of the image-based methods mentioned above use images as input, therefore, the grain sizes are three dimensional (3D)-sediment projected 2D sizes. The point-cloud based grain size characterization is more similar to actual 3D grain sizes (Steer et al., 2022), but obtaining accurate 3D point cloud poses a larger challenge than grain size quantification. There also exist ML-based in-direct methods to estimate grain sizes by learning the relationship between median grain size and large-scale geomorphological and hydrological attributes such as elevation, slope, depth, velocity, etc. (Gomez-Velez et al., 2015; Ren et al., 2020; Abeshu et al., 2022). These estimates, however, are not actual measurements and require careful validation against direct measurements before their use in large-scale models.

In summary, past efforts have tackled challenges related to accuracy, reproducibility, cost, multi scales, and heterogeneity. These methods are expected to yield satisfactory results when applied to streambeds primarily composed of granular sediments, such as sand, cobble, gravel, and boulders (Buscombe, 2013). However, they may encounter challenges in stream riparian zones where non-granular materials like grass, mud, ice, wood, and both static and flowing water overlie granular sediments. New methods that can detect sediments hidden beneath these non-granular and non-sediment objects are needed. Another aspect that is not well resolved by previous efforts is photo resolution estimation. Though photo resolution can be manually measured from reference scales, this process is usually time-consuming when dealing with a large number of images. Therefore, there is a need for fully automated photo resolution estimation method.

Our first goal is to address these needs by developing two ML models, one for grain detection and one for scale detection, using the You Only Look Once (YOLO) version 5 framework (Redmon et al., 2016) with 11,977 and 121 labels of grains and reference scales. The YOLO framework is selected because it is a general, real-time, object detection algorithm (Redmon et al., 2016) with the capability to detect hidden grains covered by non-sediment objects with much higher detection rate, compared to regional CNN
approach (He et al., 2017; Soloy et al., 2020). Our second goal is to estimate streambed hydro-biogeochemical parameters based on YOLO-derived characteristic grain sizes and empirical equations for Manning coefficient (Rickenmann & Recking, 2011), Darcy–Weisbach friction factor (Ferguson, 2007, 2022), streambed interstitial velocity magnitude (Kenney et al., 1984; Y. Chen et al., 2021), and nitrate uptake velocity (Grant et al., 2018). Our third goal is to quantify uncertainties in both characteristic grain sizes and their propagation to the estimated HBGC parameters as well as the dominant sources of uncertainties in grain sizes and HBGC.

To achieve these goals, the paper is organized as follows: Section 2 introduces the study site, photo collection and grouping, training label generation, YOLO framework setup, as well as the equations used for HBGC and uncertainty calculation; Section 3 evaluates the YOLO model accuracy and reports the distributions and uncertainties of grain sizes and HBGC parameters; a thorough discussion covering the accuracy of grain sizes and HBGC, their major sources of uncertainty, the effects of photo number and probability threshold on model accuracy, potential automated photo resolution estimation strategy, as well as the limitations and future directions, is included in Section 4; the major results and implications are summarized in Section 5.

2 Methods

2.1 Photo acquisition and grouping

We obtained 2,121 photos from 75 sites at the Yakima River Basin (YRB) and the Columbia River section near the Port of Benton (Figure 1d) during 2021 – 2023. In 2021, we collected 383 photos from 47 sites; in 2022, we obtained 1,688 photos across 41 sites; in 2023, we took 50 photos from 3 sites near the Boat Ramp (BR) of the Leslie Groves Park. 6 camera types were used, including Samsung’s SM-T500 tablet and Apple’s iPhone 7, 12, 13, 13 Pro Max, and 14 Pro.

From these photos, we selected 61 photos as our training (36), validation (5), and testing (20) datasets. These datasets are mutually exclusive and labeled as 0, 1, and 2, respectively, for convenience (Figure 1a). To study the effects of the number of photos on model accuracy, we further divided the 36 training photos into three mutually inclusive groups, each having 11, 21, and 36 photos, respectively. For convenience, models trained with these groups are termed as model M0a, M0b, and M0c, respectively. In addition,
we trained a fourth model for scaling, termed as model Msc, to convert pixel size to real-world size using 50 photos (23 photos are from the 2,121 photos).

The 4 trained AI models were applied to predict both individual grains and reference scales for 2,143 photos. These photos were divided into 7 groups, labeled as 3 to 9, and each had 144, 1855, 24, 20, 21, 21, and 58 photos, respectively. Their roles are described as follows: the photos in group 3 and 4 are used to predict grain sizes of photos obtained in 2021 and 2022 (Figure 1b); the 20 photos in group 6 (same photos as group 2 in Figure 1a) are used to test the accuracy of model M0a – M0c for predicting grain sizes; the photos in groups 5 (from iPhone 12), 7 (iPhone 13), 8 (iPhone 14 Pro), and 9 (Figure 1c) are used to evaluate the sensitivity of grain sizes and scaling to camera types and height as well as the accuracy of model Msc in predicting scales, respectively. The number of photos taken at each site is visualized in Figure 1d for reference. Details of site coordinates, grain sizes, and photo number can be found from our accompanying data package (Y. Chen et al., 2023).

2.2 Label generation

We manually generated labels (see label definition in Section 2.3) for both the grain detection AI models (M0a - M0c) and the scale detection AI model (Msc). For the grain detection models, we manually generated 16,951 labels from 61 photos, resulting in an average of 278 labels per photo (with a minimum of 19 and a maximum of 3,315). Out of these labels, 5,272 were used for training M0a, 10,154 for M0b, and 11,977 for M0c, respectively. For the scale detection model, we generated 121 labels from 50 photos representing 10 types of scales. These photos represent diverse flow, vegetation, and geological conditions in natural streams. 9 photos for the grain detection models and 6 photos for the scale detection model are illustrated in Figure 2 to visualize the environmental conditions and manually-generated labels (green dots bounded boxes). Photos a to i represent the following 9 conditions: dry bed, dry bed with high grain size ratio, dry bed with grass, dry bed with mud, partial-dry partial-wet mud, dry bed with ice, submerged bed with static water, submerged bed with flowing water and waves, hybrid rock/water/grass bed. Photos j to o represent 10 reference scales with known sizes, including, yellow tape 1, yellow tape 2, blue cap, green cap, tape measure, yellow paper board, quadrat net, color tapes, full quadrat, and white paper board. Their sizes are 7.05 cm × 1.7 cm, 7.1 cm × 2 cm, 3.7 cm, 2.5 cm, readable from tape measure, 11 cm × 11 cm, 20 cm × 20 cm.
cm, 2.54 cm in width, 80 cm × 80 cm, and 30.48 cm × 22.86 cm, respectively. The rest 52 photos for grain detection AI models and 44 photos for scale detection AI model and their labels can be found in the accompanying data package (Y. Chen et al., 2023).

2.3 YOLO framework

You Only Look Once (YOLO) is an object detection AI algorithm that is widely used for computer vision tasks (Redmon et al., 2016). In this study, the fifth major updated version was used and called YOLOv5. The Python implementation of YOLOv5 algorithm was open-sourced in 2020 by Ultralytics on GitHub (Ultralytics, 2020). YOLOv5 is a state-of-the-art real-time object detection system that is faster and more accurate than its predecessors.

A brief sketch of the YOLOv5 network flowchart is shown in Figure 3, which is summarized from GitHub (Ultralytics, 2020). Generally, it is constructed by a series of convolutional layers (Conv in Figure 3) (W. Zhang et al., 1990), modified bottleneck cross stage partial network layers (C3 in Figure 3) (Wang et al., 2020), a spatial pyramid pooling-fast layer (SPPF in Figure 3) (He et al., 2014), concatenate layers (Concat in Figure 3), and up-sampling layers. The fractional numbers, such as 1/2, 1/4, 1/8 and so on, in Figure 3 represent the relative image resolutions to the input image. For the convolutional layers in Figure 3, Ch_i, Ch_o, k, and s stand for input image’s number of channels, output image’s number of channels, kernel size, and stride size, respectively. For the C3 layer, it reduces the number of convolutional layers from 4 to 3 in bottleneck cross stage partial network, which is originally connected to the output of bottleneck block (Wang et al., 2020). The value n in Figure 3 stands for the number of bottleneck blocks in C3 layer. The spatial pyramid pooling-fast layer is a modified spatial pyramid pooling layer specifically designed for YOLOv5 with higher computational efficiency (Ultralytics, 2020). It concatenates several MaxPool layers (PyTorch, 2022) with different sizes for resolving the difficulties of detecting objects with various sizes.

The final outputs of YOLO, also called as labels, are the centroid (x and y in Figure 3), width (w in Figure 3), height (h in Figure 3), and class (c in Figure 3) of the anchor box and the probability of the detected object in each class. The centroid and sizes of the anchor box are all normalized by the dimension of the original input image. In this study, we have 10 classes for reference scales (Section 2.2) and only one class for grain.
The network input is the image and the outputs are the corresponding labels. To avoid over-fitting, 5 labeled images were used for validation. During training, the optimizer does not consider the loss between the prediction of the validation images and true labels. The loss for the validation images is only used as a training termination criterion. With the predicted width and height of individual grains, we define the diagonal length of the grain, i.e., \( D_p = \sqrt{w^2 + h^2} \), as the final grain size in pixel length, which can be converted to real size \( D \) by multiplying it with the estimated photo resolution.

### 2.4 Streambed hydro-biogeochemistry estimation equations

With given water depth \( (H) \) and flow velocity \( (U) \) as well as the photo-derived characteristic grain sizes, e.g., 5th \( (D_5) \), 50th \( (D_{50}) \), and 84th \( (D_{84}) \) percentiles of grain size distributions, key streambed hydro-biogeochemical parameters, including Manning’s coefficient \( (n) \), Darcy–Weisbach friction factor \( (f) \), shear velocity \( (u_r) \), streambed interstitial velocity magnitude \( (\sigma_w) \), and streambed nitrate uptake velocity \( (u_f) \) can be estimated by Equations 1 (Rickenmann & Recking, 2011), 2 (Ferguson, 2007, 2022), 3 (Y. Chen et al., 2021; Kenney et al., 1984), and 4 (Grant et al., 2018), respectively. The water depth is a reach average depth, which was estimated using a wading-based depth transect procedure. The details of such a procedure can be found in the field protocol described in our data package published in US DOE’s Environmental System Science Data Infrastructure for a Virtual Ecosystem (ESS-DIVE) (Delgado et al., 2023). The velocity is the average velocity for August between February 1979 and December 2020, which was computed by Kaufman et al. (2023) from the National Oceanic and Atmospheric Administration’s National Water Model version 2.1 (NOAA, 2023).

\[
\begin{align*}
n &= \frac{D_{84}^{1/6}}{20.4} \quad (1) \\
\sqrt{\frac{8}{f}} &= \frac{U}{u_r} = \frac{c_1 c_2 H/D_{84}}{\sqrt{c_1^2 + c_2^2 (H/D_{84})^{5/3}}} \quad (2) \\
\sigma_w &= c_3 \frac{g k_I}{\nu} \frac{U^2}{g D_{50}} (\frac{H}{D_{50}})^{c_4}, k_I = c_5 D_{50}^2 \quad (3) \\
u_f &= k_m \phi, k_m = 0.17 u_r S c^{-2/3}, S c = \frac{\nu}{D_m}, \phi = c_6 [\text{NO}_3^-]^{c_7} \quad (4)
\end{align*}
\]

The constants used in the above equations are: \( c_1 = 6.5, \ c_2 = 2.5 \) (Ferguson, 2022); \( c_3 = 0.88 \) (range 0.62 – 1.11), \( c_4 = -0.66 \) (Y. Chen et al., 2021); \( c_5 = 1 \times 10^{-9} \) (Kenney et al., 1984); \( c_6 = 0.0032, \ c_7 = -0.49 \) (Grant et al., 2018); gravity acceleration \( g = 9.81 \) m/s\(^2\), water viscosity \( \nu = 1 \times 10^{-6} \) m\(^2\)/s, nitrate molecular diffusion in water \( D_m = \)
1.7 × 10^{-9} \text{ m}^2/\text{s} (Picioreanu et al., 1997). Non-constant parameters include subsurface intrinsic permeability $k_I$ (m$^2$), hydrogeology-biochemistry interaction efficiency $\phi$, Schmidt number $Sc$, and stream nitrate concentration $[\text{NO}_3^-]$ (mol/m$^3$, equivalent to 62 mg/L).

Our field survey in 2021 shows that the nitrate concentration in YRB varies between 0.0005 and 0.1 with a mean of 0.008 mol/m$^3$ (Grieger et al., 2022). In 2022, stream nitrate concentrations are not available for all locations where depth were measured, therefore, we select three values, 0.0001, 0.01, and 1 mol/m$^3$, to represent the typical magnitudes reported at the YRB and in the literature (Mulholland et al., 2008; Grant et al., 2018; X. Zhang et al., 2021; Sadayappan et al., 2022).

### 2.5 Uncertainty quantification for grain sizes and hydro-biogeochemistry

Uncertainties occur in grain detection, scaling, and the propagation from grain sizes to hydro-biogeochemical parameter estimations. For any given photo, the real grain size $D_x$ ($x = 5, 50, \text{ and } 84$) are calculated by $D_x = D_{xp}SC$ with the $D_{xp}$ and $SC$ denoting the grain size measured by pixel number and the photo resolution measured by real size per pixel. The $D_{xp}$ is determined by YOLO and its uncertainty $r_{xp}$, quantified by the average absolute relative error of testing photos, can be directly estimated by comparing the YOLO-predicted and manually measured grain sizes. For photo-resolution uncertainty, we manually draw two straight lines for all photos following the scales showing in Figure 2 and then calculate the relative error ($r_{SC}$) between the photo resolution calculated from the two lines. With the estimation of pixel-based grain size uncertainty and scale uncertainty, the real-world grain size uncertainty and its propagation to HBGC parameters can be estimated by Equations 5 – 9 based on the law of propagation of uncertainty (Ku, 1966). The detailed mathematical derivation of these equations can be found in Appendix. The $r_H$ is the mean absolute relative difference between the measured water depth ($H$) and its time-average value over the observation period (around 1 month in August 2022). The uncertainty measurement for flow velocity ($r_U$) and stream nitrate concentration ($r_N$) are not available for the study sites. However, existing literature report that velocity measurement uncertainty by Acoustic Doppler current profilers (ADCPs) could range 1% to 25% depending on the distance away from the ADCPs (Mueller et al., 2007) and stream nitrate concentration uncertainty is 12% on average across 7 watersheds in US (Jiang et al., 2014). Therefore, we choose 10% as a rough
estimation of the typical measurement uncertainty for stream velocity and nitrate concentration in this work.

\[
x_r = \sqrt{r_{xp}^2 + r_{SC}^2}, x = 5, 50, 84
\]  

(5)

\[
r_n = r_{84}/6
\]  

(6)

\[
r_f = 2\left\{1 - \frac{5}{6}\left[1 + \frac{c_2^2}{c_2^4}\left(\frac{H}{D_{84}}\right)^{-5/3}\right]^{-1}\right\} \sqrt{r_{fU}^2 + r_{fH}^2}
\]  

(7)

\[
r_w = \sqrt{4r_{U}^2 + (1 - c_4)^2r_{50}^2 + c_4^2r_{H}^2}
\]  

(8)

\[
r_{uf} = \sqrt{r_{U}^2 + r_{f}^2/4 + c_7^2r_{N}^2}
\]  

(9)

3 Results

3.1 YOLO performance

We evaluate the performance of YOLO through four metrics: the mean average precision (mAP) of the YOLO training, the accuracy of grain size distribution, median grain sizes, and their relative error (Figure 4). The mAP@50 and mAP@50-95 are two typical metrics used to quantify the accuracy of object detection AI algorithm. The symbol @50 means the prediction is correct if the intersection over union (IoU) larger than 50%. The IoU stands for the relative overlapping area between the predicted object bounding box and the ground truth object bounding box. Similarly, the symbol @50-95 means the prediction is correct if the IoU larger than 50% to 95% with 5% increase interval.

Additional 5 photos with 954 labeled grains are used as validation data set. The accuracy of the prediction on the 5 validation photos are not seen by the optimizer, and it is only used to track the model accuracy during training and helps on determination of the best model, as shown in Figure 4(a). The weighted mAP (10% of mAP@50 and 90% of mAP@50-95) is used as final accuracy metric, and it reaches the maximum at 968 steps (Figure 4a: vertical dashed line). The corresponding mAP@50 and mAP@50-95 at this step is 0.64 and 0.34, respectively (Figure 4a: horizontal dashed lines). After 968 training steps, both mAP@50 and mAP@50-95 decrease, with no indication that the accuracy can increase within 20,000 training steps. Therefore, the trained model, which is used for all the results in the study, is the model stored at 968 training steps. For Microsoft Common Objects in Context (COCO) dataset, a commonly used benchmark dataset for object detection AI, typical values for mAP@50 and mAP@50-95 fall in the range.
0.46 – 0.73 and 0.28 – 0.56, respectively (Ultralytics, 2020). In our case, the shape, sizes, color, transparency, lighting, and environmental conditions are more complex than those photos used in COCO (Figure 2), however, the model still achieves 0.64 and 0.34 values for mAP@50 and mAP@50-95 on the validation photos, respectively (Figure 4a). This means the YOLO training achieved a good performance.

To illustrate the model’s capability in extracting grain size distributions (GSDs), Figure 4b shows a comparison of the area-weighted GSD between the model prediction (blue line) and manual labels (red line). The cumulative probability in calculated by \( P_i = \sum A_i(D \leq D_i)/\sum A_i \) with \( A_i \) and \( D_i \) denoting the area and size of each grain. The minimum difference between the two lines demonstrates that the area-weighted GSD is accurately reproduced by the trained model. Similar comparisons for the remaining 19 photos used for testing are not included here for simplicity, however, can be found in Figure 12. These comparisons demonstrate that the GSDs can be well reproduced by YOLO algorithms for most (18 of 20) photos.

Based on the GSD curves, the median grain size D50, defined as the grain size corresponding to 50% finer grain sizes, can be calculated from the GSDs of the 20 testing photos. Figure 4c shows a one-to-one plot between the predicted D50 and manually estimated D50. The result shows that YOLO predicts D50 with an accuracy of 0.98, 0.98, -0.037 cm, and 0.91 cm in terms of R-squared, Nash–Sutcliffe efficiency (NSE), mean error, and root-mean-square between the prediction and manual measurements. To further examine such accuracy, Figure 4d shows the relative error between the predicted D50 and manually estimated D50. The result shows 90% (18 dots) of the data points demonstrate a relative error less than 10% and 10% (2 dots) show a relative error larger than 20%. On average, the mean absolute relative error is 6.65% for the 20 testing photos. The result also shows the relative error does not correlate with the grain size, which suggests the accuracy of YOLO is stable for both small and large grains.

3.2 Characteristic grain size distributions

With the confirmed high accuracy of the YOLO model, we apply the model to extract the grain size distributions (GSDs) from 1,999 photos (66 sites) in groups 3 and 4, and then calculate the characteristic grain sizes, e.g., D5, D50, and D84, from the GSDs. As valid water depth measurements are available at only 41 sites, Figure 5 shows only
the results of characteristic grain sizes from 1,745 photos obtained at the 41 sites to make a consistent evaluation for HBGC parameters in Section 3.3. In general, the three grain size distributions follow log-normal distributions (black solid lines in Figure 5a-c are fitted Gaussian distributions) with the log2-transformed mean of 4.15, 6.05, 6.75 and standard deviation of 0.86, 0.87, and 0.81 for D5, D50, and D84, respectively. This means the most likely sizes of D5, D50, and D84 are around 1.78 cm, 6.63 cm, and 10.76 cm, respectively. As D5, D50, and D84 represent different importance of grain sizes in controlling HBGC, Figure 5d further shows the relationship between D5 and D50 and that between D84 and D50. The result shows that D5 and D84 increase linearly with D50, although there are some large residuals.

3.3 Streambed hydro-biogeochemistry distributions

With the photo-derived characteristic grain sizes (D5, D50, and D84), measured water depth, extracted velocity, and assumed typical stream nitrate concentration (see details in Section 2.4), the HBGC parameters can be estimated using Equations 1 - 4. To mitigate the uncertainty resulting from an insufficient number of photos, we show results only from sites with more than 3 photos. Consequently, we are showing the results from 1,737 photos at 37 sites (refer to site locations in Figure 6b).

Overall, HBGC parameters demonstrate different distribution patterns compared to grain sizes. Specifically, the Manning coefficient follows a normal distribution (black line in Figure 6a) with a mean and standard deviation of 0.0339 and 0.0031 s·m$^{-1/3}$, respectively. The log10-transformed friction factor, log10(f), shows a positively skewed distribution (Figure 6c) with its skewness (defined as the adjusted Fisher-Pearson skewness coefficient), mean, median, mode, and standard deviation of 0.43, -0.54, -0.58, -0.75, and 0.37, respectively. This suggests the friction factor has the most likely value of 0.18 ($=10^{-0.75}$), which falls in the range of 0.13 – 0.32 calculated from high-resolution computational fluid dynamics simulations for natural gravel bed rivers with median grain size of 6 cm (Y. Chen et al., 2019). The log10-transformed streambed interstitial velocity magnitude, log10($\sigma_w$), follows a near-Gaussian distribution (Figure 6e) with skewness, mean, median, mode, and standard deviation of -0.03, -1.07, -1.08, -1.15, and 0.52, respectively. This suggests the streambed interstitial velocity magnitude has a high likelihood at the scale of 0.07 ($=10^{-1.15}$) m/day for the study region, which is close to the value (0.11 m/day) estimated by a temperature-based data assimilation approach applied at the Hanford reach of the
Columbia River (K. Chen et al., 2023). The distribution of the nitrate uptake velocity is more complex. Firstly, the distribution is strongly affected by the concentration of stream nitrate. It may decrease 3 orders of magnitude if the nitrate concentration increases from 1e-4 mmol/L (=0.0062 mg/L) (Figure 6g blue histogram) to 1 mmol/L (=62 mg/L) (Figure 6g gold histogram). The median and mean values of stream nitrate concentration were reported at the order of 1e-2 mmol/L (=0.62 mg/L) over 72 agriculture and urban sites in US (Grant et al., 2018). The mean nitrate concentration in the YRB was also reported at a similar magnitude of 0.008 mmol/L (Grieger et al., 2022). Therefore, it is reasonable to use 0.01 mmol/L as the most likely magnitude of nitrate concentration in US. Using such a concentration, the nitrate uptake velocity varies between 0.23 and 5.6 m/day and shows a negatively skewed distribution with the skewness, mean, median, mode, and standard deviation of -0.23, 0.013, 0.036, 0.075, and 0.22, respectively (Figure 6g gold histogram). This means the nitrate uptake velocity has a high chance to be 1.2 (=10^{0.075}) m/day with a US median or mean nitrate conditions. This value is in the range between measured median (0.6 m/day) and mean (2.5 m/day) uptake velocity across the US (Grant et al., 2018).

The left panels of Figure 6 illustrate the overall distributions of HBGC parameters but not their spatial variations. To visualize the spatial variations, the right panels show the spatial distributions of site average HBGC parameters. The number of photos at each site can be found on Figure 1d. Figure 6b shows that the site average Manning coefficient mostly clusters at red (0.035 - 0.0375 s·m^{-1/3}) and light red (0.0325 - 0.035 s·m^{-1/3}), which means the site average Manning coefficient has a low spatial heterogeneity. Such a behavior can also be observed in Figure 8a where the site average value (black line) of Manning coefficient shows small variation across the sites. In contrast, the site-average friction factor exhibits greater heterogeneity, as indicated by the diverse range of colors in Figure 6d. The highest log10-transformed friction factor values (0 – 0.25) occur at site S37, S39, and W10, followed by 8 sites (W20, S04, S03, S42, S10, S53, S56N, and S48R) in the group -0.25 – 0. The lowest values (yellow dots at group -1 – -0.75) occur at S02, T02, T03, and S23, and the rest of the data points share similar colors. This behavior can also be observed in Figure 8b (see black line). Different from the friction factor, the log10-transformed interstitial velocity magnitude has maximum values at sites S04, S58, S18R, T05P, S50P, and S56N (Figures 6f dark red and 8c black line), followed by the value group -0.75 – -0.25 (red) at 5 sites (S48R, S10, S01, W10, and S31).
lowest interstitial velocity occurs at the sites S42 and S43 with a value of around -2 (Figures 6f yellow and 8c black line). Compared to the friction factor and interstitial velocity, the uptake velocity distribution demonstrates obvious hot spot at site S04 (dark red) and cold spots (yellow) at sites T02, S41R, S42, and S43 with a value of 2.8 m/day and a range of 0.3 – 0.5 m/day, respectively. Interestingly, the cold spots are all within or downstream of the Yakama Indian Reservation region. It is also interesting to mention that the hot (S04) and cold (S42 and S43) spots in nitrate uptake velocity are also the hot and cold spots in the interstitial velocity. This suggests the hot/cold spots in denitrification are likely affected by the water exchange between stream and groundwater in the YRB. This is consistent with the work of Son et al. (2022) that shows hyporheic exchange flux is the most important factor controlling nitrate removal based on data from basin-scale numerical simulations and random forest relative importance analyses.

### 3.4 Uncertainty in characteristic grain sizes

With the uncertainty quantification equations introduced in Section 2.5, the uncertainty or variability associated with manually-measured photo resolution, YOLO-derived grain sizes, and water depth observations can be estimated for each photo. Figure 7a shows the manually-measured photo resolution (blue cross) and the relative error \( r_{SC} \) (yellow line) associated with each resolution. The results shows that around 90% of the photos have a resolution of around 0.1 mm/pixel (corresponding to 1/4 of the quadrat in Figure 2n, o), and 10% of the photos have a resolution between 0.2 and 0.7 mm/pixel (corresponding to the full quadrat in Figure 2n, o). The relative error for these scales, however, are mostly in the range -10% – 10% and have an overall mean and mean absolute error of 0.13% and 2.3%, respectively. This means the photo resolution estimation has no systematic bias and the manual measurement uncertainty is low enough for further grain size quantification.

With the photo resolution uncertainty \( r_{SC} \), the uncertainty in D50, D84, and D5 can be calculated by Equation 5 with the YOLO-associated grain size uncertainty \( r_{50p} \) (=6.65%), \( r_{84p} \) (=10.65%), and \( r_{5p} \) (=11.88%) directly estimated from the average absolute relative error of testing photos as discussed in Section 3.1. Figures 7b,c,d show the combined effects of photo resolution uncertainty and YOLO accuracy uncertainty for D50, D84, and D5, respectively. The result shows the uncertainty of D50 varies between 6.65% and 13.53% with a mean value of 7.33%. For D84 uncertainty, its minimum,
maximum, and mean are 10.65%, 15.88%, and 11.11%, respectively. For D5 uncertainty, these values are 11.88%, 16.73%, and 12.30%, respectively.

The water depth is estimated every 1 minute during July 28 and August 31 2022 (see details in data package (Delgado et al., 2023)). With these data, the depth ($H$) is calculated as the time averaged depth over the whole measurement period. The uncertainty or variability ($r_H$) of such a depth is calculated as the average absolute relative difference between the actual depth and the calculated mean depth. Figure 7e shows the variations of the mean depth and its variability at each site. The result shows the depth varies between 0.14 m and 2.11 m, with a mean of 0.45 m across all the sites. Highest depth occurs at sites T02 and T03 while depth less than 0.25 m are found at 9 sites (S63, S53, S04, S37, S39, S03, W10, W20, and S42). The depth variability varies between 0.66% and 30.2% with a mean 6.6%. High depth uncertainty is observed at sites S56N, S24, and S18R.

3.5 Uncertainty in hydro-biogeochemistry

With the quantification of uncertainties for grain sizes, depth, and assumed typical measurement uncertainty in velocity and nitrate concentration (see details in Section 2.5), Figure 8 shows all calculated values (blue cross dots), site-average values (black lines), and estimated uncertainty (yellow lines) for Manning’s $n$, friction factor $f$, streambed interstitial velocity magnitude $\sigma_w$, and streambed nitrate uptake velocity $u_f$. It is observed that the Manning coefficient varies in a range $0.0245 - 0.0455 \text{s} \cdot \text{m}^{-1/3}$ with low uncertainty range of 1.78% – 2.61% (Figure 8a). The friction factor, by contrast, spans over 2 order of magnitude (0.04 – 9) and its uncertainty has minimum, maximum, and average of 3.63%, 58.36%, and 15.65%, respectively. The highest uncertainty occurs at site S56N (Figure 8b yellow line). The interstitial velocity magnitude spans even larger ranges from 0.0038 to 2.31 m/day. However, its uncertainty range is lower than the friction factor, which has minimum, maximum, and average of 22.84%, 32.11%, and 24.06%, respectively. The highest uncertainty is observed at site S56N (Figure 8c yellow line). The nitrate uptake velocity shows a lower variation range between 0.23 and 5.6 m/day. The highest uptake velocity occurs at site S04 while the lowest values occur at sites S42 and S43 (Figure 8d black line). The highest uncertainty occurs at site 56N (Figure 8d yellow line), which is similar to those observed for friction factor and interstitial velocity magnitude. Overall, the uptake velocity uncertainty is estimated as 11.28%, 31.23%,
and 13.88% in terms of the minimum, maximum, and average value. It is worth noting that the results for uptake velocity are based on US mean nitrate concentration (0.01 mmol/L). Therefore, the uptake velocity variation range will change with nitrate concentration at other sites, however, its uncertainty may be similar if the depth and grain size conditions are similar.

4 Discussion

4.1 Accuracy of grain sizes and hydro-biogeochemistry parameters

To apply the present approach to other rivers, it is important to evaluate the accuracy of the YOLO-derived grain sizes and grain size-based HBGC estimations. As percentile-based grain sizes are derived from the grain size distribution (GSD) curve, the accuracy of GSD determines the accuracy of characteristic grain sizes, e.g., D50, D84, and D5. As demonstrated in Figure 4b and Figure 12, the pre-trained YOLO can reproduce the GSDs with high accuracy for 90% (18 out of 20) of the testing photos that represent 9 different streamed conditions. Under these diverse conditions, the median grain sizes calculated from these GSDs demonstrate relative errors less than 10% (Figure 4d). These results indicate that GSDs and subsequently derived characteristic grain sizes are accurate, at least, for the majority (90%) of the photos. Even though two (10%) testing photos (Figure 12(f,r)) show larger error in GSD, the overall accuracy of all the testing photos, as indicated by an R2 value of 0.98, an NSE value of 0.98, and a mean absolute relative error of 6.65%, is still suitable for practical applications. A closer examination of the two photos (Figure 12(f,r)) with higher error shows that the error is likely caused by the unclear boundaries between the largest grains and ambient smaller sediments, due to light reflection and flocculation on wet grain surface and water surface. Future work may be needed to address these challenges to further improve grain size accuracy.

With the YOLO-derived characteristic grain sizes, using the equations introduced in Section 2.4 to estimate the streambed HBGC parameters will undoubtedly bring errors, partially from the limitation of the equations themselves, and partially from the propagation of uncertainties in input parameters. Though it is challenging to measure HBGC at all study sites, we are able to identify measured or calibrated data for HBGC from existing literature, and can evaluate the accuracy of the photo-driven, AI-enabled, and theory-based estimations for HBGC. Firstly, the well-calibrated Manning’s coeffi-
cient from a two-dimensional hydraulic model for the Columbia River vary between 0.027
– 0.038 s/m$^{1/3}$ (Niehus et al., 2014), which is close to the range calculated from all pho-
tos (Figure 6a: 0.0245 – 0.0455 s/m$^{1/3}$) and site average value (Figure 6b: 0.0281 – 0.0373
s/m$^{1/3}$). Secondly, the flow resistance from 2,890 field measurements vary between 0.02
and 200 for rivers with $H/D_{84} < 200$ (Rickenmann & Recking, 2011), which covers the
range derived from all photos (Figure 6c: 0.04 – 9) and site-average values (Figure 6d:
0.06 – 1.5). Meanwhile, the maximum likelihood of friction factor occurs at 0.18 (=$10^{-0.75}$)
(Figure 6c), which falls in the range of 0.13 – 0.32 computed from high-resolution com-
putational fluid dynamics simulations for natural gravel bed rivers with a median grain
size of 6 cm (Y. Chen et al., 2019), a value very close to the most likely median size (6.63
cm) observed in our study area (Section 3.2). Regarding the interstitial velocity, direct
field measurements are rare. However, by using a temperature-based data assimilation
approach, K. Chen et al. (2023) were able to estimate the time series of vertical hydro-
logical exchange flux at the Hanford Reach of the Columbia River. Using their data (Fig-
ure S5a in K. Chen et al. (2023)), the interstitial velocity magnitude is estimated as 0.11
m/day by calculating the ratio of the standard deviation of estimated hydrological ex-
change flux time series to the subsurface porosity (0.43) reported in their work. As demon-
strated in Section 3.3, the most likely value of interstitial velocity is around 0.07 m/day
(Figure 6e). This suggests most of the estimated interstitial velocity magnitude falls in
the observation range. For the streambed nitrate uptake velocity, if the stream nitrate
concentration is at the US mean or median level, i.e., 0.01 mmol/L (Grant et al., 2018),
the estimated uptake velocity is most likely at the scale of 1.2 m/day, which is between
the median (0.6 m/day) and mean (2.5 m/day) uptake velocity measured at 72 sites in
US (Grant et al., 2018). The above comparisons, therefore, suggest that photos can be
used to make reasonable estimates of HBGC parameters, using AI and empirical equa-
tions.

4.2 Major sources of uncertainty

Though Section 4.1 demonstrates the accuracy of estimating grain sizes and HBGC,
it is still important to quantify potential uncertainties in these estimations. This is neces-
sary to reduce measurement uncertainties in field work and evaluate their impacts on
large-scale watershed models. With the use of explicit mathematical formulas, the un-
certainties in grain sizes and HBGC can be mathematically accurately derived as shown
in Equations 5 - 9. From these equations, we can see that the uncertainty of YOLO model 
\( r_{xp} \) and photo resolution \( r_{SC} \) are propagated to the characteristic grain sizes \( r_x \).

As demonstrated in Section 3.4, the overall uncertainty for YOLO model is 6.65%, 10.65%, and 11.88% in predicting D50, D84, and D5 pixel sizes, while that for photo resolution is 2.32%. Therefore, the average compounding uncertainty (based on Equation 5) in D50, D84, and D5 are 7.33%, 11.11%, and 12.30%, respectively. Such grain size uncertainties are further propagated to Manning coefficient through \( n = r_{84}/6 \), which results in low uncertainty (mean value 1.85%) in estimating Manning coefficient. The uncertainty in friction factor is more complex because it depends on not only input parameter uncertainty (depth uncertainty \( r_H \) and grain size uncertainty \( r_{84} \)), but also the ratio of water depth to grain size. Despite such complexity, its uncertainty should vary between 1/3 to 2 times of the compounding uncertainty of water depth and D84 \( (r_{H,84}) \) because the depth/grain size dependent term reduces to 1/3 and 2 for very deep \( (H > D_{84}) \) and shallow water \( (H < D_{84}) \). As the average uncertainty in depth and D84 are 6.6% (Section 3.4) and 11.11%, respectively, their compounding uncertainty is 12.92% \( (\sqrt{r_H^2 + r_{84}^2}) \). Therefore, the overall uncertainty of friction factor should vary between 4.31% and 25.85%, which agrees with the average friction factor uncertainty of 15.65% as mentioned in Section 3.5. The uncertainty in interstitial velocity magnitude is simpler because it only depends on the uncertainties of three input parameters: velocity, grain size, and depth. In this work, as the velocity uncertainty is not available, we assume an uncertainty level of 10% based on previous work on velocity measurements with ADCPs (Mueller et al., 2007). As the overall uncertainty in grain size D50 and depth are 7.33% and 6.6%, the overall compounding uncertainty from the three input parameters is around 23.81% (computed from Equation 8) which is close to the average uncertainty (24.06%) calculated from Figure 8c (see Section 3.5).

The uncertainty in nitrate uptake velocity is much more complex because it depends on the uncertainty in velocity, nitrate, and the friction factor that further depends on the values and uncertainties in depth and grain sizes. Such complexity can be verified by Figure 8d where large changes in uptake velocity uncertainty (yellow line) are observed. As the mean uncertainty in friction factor can be estimated by \( r_f^m = c_0 \sqrt{r_H^2 + r_{84}^2} \) with \( c_0 \) in the range 1/3 - 2, the mean uncertainty in uptake velocity \( (r_{uf}^m) \) can be estimated by Equation 10. As the measured nitrate uptake uncertainty is not available, a 10% uncertainty is assumed based on previous work on nitrate measurement uncertainty (Jiang
et al., 2014). With the overall uncertainty for velocity (10%), depth (6.6%), pixel D84 (10.65%), photo resolution (2.32%), and nitrate (10%), the overall uptake velocity uncertainty should fall in the range of \( r_{uf}^{md} \) and \( r_{uf}^{ms} \) with \( r_{uf}^{md} \) and \( r_{uf}^{ms} \) representing the mean characteristic uncertainty in deep and shallow rivers. Here the two terms are calculated by \( r_{uf}^{md} = r_{uf}(c_0 = 1/3) \) and \( r_{uf}^{ms} = r_{uf}(c_0 = 2) \) and their values are 11.34% and 16.92%, respectively. As mentioned in Section 3.5, the average uncertainty in uptake velocity calculated from Figure 8d (yellow line) is 13.88%, which falls in the range of characteristic uncertainty. Therefore, the Equation 10 can be used as a fast estimate of the uncertainty in uptake velocity if the uncertainty of 5 inputs are available.

Equation 10 also suggests that the final uncertainty depends on whether the constant \( c_0 \) leans to the upper bound (2) or the lower bound (1/3), which is mainly determined by the ratio of water depth to grain size D84. In shallow water (\( c_0 = 2 \)) condition, the dominant sources of uncertainties will be velocity, depth, and YOLO-accuracy for D84 because \( c_0^2/4 = 1 \) and \( c_0^2 \approx 0.24 \). In deep water (\( c_0 = 1/3 \)), the main sources will be velocity and nitrate concentration because \( c_0^2/4 \approx 0.03 \). Another important aspect of such an equation is that the uncertainties in velocity, depth, and nitrate concentration represent clear physical meaning, while the uncertainties in pixel D84 and photo resolution are instead associated with AI model and photo induced uncertainties. With further improvements of AI training and photo resolution estimation, these nonphysical uncertainties can likely be reduced to a negligible level (see details in Sections 4.3 - 4.5), and Equation 10 can be reduced to Equation 11 that represents physics-driven uncertainty for uptake velocity. Furthermore, in very dynamic unsteady processes, the uncertainty terms, \( r_U \), \( r_H \), and \( r_N \), more represent the deviation of the actual physical processes away from their time average values, therefore, the compounding uncertainty in Equation 11 can be treated as a metric to quantify the magnitude of the dynamics in nitrate uptake processes.

\[
r_{uf}^m = \sqrt{r_U^2 + \frac{c_0^2}{4}(r_H^2 + r_{84p}^2 + r_{85c}^2)} + c_0^2 r_N^2 \tag{10}
\]

\[
r_{uf}^{mp} = \sqrt{r_U^2 + \frac{c_0^2}{4}r_H^2 + c_0^2 r_N^2} \tag{11}
\]
4.3 Effects of photo number

To minimize non-physical uncertainties from the AI model, one way is to increase the number of training photos and labels. Figure 9 shows the effects of photo number on AI-training convergence and accuracy in predicting grain size distribution and characteristic size such as D50. Here the M0a, M0b, and M0c represent three models trained with 11 (5,272 labels), 21 (10,154 labels), and 36 (11,977 labels) photos (see photo locations in Figure 1a and label preparation in Section 2.2). The results show that increasing the number of photos improves the accuracy of the YOLO model, with mAP@50 increasing from 0.54 to 0.64 and mAP@50-95 increasing from 0.28 to 0.34.

Though the model metrics are improved, their accuracy improvements in predicting grain size distributions and D50 depend on the complexity of the streambed. For the dry bed with large grain size ratio (Figure 9b), all three models provide accurate prediction of the GSD though the M0c model (blue line) performs better in capturing smaller grains (<50% percentage finer) and M0a model (black line) performs better in capturing larger grains (>50% percentage finer) when compared to manual measurements (dashed red line). For submerged bed with static water (Figure 9c), the M0c model outperforms M0a and M0b for most of the sizes (<80% percentage finer).

A systematic evaluation of the model accuracy is illustrated in Figure 9d-e in terms of the 1:1 plot between the model-predicted and measured D50 as well as the relative error of predicted D50. The result shows that the M0c model outperforms M0a and M0b in terms of higher R2 (0.98 vs 0.92) and closer alignment with the 1:1 line for all the points (Figure 9d). The closer alignment of model M0c can also be verified in Figure 9e where we can observe 18 points (black circle dots) in the range ± 10% for M0c while those for M0a and M0b are 13 points despite including the points outside but close to the range. The mean absolute relative error for M0a, M0b, and M0c, with values of 11.88%, 11.20%, and 6.65%, also point to the much better performance in M0c.

With available manual labels, it is straightforward to evaluate the model’s accuracy. However, it is impractical to manually draw grain sizes for all 1,999 photos used in groups 3 and 4 for prediction purpose (see Section 2.1). Nevertheless, we can evaluate the differences in predicted D50 between the higher accuracy model M0c and the lower quality models as shown in Figure 9f. Statistically, the bias and root-mean-square between M0a and M0c are -0.26 and 2.85 cm; and that between M0b and M0c are -1.22
and 3.14 cm, respectively. As the most likely D50 is 6.63 cm (obtained from M0c model; Section 3.2) and 47% (821 out of 1743 points) of the grain sizes are less than such a value, the uncertainty induced by lower quality models is likely important. Therefore, it is critical to train the YOLO with sufficient data in order to avoid systematic impacts on grain size quantification and subsequent HBGC estimation. In the context of grain size prediction, the number of sufficient data may be determined by checking if the mean absolute relative error between the model prediction and testing labels becomes smaller or comparable to typical uncertainties in field observations or other manual approaches.

4.4 Effects of YOLO probability threshold

Another factor that affects the YOLO accuracy is the selection of the probability threshold built in YOLO. A probability threshold is required because the YOLO uses a probability, in the range 0 – 1, to determine whether an object (grain, grass, water, etc.) in a photo is the target object (e.g., grain in this work). Under-estimation (small value) of the threshold will select too many objects that are not the target, but over-estimation (high value) will ignore objects that are desired. To identify a proper way of selecting the threshold, Figure 10 shows the variation of R2, mean error (ME), mean absolute error (MAE), and the average detected grain number per photo between the prediction (from model M0c) and manual labels, with respect to probability threshold. The best probability threshold should maximize R2, minimize ME and MAE, and identify the number of grain sizes closest to manual measurements. Following these rules, 0.35 is selected as the final probability threshold because R2 reaches maximum (Figure 10a), ME is nearest 0, MAE is at its minimum (Figure 10b), and the number of grains per photo is closest to the manually measured number (Figure 10c). Grains with a YOLO probability less than 0.35 are excluded from the grain size quantification. It is worth mentioning that selecting the probability threshold is a well constrained problem because simultaneously minimizing the ME and identifying the closest number of grains will likely lead to a unique value.

4.5 Estimation of photo resolution

How to properly estimate the photo resolution affects not only the accuracy of grain sizes, HBGC parameters, and their compounding uncertainties, but also the efficiency of data collection and post-processing. In general, photo resolution could be estimated
manually or automatically. The manual approach is easy for field implementation, but prone to human error and high data processing costs. In this work, we brought full quadrats and white boards with known sizes into the field, placed them on top of the grains, took photos, manually measured the pixel length of the known scales, and finally obtained the photo resolution, represented by millimeter per pixel (Figure 11a). The manual scale measurement process for 2,121 photos involves 8 person and costs around 200 hours of human labor. Large errors occur due to the unevenness of the quadrats/boards, inaccurate recording of the pixel coordinates from the computer screen, and matching the coordinates to incorrect photo names. To mitigate such errors and reduce costs, an automated scaling approach is desired. Figure 11 illustrates how an automated scaling could be implemented and whether such approaches could be comparable to the manual approach in terms of the resolution and minimum detectable sizes.

It is observed from Figure 11a that the photo resolution clusters at two ranges, i.e., 0.066 – 0.15 and 0.3 – 0.7 mm/pixel (see scale for each photo on Figure 7a and discussion in Section 3.4) and the detectable minimum grain sizes from all photos in groups 3 and 4 vary between 0.82 mm and 21 mm. The typical reference scales for the higher (red star) and lower (blue diamond) photo resolution are visualized in Appendix Figure 13(a,b), respectively. From these figures, we can see that the pixel lengths of the quadrat (white pipes) and strings (red lines) are skewed, which brings errors to resolution estimation and difficulties in manual measurements.

To expedite the photo resolution estimation, a potential way is to train a scale AI model, e.g., model Msc (see details in Sections 2.1 – 2.2), and then use it to measure the pixel sizes of the reference scales automatically. The trained Msc model can detect 10 different scales as mentioned in Section 2.2. However, the accuracy is low for all non-circular shaped reference scales because the YOLO can only use horizontally-placed rectangular boxes (see green line bounding boxes in Appendix Figure 13a,b) to capture the reference scales which could be non-horizontally placed and non-rectangular shape. Interestingly, all the scales with circular shape (e.g., green and blue caps) are accurately detected by the trained scale model at both submerged and dry conditions (Figure 13c,d). For those photos in group 9 (used for scale AI validation) with green/blue caps, we manually measured the photo resolution and then compared their values with those predicted by the scale AI model as shown in Figure 11b. The result verifies the visual observation in Figure 13c,d and provides an accuracy estimation of such an automated approach. For
the blue caps (3.7 cm diameter): the mean error (ME), mean absolute error (MAE), mean absolute relative error (MARE), minimum relative error, and maximum relative error are 0.0039 mm, 0.0065 mm, 3.2%, -5.3%, and 7.5%, respectively. For the green caps (2.5 cm diameter), their values are -0.0006 mm, 0.002 mm, 1.1%, -2.1%, and 1.4%, respectively. Note that the photo resolution uncertainty from manual estimation varies between ±10% and has an overall MARE of 2.32%. This means the cap-based automated scaling approach has a better overall accuracy and a much smaller uncertainty range than the manual approach. Meanwhile, the automated scaling can provide photo resolution of 0.12 – 0.35 mm/pixel, which is also better than the range obtained in the manual approach. Overall, the cap-based automated scaling approach is an efficient alternative to the manual approach in terms of accuracy and resolution.

Both the manual and automated approaches mentioned above are limited for locations we have site accessibility and working permits where we are able to deploy reference scales and use hand-held cameras. These limitations restrict the spatial scale we can observe. Overcoming such limitations necessitates the use of fast remote sensing techniques, such as drones, and requires an approach to reliably estimate the photo resolution captured by the drone cameras. Here we show that the photo resolution can be estimated based on camera height and camera-specific resolution-height relationships. Figure 11c shows the variation of photo resolution (from manual measurements) with respect to height for 3 smartphones, i.e., iPhone 12, 13, and 14 Pro (see photo taken locations in Section 2.1). These relationships provide an additional way to estimate photo resolution for both hand-held and unmanned devices if height information is available.

4.6 Limitations

Despite the promise of the proposed approach, limitations exist in photo collection, training data preparation, and HBGC empirical formulas. First of all, by using hand-held devices (e.g., smartphones, tablets, and cameras), the maximum spatial scale and the highest photo resolution are limited. In this work, the actual photo area is limited to be 2.81 m² (minimum 0.03 and mean 0.26 m²; see details in data package (Y. Chen et al., 2023)). Such a limitation is mainly caused by how high a user can hold a camera. Also, the highest photo resolution is 0.05 mm/pixel and the minimum detectable grain size by YOLO is 0.45 mm. This means that sediments smaller than medium (0.25 – 0.5 mm) or coarse (0.5 – 1 mm) sands may not be reliably detected. Due to these lim-
itations, a much large number of photos are required in order to fully characterize the stream grain sizes and HBGC at watershed scales. The second limitation is the high labor costs required to prepare the training data. Due to the diversity of natural streams, a large number of labels with high quality are needed for reliable prediction of grain sizes (see effects of insufficient training data in Section 4.3). In this work, we spent around 200 hours to label around 17,000 grains to represent most of the stream conditions. Despite such effort, the trained AI still has 20% – 25% relative error for 2 photos (Figure 4d; Figure 9e; Figure 12(f,r)). More data and improved YOLO algorithms may be needed to better capture very large grains at the boundary of the photos.

Additionally, there are limitations in the empirical formulas for HBGC estimations. Due to the low uncertainty and good agreement with calibrated values (Sections 4.1 – 4.2), the Equations 1 and 6 are likely reliable for estimating Manning coefficient and its uncertainty. For friction factor, though it demonstrates large variations and uncertainty (Sections 3.3 – 3.5), the accuracy of Equation 2 has been comprehensively studied and was recognized as the second best formula for resistance estimation with depth and grain size as inputs (Powell, 2014). The Equation 3 for estimating streambed interstitial velocity magnitude is derived from 17 high-resolution CFD simulations driven by structure-from-motion reconstructed streambeds (Y. Chen et al., 2019, 2021). Though it successfully estimates the most likely magnitude of interstitial velocity (Section 4.1), further simulations or experiments with more streambed conditions may be needed to further evaluate its applicability for diverse streambed conditions, especially the relationship between subsurface permeability and the 5th percentile grain size distribution. For uptake velocity, the hydrogeology-biochemistry interaction efficiency term (ϕ in Equation 4) is fitted based on field measured data and thus its applicability in diverse streambed conditions also requires further evaluation.

4.7 Future directions

As discussed in Section 4.6, the scale and resolution are limited by hand-held approaches. A natural solution is to replace hand-held devices with drones. By using drones it is possible to increase the number of photos and videos with much higher temporal resolution (e.g., 4K and 5.4K videos) and also increase spatial scales. This is primarily due to their high speed (e.g., Skydio 2 and DJI could fly up to 15 – 27 m/s). With available high-resolution streambed data from drones and hand-held devices, an important
future direction is to directly integrate photo-derived high-resolution streambed data with pore-resolved surface-subsurface coupled models and use the simulated pressure, exchange velocity, and turbulence data to improve the empirical formulas for HBGC estimations. With both the improved formulas and high-resolution data, a further step is to integrate the photo-derived streambed grain sizes and HBGC parameters into watershed-scale models aimed at predicting hydro-biogeochemical dynamics.

5 Conclusions

This work presents a workflow to extract the quantities, distributions, and uncertainties of streambed grain sizes and hydro-biogeochemistry from photos using YOLO and empirical formulas. The YOLO, an object detection AI model, is firstly trained with 11,977 grain labels from 36 photos representing 9 stream environments, and demonstrates an accuracy of 0.98, 0.98, and 6.65% in terms of the coefficient of determination, the Nash–Sutcliffe efficiency, and mean absolute relative error in predicting the median grain size D50. The model is then used to predict the grain size distributions (GSDs) for 1,999 photos collected at 66 sites in the Yakima River Basin. Three characteristic grain sizes, including the 5th, 50th, and 84th percentiles of GSDs, are subsequently calculated and used to estimate key hydro-biogeochemical parameters, including Manning coefficient, Darcy-Weisbach friction factor, interstitial velocity magnitude, and nitrate uptake velocity.

From the data, the characteristic grain sizes, Manning coefficient, friction factor, interstitial velocity magnitude, and uptake velocity are found to follow log-normal, normal, positively skewed, near log-normal, and negatively skewed distributions, respectively. Their most likely values, i.e., the mode of the distributions, are 6.63 cm (for D50), 0.0339 $s\cdot m^{-1/3}$, 0.18, 0.07 m/day, and 1.2 m/day, respectively. And their average uncertainty or variability are reported as 7.33% (for D50), 1.85%, 15.65%, 24.06%, and 13.88%, respectively. The major sources of uncertainties in grain sizes and hydro-biogeochemical parameters are also identified. Specifically, the accuracy of YOLO is the main factor controlling grain size uncertainty. Both YOLO accuracy and stream depth control friction factor uncertainty. The interstitial velocity magnitude uncertainty is determined by both velocity uncertainty and YOLO accuracy. For the uptake velocity uncertainty, it is controlled by uncertainties in velocity, depth, and YOLO accuracy in shallow streams, while controlled by velocity and nitrate concentration uncertainties in deep rivers.
Further analyses of the effects of training data size on YOLO accuracy show that training data with an insufficient number of photos and stream environment types can cause considerable errors in extracting grain size distributions and the statistics of characteristic grain sizes. The selection of a proper class probability threshold is important for avoiding missing or incorrectly selecting individual grains as desired. The photo resolution analyses demonstrate that the integration of circular caps with an AI model can provide an automated scaling approach better than the manual approach in terms of the accuracy and resolution. We also identified the limitations in photo resolution and spatial scale using hand-held cameras, the high labor costs in training data preparation, and the necessity to further improve the empirical formulas for hydro-biogeochemistry estimations. These limitations may be addressed in future research by integrating drone-derived high-resolution streambed data with pore-scale models, and incorporating photo-derived grain sizes and hydro-biogeochemistry parameters to watershed-scale models.
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Appendix

Derivations of uncertainty propagation equations

As mentioned in Section 2.5, uncertainties occur in YOLO-predicted pixel grain sizes ($D_{xp}$), photo scale measurement ($SC$), and measurements for water depth ($H$), velocity ($U$), and nitrate concentration ($[NO_3^-]$). These uncertainties can further propagate to real grain sizes ($D_x$) and HBGC parameters such as Manning coefficient ($n$), friction factor ($f$), interstitial velocity magnitude ($\sigma_w$), and nitrate uptake velocity ($u_f$).

All these uncertainty can be quantified by the ratio of the absolute uncertainty of these quantities to their representative values, for example, manually measured grain sizes and scales, spatial and/or temporal average of depth and velocity, and direct measurement of nitrate concentrations. If denoting the input parameters and subsequently derived grain sizes/HBGC parameters as $x_i$ ($i = 1, 2, ...$) and $y_j$ ($j = 1, 2, ...$), then the absolute uncertainty can be quantified by $\delta x_i$ and $\delta y_j$ and the relative uncertainty can be calculated as $r_{x_i} = |\delta x_i|/x_i$ and $r_{y_j} = |\delta y_j|/y_j$, respectively. Statistically, such relative uncertainty can be mean absolute relative error (MARE), root-mean-square of the relative error (RMSRE), and the standard deviation of the relative error (STDRE). Here we choose MARE as the reporting metric, however, it can be easily replaced by RMSRE and STDRE.

In general, the target $y_j$ is a function of the input parameters $x_i$, which has the form of $y_j = F_j(x_1, ..., x_i, ..., x_n)$. Based on the multi-variable chain rule and the error propagation law (Ku, 1966), the uncertainty of $y_j$ can be computed through Equation 12.

$$ r_{y_j}^2 = \frac{(\delta y_j)^2}{y_j^2} = y_j^{-2} \left[ \sum_{i=1}^{n} \left( \frac{\partial F_j}{\partial x_i} \right)^2 (\delta x_i)^2 + \sum_{i=1}^{n} \sum_{k=1, k \neq i}^{n} \frac{\partial F_j}{\partial x_i} \frac{\partial F_j}{\partial x_k} \delta x_i \delta x_k \right] $$

The last term in Equation 12 represents the correlation among input variable uncertainty and could be assumed as 0 if the uncertainty of input variables are independent to each other. With such an assumption, Equation 12 can be rewritten as Equation 13.

$$ r_{y_j} = \sqrt{y_j^{-2} \sum_{i=1}^{n} \left( \frac{\partial F_j}{\partial x_i} \right)^2 (\delta x_i)^2} = \sqrt{\sum_{i=1}^{n} \left( \frac{\partial F_j}{\partial x_i} \right)^2 (\delta x_i)^2} = \sqrt{\sum_{i=1}^{n} \left( \frac{\partial F_j x_i}{\partial x_i y_j} \right)^2 r_{x_i}^2} = \sqrt{\sum_{i=1}^{n} s_{x_i}^2 r_{x_i}^2} $$

where \( \frac{\partial F_j x_i}{\partial x_i y_j} \) is the uncertainty propagation scale of $y_j$ to input $x_i$, and is denoted by $s_{x_i}$ for convenience. With such a general form of uncertainty propagation equation, we apply it for real grain size $D_x$ and the four HBGC parameters in Equations 1 – 4.

For $D_x$, it depends on two independent variables $D_{xp}$ and $SC$. Its uncertainty propagation scales are both 1 for $D_{xp}$ and $SC$, which results in Equation 5. For Manning co-
efficient, it depends on only one variable and its propagation scale is 1/6. For friction
factor, if denoting $H/D_{84}$ by $H_{D84}$, then Equation 2 becomes a single variable function
of $H_{D84}$. Its uncertainty can be calculated by $r_f = |s_{H_{D84}}| r_{H_{D84}}$ with $|s_{H_{D84}}|$ represented
by Equation 14.

$$
|s_{H_{D84}}| = \left| \frac{\partial f}{\partial H_{D84}} \right| = \frac{6c_1^2 + c_2^2 H_{D84}^{5/3}}{3c_1^2 + 3c_2^2 H_{D84}^{5/3}} = 2 - \frac{5}{3} \frac{c_2^2 H_{D84}^{5/3}}{c_1^2} = 2 - \frac{5}{3} \left( \frac{c_2^2}{c_1^2} H_{D84}^{5/3} + 1 \right)
$$

(14)

For the uncertainty term $r_{H_{D84}}$, because $H_{D84} = H/D_{84}$, its uncertainty propagation
scales for $H$ and $D_{84}$ are both 1, therefore, $r_{H_{D84}} = \sqrt{r_H^2 + r_{D84}^2}$. Such an equation to-
gether with Equation 14 leads to Equation 7.

For interstitial velocity magnitude (Equation 3), both $D_5$ and $D_{50}$ are used as in-
puts. However, these two variables are not independent. To avoid using both sizes as in-
puts, we use a simplified $D_5$ relationship, $D_5 = 0.23D_{50}$ (fitted from data; see Section
3.2 and Figure 5d), to replace the YOLO-derived $D_5$ for uncertainty quantification pur-
pose. With such an simplification, Equation 3 is converted to Equation 15.

$$
\sigma_w = \frac{0.23^2 c_3 c_5}{2\nu} U^2 D_{50}^{1-c_4} H^{c_4}
$$

(15)

The uncertainty propagation scales of Equation 15 with respect to inputs $U$, $D_{50}$, and
$H$ were computed as 2, (1-$c_4$), and $c_4$, respectively. Combining these scales and the un-
certainty of input parameters will lead to Equation 8.

For nitrate uptake velocity, we rewrite Equation 4 in the form of Equation 16 to
utilizing the uncertainty equation for friction factor. If we assume no correlation among
the three inputs, then the uncertainty propagation scales of $u_f$ with respect to $U$, $f$, and
$[NO_3^-]$ are 1, 1/2, and $c_7$, respectively. Combining these scales and the uncertainty of
input parameters leads to Equation 9.

$$
u_f = \frac{0.17Sc_e^{-2/3}c_6}{\sqrt{8}} U^{1/2} [NO_3^-]^{c_7}
$$

(16)
Grain size distribution of 20 test photos
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**Figure captions**

**Figure 1.** The locations, site-average median grain sizes, and labels of photos used for AI training/validation/testing (a), prediction (b), scaling sensitivity and accuracy purposes (c), as well as the number of photos at each site (d). The site locations of group 1 (green circles) are invisible due to too close to group 0 and 2. Their locations are described with a character "V" following the site names in (a).

**Figure 2.** The labels of individual grains (a – i) and scales (j – o) in representative river corridor environments.

**Figure 3.** The sketch of the YOLO version 5 network. Modified from Ultralytics (2020).

**Figure 4.** The convergence history of YOLO training (a) and the accuracy of YOLO predicted grain size distribution (b), median grain size D50 (c) as well as the relative error of D50 prediction (d). NSE in (a) is Nash–Sutcliffe efficiency.

**Figure 5.** The probability density distributions of D50 (a), D5 (b), D84 (c), and the relationship between D5/D84 and D50 (d).

**Figure 6.** The probability density distribution of Manning coefficient (a), Darcy-weisbach friction factor (b), fluctuation magnitude of vertical exchange flux (c), and total nitrate uptake velocity attributed to microbes and turbulence mass transfer (d).
**Figure 7.** The in-site variations (blue cross dots), site average values (horizontal black lines), and estimated relative variations (yellow dot lines) of photo resolution (a), log2-transformed D50 (b), log2-transformed D84 (c), log2-transformed D5 (d), and water depth (e) for 32 sites. The site name is reordered in an alphabetical order for convenience. The nearest region to the right of site name represents the data within the site. The site-average value in (b), (c), and (d) are first averaged over the actual data and then log2-transformed.

**Figure 8.** The in-site variations (blue cross dots), site average values (horizontal black lines), and estimated relative variations (red dot lines) for Manning’s coefficient (a), log10-transformed friction factor (b), log10-transformed streambed interstitial velocity magnitude (c), and streambed nitrate uptake velocity (d). The site-average value in (b) and (c) are first averaged over the actual data and then log10-transformed.

**Figure 9.** The effects on training photo number on YOLO precision (a), individual grain size distributions (b,c), median grain size (d) and relative error (e) of testing photos, as well as the prediction of median grain size of prediction photos (f). M0a, M0b, and M0c represent models trained with 11, 21, and 36 photos.

**Figure 10.** The effects of probability threshold on model performance metrics R2 (a), mean and mean absolute error (b), and the average number of grains detected by the model (c.)

**Figure 11.** The values of photo resolution and associated detected minimum grain sizes using square quadrats and manual measurements of resolution (a), the comparison of automatically predicted photo resolution to the manually measured values using circular caps (b), and the relationship between photo resolution and camera height (c).

**Figure 12.** The comparison of grain size distribution between YOLO (M0c) prediction and manual measurements for 20 testing photos.

**Figure 13.** The typical scales and YOLO (Msc) predicted scales for the full quadrat (a), 1/4 of the quadart (b), green and blue caps in flowing water (c), and blue cap in dry bed (d).
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Corresponding author: Yunxiang Chen, yunxiang.chen@pnnl.gov

–1–
Abstract

Streambed grain sizes and hydro-biogeochemistry (HBGC) control river functions. However, measuring their quantities, distributions, and uncertainties is challenging due to the diversity and heterogeneity of natural streams. This work presents a photo-driven, artificial intelligence (AI)-enabled, and theory-based workflow for extracting the quantities, distributions, and uncertainties of streambed grain sizes and HBGC parameters from photos. Specifically, we first trained You Only Look Once (YOLO), an object detection AI, using 11,977 grain labels from 36 photos collected from 9 different stream environments. We demonstrated its accuracy with a coefficient of determination of 0.98, a Nash–Sutcliffe efficiency of 0.98, and a mean absolute relative error of 6.65% in predicting the median grain size of 20 testing photos. The AI is then used to extract the grain size distributions and determine their characteristic grain sizes, including the 5th, 50th, and 84th percentiles, for 1,999 photos taken at 66 sites. With these percentiles, the quantities, distributions, and uncertainties of HBGC parameters are further derived using existing empirical formulas and our new uncertainty equations. From the data, the median grain size and HBGC parameters, including Manning’s coefficient, Darcy-Weisbach friction factor, interstitial velocity magnitude, and nitrate uptake velocity, are found to follow log-normal, normal, positively skewed, near log-normal, and negatively skewed distributions, respectively. Their most likely values are 6.63 cm, 0.0339 s·m$^{-1/3}$, 0.18, 0.07 m/day, and 1.2 m/day, respectively. While their average uncertainty is 7.33%, 1.85%, 15.65%, 24.06%, and 13.88%, respectively. Major uncertainty sources in grain sizes and their subsequent impact on HBGC are further studied.

Plain Language Summary

Streambed grain sizes control river hydro-biogeochemical function by modulating the resistance, speed of water exchange, and nutrient transport at water-sediment interface. Consequently, quantifying grain sizes and size-dependent hydro-biogeochemical parameters is critical for predicting river’s function. In natural streams, measuring these sizes and parameters, however, is challenging because grain sizes vary from millimeters to a few meters, change from small creeks to big streams, and could be concealed by complex non-grain materials such as water, ice, mud, and grasses. All these factors make size measurements a time-consuming and high-uncertain task. We address these challenges by demonstrating a workflow that combines a computer vision artificial intelligence (AI),
smartphone photos, and new uncertainty quantification theories. The AI performs well across various sizes, locations, and stream environments as indicated by an accuracy metric of 0.98. We apply the AI to extract the grain sizes and their characteristic percentiles for 1,999 photos. These characteristic grain sizes are then input into existing and our new theories to derive the quantities, distributions, and uncertainties of hydro-biogeochemical parameters. The high accuracy of the AI and the success of extracting grain sizes and hydro-biogeochemical parameters demonstrate the potential to advance river science with computer vision AI and mobile devices.
1 Introduction

Streambed grain size is a crucial factor controlling streambed hydro-biogeochemistry (HBGC). In hydrology, hydraulics, and geomorphology, streambed flow resistance, which is parameterized by the Manning coefficient or Darcy–Weisbach friction factor, is directly linked to characteristic grain sizes such as the median, 84th, and 90th percentiles of grain size distributions (Strickler, 1923; S. Lang et al., 2004; Chaudhry, 2008; Ferguson, 2010, 2007; Rickenmann & Recking, 2011; Powell, 2014; Ferguson, 2022). In stream-groundwater interactions, the speed of water exchange through the porous sediment interface, quantified as streambed interstitial velocity, is controlled by pressure variation and subsurface permeability, both of which depend on characteristic grain sizes of streambeds (Kenney et al., 1984; Shepherd, 1989; Elliott & Brooks, 1997; Y. Chen et al., 2021). In biogeochemistry, grain sizes exert direct control over turbulent mass transfer that determines the upper limit of the total nitrate uptake velocity from streams by benthic algae, microbes, and turbulence (O’Connor & Hondzo, 2008; Mulholland et al., 2009; Grant et al., 2018). Despite the importance, measuring streambed grain sizes and size-dependent HBGC is challenging due to the multiscale and heterogeneous nature of grain size, the diversity of stream environments, and consequently the high labor costs associated with grain size quantification and HBGC estimation.

Over the past seven decades, large efforts have been made to address the aforementioned challenges. These efforts can be categorized into traditional sieve methods, grid- or area-based sediment counting or weighting methods (Wolman, 1954; Leopold, 1970; Kellerhals & Bray, 1971; Anastasi, 1984; Fehr, 1987; Fripp & Diplas, 1993), manual photo sieving method (Adams, 1979; Ibbeken & Schleyer, 1986), automated or semi-automated photo sieving methods (Butler et al., 2001; Graham et al., 2005; Detert & Weitbrecht, 2012; Purinton & Bookhagen, 2019), image texture statistics methods (Carbonneau et al., 2004; Rubin, 2004; Verdú et al., 2005; Carbonneau et al., 2005a, 2005b; Buscombe & Masselink, 2009; Buscombe et al., 2010; Buscombe & Rubin, 2012; Buscombe, 2013; Black et al., 2014), machine learning (ML) methods (Z. Chen et al., 2020; Soloy et al., 2020; N. Lang et al., 2021; Ermilov et al., 2022), point cloud methods (Vázquez-Tarrío et al., 2017; Steer et al., 2022), and ML-based in-direct grain size regression methods (Gomez-Velez et al., 2015; Ren et al., 2020; Abeshu et al., 2022). The sieve method is the oldest and most reliable approach for fine sediment characterization, however, it is not feasible for field sampling of coarse sediments due to the requirement to transport a large
number of rocks to the laboratory for drying, sieving, and weighing (Leopold, 1970). Although the grid and area based methods avoid the need to move heavy rocks, they suffer from poor reproducibility along with significant time and labor costs, due to the necessity of manually measuring and recording grain sizes in the field (Wohl et al., 1996; Bunte & Abt, 2001).

The manual photo-sieve approach was therefore developed in the late 1970s to circumvent the need for direct measurements of grains in the field, however, it remains time-consuming as it involves manual identification and digitization of grains from images (Graham et al., 2005). Consequently, automated and semi-automated techniques were developed. These approaches are based on a series of image processing algorithms such as converting colored images to grayscale, applying simple or double thresholds, edge detection, bottom-hat transformation, and finally using watershed segmentation or k-means clustering to generate individual grains (Graham et al., 2005; Detert & Weitbrecht, 2012; Purinton & Bookhagen, 2019). These methods significantly reduce the time required to generate reliable grain size distributions, but usually need considerable time to adjust key parameters used in the image processing techniques (Graham et al., 2005; Purinton & Bookhagen, 2019). Instead of directly detecting individual grains, statistical methods approximate key grain size metrics, such as the median size, by relating grain sizes to characteristic quantities of image texture derived from auto-correlation (Rubin, 2004), one-dimensional (1D) and two-dimensional (2D) semi-variance (Carbonneau et al., 2004; Verdú et al., 2005), co-occurrence matrix-derived entropy (Carbonneau et al., 2005b), spectrum decomposition (Buscombe et al., 2010), wavelets (Buscombe & Rubin, 2012; Buscombe, 2013), and their combinations (Buscombe & Masselink, 2009; Black et al., 2014). Among these methods, the spectrum decomposition and the global wavelet approaches are especially important because they provide good estimates for the median size (with root-mean-square relative errors of 9.5% to 16%) and the full grain size distribution without the need for calibration (Buscombe et al., 2010; Buscombe, 2013). Despite these successes, it is worth noting that mean sizes obtained from statistical methods are conceptually similar but different from the sizes obtained from sieve or photosieve approaches.

In addition to image processing and statistical methods, machine learning methods implicitly learn the relationship between input images and desired targets using data and neural networks. Examples include learning median size and grain size distribution
(N. Lang et al., 2021), individual grains (Soloy et al., 2020; Z. Chen et al., 2020), and clustered grains (Ermilov et al., 2022) using convolutional neural networks (CNNs), Mask regional CNN (R-CNN) (He et al., 2017), and atrous separable convolution (L.-C. Chen et al., 2018), respectively. The Mask R-CNN is the most similar to the traditional sieve and photo-sieve methods, however, its accuracy, which stands at approximately a 50% detection rate in predicting overlapping rocks, needs further improvement before being deployed for practical applications (Soloy et al., 2020). All of the image-based methods mentioned above use images as input, therefore, the grain sizes are three dimensional (3D)-sediment projected 2D sizes. The point-cloud based grain size characterization is more similar to actual 3D grain sizes (Steer et al., 2022), but obtaining accurate 3D point cloud poses a larger challenge than grain size quantification. There also exist ML-based in-direct methods to estimate grain sizes by learning the relationship between median grain size and large-scale geomorphological and hydrological attributes such as elevation, slope, depth, velocity, etc. (Gomez-Velez et al., 2015; Ren et al., 2020; Abeshu et al., 2022). These estimates, however, are not actual measurements and require careful validation against direct measurements before their use in large-scale models.

In summary, past efforts have tackled challenges related to accuracy, reproducibility, cost, multi scales, and heterogeneity. These methods are expected to yield satisfactory results when applied to streambeds primarily composed of granular sediments, such as sand, cobble, gravel, and boulders (Buscombe, 2013). However, they may encounter challenges in stream riparian zones where non-granular materials like grass, mud, ice, wood, and both static and flowing water overlie granular sediments. New methods that can detect sediments hidden beneath these non-granular and non-sediment objects are needed. Another aspect that is not well resolved by previous efforts is photo resolution estimation. Though photo resolution can be manually measured from reference scales, this process is usually time-consuming when dealing with a large number of images. Therefore, there is a need for fully automated photo resolution estimation method.

Our first goal is to address these needs by developing two ML models, one for grain detection and one for scale detection, using the You Only Look Once (YOLO) version 5 framework (Redmon et al., 2016) with 11,977 and 121 labels of grains and reference scales. The YOLO framework is selected because it is a general, real-time, object detection algorithm (Redmon et al., 2016) with the capability to detect hidden grains covered by non-sediment objects with much higher detection rate, compared to regional CNNs.
approach (He et al., 2017; Soloy et al., 2020). Our second goal is to estimate streambed hydro-biogeochemical parameters based on YOLO-derived characteristic grain sizes and empirical equations for Manning coefficient (Rickenmann & Recking, 2011), Darcy–Weisbach friction factor (Ferguson, 2007, 2022), streambed interstitial velocity magnitude (Kenney et al., 1984; Y. Chen et al., 2021), and nitrate uptake velocity (Grant et al., 2018). Our third goal is to quantify uncertainties in both characteristic grain sizes and their propagation to the estimated HBGC parameters as well as the dominant sources of uncertainties in grain sizes and HBGC.

To achieve these goals, the paper is organized as follows: Section 2 introduces the study site, photo collection and grouping, training label generation, YOLO framework setup, as well as the equations used for HBGC and uncertainty calculation; Section 3 evaluates the YOLO model accuracy and reports the distributions and uncertainties of grain sizes and HBGC parameters; a thorough discussion covering the accuracy of grain sizes and HBGC, their major sources of uncertainty, the effects of photo number and probability threshold on model accuracy, potential automated photo resolution estimation strategy, as well as the limitations and future directions, is included in Section 4; the major results and implications are summarized in Section 5.

2 Methods

2.1 Photo acquisition and grouping

We obtained 2,121 photos from 75 sites at the Yakima River Basin (YRB) and the Columbia River section near the Port of Benton (Figure 1d) during 2021 – 2023. In 2021, we collected 383 photos from 47 sites; in 2022, we obtained 1,688 photos across 41 sites; in 2023, we took 50 photos from 3 sites near the Boat Ramp (BR) of the Leslie Groves Park. 6 camera types were used, including Samsung’s SM-T500 tablet and Apple’s iPhone 7, 12, 13, 13 Pro Max, and 14 Pro.

From these photos, we selected 61 photos as our training (36), validation (5), and testing (20) datasets. These datasets are mutually exclusive and labeled as 0, 1, and 2, respectively, for convenience (Figure 1a). To study the effects of the number of photos on model accuracy, we further divided the 36 training photos into three mutually inclusive groups, each having 11, 21, and 36 photos, respectively. For convenience, models trained with these groups are termed as model M0a, M0b, and M0c, respectively. In addition,
we trained a fourth model for scaling, termed as model Msc, to convert pixel size to real-world size using 50 photos (23 photos are from the 2,121 photos).

The 4 trained AI models were applied to predict both individual grains and reference scales for 2,143 photos. These photos were divided into 7 groups, labeled as 3 to 9, and each had 144, 1855, 24, 20, 21, 21, and 58 photos, respectively. Their roles are described as follows: the photos in group 3 and 4 are used to predict grain sizes of photos obtained in 2021 and 2022 (Figure 1b); the 20 photos in group 6 (same photos as group 2 in Figure 1a) are used to test the accuracy of model M0a – M0c for predicting grain sizes; the photos in groups 5 (from iPhone 12), 7 (iPhone 13), 8 (iPhone 14 Pro), and 9 (Figure 1c) are used to evaluate the sensitivity of grain sizes and scaling to camera types and height as well as the accuracy of model Msc in predicting scales, respectively. The number of photos taken at each site is visualized in Figure 1d for reference. Details of site coordinates, grain sizes, and photo number can be found from our accompanying data package (Y. Chen et al., 2023).

2.2 Label generation

We manually generated labels (see label definition in Section 2.3) for both the grain detection AI models (M0a - M0c) and the scale detection AI model (Msc). For the grain detection models, we manually generated 16,951 labels from 61 photos, resulting in an average of 278 labels per photo (with a minimum of 19 and a maximum of 3,315). Out of these labels, 5,272 were used for training M0a, 10,154 for M0b, and 11,977 for M0c, respectively. For the scale detection model, we generated 121 labels from 50 photos representing 10 types of scales. These photos represent diverse flow, vegetation, and geological conditions in natural streams. 9 photos for the grain detection models and 6 photos for the scale detection model are illustrated in Figure 2 to visualize the environmental conditions and manually-generated labels (green dots bounded boxes). Photos a to i represent the following 9 conditions: dry bed, dry bed with high grain size ratio, dry bed with grass, dry bed with mud, partial-dry partial-wet mud, dry bed with ice, submerged bed with static water, submerged bed with flowing water and waves, hybrid rock/water/grass bed. Photos j to o represent 10 reference scales with known sizes, including, yellow tape 1, yellow tape 2, blue cap, green cap, tape measure, yellow paper board, quadrat net, color tapes, full quadrat, and white paper board. Their sizes are 7.05 cm × 1.7 cm, 7.1 cm × 2 cm, 3.7 cm, 2.5 cm, readable from tape measure, 11 cm × 11 cm, 20 cm × 20
cm, 2.54 cm in width, 80 cm × 80 cm, and 30.48 cm × 22.86 cm, respectively. The rest 52 photos for grain detection AI models and 44 photos for scale detection AI model and their labels can be found in the accompanying data package (Y. Chen et al., 2023).

2.3 YOLO framework

You Only Look Once (YOLO) is an object detection AI algorithm that is widely used for computer vision tasks (Redmon et al., 2016). In this study, the fifth major updated version was used and called YOLOv5. The Python implementation of YOLOv5 algorithm was open-sourced in 2020 by Ultralytics on GitHub (Ultralytics, 2020). YOLOv5 is a state-of-the-art real-time object detection system that is faster and more accurate than its predecessors.

A brief sketch of the YOLOv5 network flowchart is shown in Figure 3, which is summarized from GitHub (Ultralytics, 2020). Generally, it is constructed by a series of convolutional layers (Conv in Figure 3) (W. Zhang et al., 1990), modified bottleneck cross stage partial network layers (C3 in Figure 3) (Wang et al., 2020), a spatial pyramid pooling-fast layer (SPPF in Figure 3) (He et al., 2014), concatenate layers (Concat in Figure 3), and up-sampling layers. The fractional numbers, such as 1/2, 1/4, 1/8 and so on, in Figure 3 represent the relative image resolutions to the input image. For the convolutional layers in Figure 3, $Ch_i$, $Ch_o$, $k$, and $s$ stand for input image’s number of channels, output image’s number of channels, kernel size, and stride size, respectively. For the C3 layer, it reduces the number of convolutional layers from 4 to 3 in bottleneck cross stage partial network, which is originally connected to the output of bottleneck block (Wang et al., 2020). The value $n$ in Figure 3 stands for the number of bottleneck blocks in C3 layer. The spatial pyramid pooling-fast layer is a modified spatial pyramid pooling layer specifically designed for YOLOv5 with higher computational efficiency (Ultralytics, 2020). It concatenates several MaxPool layers (PyTorch, 2022) with different sizes for resolving the difficulties of detecting objects with various sizes.

The final outputs of YOLO, also called as labels, are the centroid ($x$ and $y$ in Figure 3), width ($w$ in Figure 3), height ($h$ in Figure 3), and class ($c$ in Figure 3) of the anchor box and the probability of the detected object in each class. The centroid and sizes of the anchor box are all normalized by the dimension of the original input image. In this study, we have 10 classes for reference scales (Section 2.2) and only one class for grain.
The network input is the image and the outputs are the corresponding labels. To avoid over-fitting, 5 labeled images were used for validation. During training, the optimizer does not consider the loss between the prediction of the validation images and true labels. The loss for the validation images is only used as a training termination criterion.

With the predicted width and height of individual grains, we define the diagonal length of the grain, i.e., \( D_p = \sqrt{w^2 + h^2} \), as the final grain size in pixel length, which can be converted to real size \((D)\) by multiplying it with the estimated photo resolution.

### 2.4 Streambed hydro-biogeochemistry estimation equations

With given water depth \((H)\) and flow velocity \((U)\) as well as the photo-derived characteristic grain sizes, e.g., 5th \( (D_5)\), 50th \( (D_{50})\), and 84th \( (D_{84})\) percentiles of grain size distributions, key streambed hydro-biogeochemical parameters, including Manning’s coefficient \((n)\), Darcy–Weisbach friction factor \((f)\), shear velocity \((u_\tau)\), streambed interstitial velocity magnitude \((\sigma_w)\), and streambed nitrate uptake velocity \((u_f)\) can be estimated by Equations 1 (Rickenmann & Recking, 2011), 2 (Ferguson, 2007, 2022), 3 (Y. Chen et al., 2021; Kenney et al., 1984), and 4 (Grant et al., 2018), respectively. The water depth is a reach average depth, which was estimated using a wading-based depth transect procedure. The details of such a procedure can be found in the field protocol described in our data package published in US DOE’s Environmental System Science Data Infrastructure for a Virtual Ecosystem (ESS-DIVE) (Delgado et al., 2023). The velocity is the average velocity for August between February 1979 and December 2020, which was computed by Kaufman et al. (2023) from the National Oceanic and Atmospheric Administration’s National Water Model version 2.1 (NOAA, 2023).

\[
n = \frac{D_{84}^{1/6}}{20.4} \tag{1}
\]

\[
\sqrt{\frac{8}{f}} = \frac{U}{u_\tau} = \frac{c_1c_2H/D_{84}}{\sqrt{c_1^2 + c_2^2(H/D_{84})^{6/5}}} \tag{2}
\]

\[
\sigma_w = c_3 \frac{gk_I}{\nu \ gD_{50}} \left(\frac{H}{D_{50}}\right)^{c_4}, k_I = c_5 D_5^2 \tag{3}
\]

\[
u_f = k_m \phi, k_m = 0.17u_\tau Sc^{-2/3}, Sc = \frac{\nu}{D_m}, \phi = c_6 [NO_3^-]^{c_7} \tag{4}
\]

The constants used in the above equations are: \(c_1 = 6.5\), \(c_2 = 2.5\) (Ferguson, 2022); \(c_3 = 0.88\) (range 0.62 – 1.11), \(c_4 = -0.66\) (Y. Chen et al., 2021); \(c_5 = 1 \times 10^{-9}\) (Kenney et al., 1984); \(c_6 = 0.0032\), \(c_7 = -0.49\) (Grant et al., 2018); gravity acceleration \(g = 9.81\) m/s\(^2\), water viscosity \(\nu = 1 \times 10^{-6}\) m\(^2\)/s, nitrate molecular diffusion in water \(D_m = \)
1.7×10^{-9} \text{ m}^2/\text{s} \text{ (Picioreanu et al., 1997). Non-constant parameters include subsurface }
intrinsinc permeability \( k_I \) (m\(^2\)), hydorogeology-biochemistry interaction efficiency \( \phi \), Schmidt 
number \( Sc \), and stream nitrate concentration \( [\text{NO}_3^-] \) (mol/m\(^3\), equivalent to 62 mg/L). 
Our field survey in 2021 shows that the nitrate concentration in YRB varies between 0.0005 
and 0.1 with a mean of 0.008 mol/m\(^3\) (Grieger et al., 2022). In 2022, stream nitrate con-
tentions are not available for all locations where depth were measured, therefore, we 
select three values, 0.0001, 0.01, and 1 mol/m\(^3\), to represent the typical magnitudes re-
ported at the YRB and in the literature (Mulholland et al., 2008; Grant et al., 2018; X. Zhang 
et al., 2021; Sadayappan et al., 2022).

2.5 Uncertainty quantification for grain sizes and hydro-biogeochemistry

Uncertainties occur in grain detection, scaling, and the propagation from grain sizes 
to hydro-biogeochemical parameter estimations. For any given photo, the real grain size 
\( D_x \) (\( x = 5, 50, \) and 84) are calculated by \( D_x = D_{xp}SC \) with the \( D_{xp} \) and \( SC \) denot-
ing the grain size measured by pixel number and the photo resolution measured by real 
size per pixel. The \( D_{xp} \) is determined by YOLO and its uncertainty \( r_{xp} \), quantified by 
the average absolute relative error of testing photos, can be directly estimated by com-
paring the YOLO-predicted and manually measured grain sizes. For photo-resolution 
uncertainty, we manually draw two straight lines for all photos following the scales show-
ing in Figure 2 and then calculate the relative error (\( r_{SC} \)) between the photo resolution 
calculated from the two lines. With the estimation of pixel-based grain size uncertainty 
and scale uncertainty, the real-world grain size uncertainty and its propagation to HBGC 
parameters can be estimated by Equations 5 – 9 based on the law of propagation of un-
certainty (Ku, 1966). The detailed mathematical derivation of these equations can be 
found in Appendix. The \( r_H \) is the mean absolute relative difference between the mea-
sured water depth (\( H \)) and its time-average value over the observation period (around 
1 month in August 2022). The uncertainty measurement for flow velocity (\( r_U \)) and stream 
nitrate concentration (\( r_N \)) are not available for the study sites. However, existing liter-
ature report that velocity measurement uncertainty by Acoustic Doppler current pro-
filers (ADCPs) could range 1% to 25% depending on the distance away from the AD-
CPs (Mueller et al., 2007) and stream nitrate concentration uncertainty is 12% on av-
verage across 7 watersheds in US (Jiang et al., 2014). Therefore, we choose 10% as a rough
estimation of the typical measurement uncertainty for stream velocity and nitrate concentration in this work.

\[ r_x = \sqrt{r_{xp}^2 + r_{SC}^2}, x = 5, 50, 84 \]  \hspace{1cm} (5)

\[ r_n = r_{84}/6 \]  \hspace{1cm} (6)

\[ r_f = 2\left(1 - \frac{5}{6}\left[1 + \frac{c_1^2}{c_2^2}\left(\frac{H}{D_{84}}\right)^{-5/3}\right]^{-1}\right)\sqrt{r_{fU}^2 + r_{fS}^2} \]  \hspace{1cm} (7)

\[ r_w = \sqrt{4r_{U}^2 + (1 - c_4)^2 r_{50}^2 + c_4^2 r_{H}^2} \]  \hspace{1cm} (8)

\[ r_{uf} = \sqrt{r_{U}^2 + r_{f}^2/4 + c_7^2 r_{N}^2} \]  \hspace{1cm} (9)

3 Results

3.1 YOLO performance

We evaluate the performance of YOLO through four metrics: the mean average precision (mAP) of the YOLO training, the accuracy of grain size distribution, median grain sizes, and their relative error (Figure 4). The mAP@50 and mAP@50-95 are two typical metrics used to quantify the accuracy of object detection AI algorithm. The symbol @50 means the prediction is correct if the intersection over union (IoU) larger than 50%. The IoU stands for the relative overlapping area between the predicted object bounding box and the ground truth object bounding box. Similarly, the symbol @50-95 means the prediction is correct if the IoU larger than 50% to 95% with 5% increase interval.

Additional 5 photos with 954 labeled grains are used as validation data set. The accuracy of the prediction on the 5 validation photos are not seen by the optimizer, and it is only used to track the model accuracy during training and helps on determination of the best model, as shown in Figure 4(a). The weighted mAP (10% of mAP@50 and 90% of mAP@50-95) is used as final accuracy metric, and it reaches the maximum at 968 steps (Figure 4a: vertical dashed line). The corresponding mAP@50 and mAP@50-95 at this step is 0.64 and 0.34, respectively (Figure 4a: horizontal dashed lines). After 968 training steps, both mAP@50 and mAP@50-95 decrease, with no indication that the accuracy can increase within 20,000 training steps. Therefore, the trained model, which is used for all the results in the study, is the model stored at 968 training steps. For Microsoft Common Objects in Context (COCO) dataset, a commonly used benchmark dataset for object detection AI, typical values for mAP@50 and mAP@50-95 fall in the range...
0.46 – 0.73 and 0.28 – 0.56, respectively (Ultralytics, 2020). In our case, the shape, sizes, color, transparency, lighting, and environmental conditions are more complex than those photos used in COCO (Figure 2), however, the model still achieves 0.64 and 0.34 values for mAP@50 and mAP@50-95 on the validation photos, respectively (Figure 4a). This means the YOLO training achieved a good performance.

To illustrate the model’s capability in extracting grain size distributions (GSDs), Figure 4b shows a comparison of the area-weighted GSD between the model prediction (blue line) and manual labels (red line). The cumulative probability in calculated by

\[ P_i = \frac{\sum A_i (D \leq D_i)}{\sum A_i} \]

\[ \text{with } A_i \text{ and } D_i \text{ denoting the area and size of each grain. The minimum difference between the two lines demonstrates that the area-weighted GSD is accurately reproduced by the trained model. Similar comparisons for the remaining 19 photos used for testing are not included here for simplicity, however, can be found in Figure 12. These comparisons demonstrate that the GSDs can be well reproduced by YOLO algorithms for most (18 of 20) photos.}

Based on the GSD curves, the median grain size D50, defined as the grain size corresponding to 50% finer grain sizes, can be calculated from the GSDs of the 20 testing photos. Figure 4c shows a one-to-one plot between the predicted D50 and manually estimated D50. The result shows that YOLO predicts D50 with an accuracy of 0.98, 0.98, -0.037 cm, and 0.91 cm in terms of R-squared, Nash–Sutcliffe efficiency (NSE), mean error, and root-mean-square between the prediction and manual measurements. To further examine such accuracy, Figure 4d shows the relative error between the predicted D50 and manually estimated D50. The result shows 90% (18 dots) of the data points demonstrate a relative error less than 10% and 10% (2 dots) show a relative error larger than 20%. On average, the mean absolute relative error is 6.65% for the 20 testing photos. The result also shows the relative error does not correlate with the grain size, which suggests the accuracy of YOLO is stable for both small and large grains.

### 3.2 Characteristic grain size distributions

With the confirmed high accuracy of the YOLO model, we apply the model to extract the grain size distributions (GSDs) from 1,999 photos (66 sites) in groups 3 and 4, and then calculate the characteristic grain sizes, e.g., D5, D50, and D84, from the GSDs. As valid water depth measurements are available at only 41 sites, Figure 5 shows only
the results of characteristic grain sizes from 1,745 photos obtained at the 41 sites to make a consistent evaluation for HBGC parameters in Section 3.3. In general, the three grain size distributions follow log-normal distributions (black solid lines in Figure 5a-c are fitted Gaussian distributions) with the log2-transformed mean of 4.15, 6.05, 6.75 and standard deviation of 0.86, 0.87, and 0.81 for D5, D50, and D84, respectively. This means the most likely sizes of D5, D50, and D84 are around 1.78 cm, 6.63 cm, and 10.76 cm, respectively. As D5, D50, and D84 represent different importance of grain sizes in controlling HBGC, Figure 5d further shows the relationship between D5 and D50 and that between D84 and D50. The result shows that D5 and D84 increase linearly with D50, although there are some large residuals.

### 3.3 Streambed hydro-biogeochemistry distributions

With the photo-derived characteristic grain sizes (D5, D50, and D84), measured water depth, extracted velocity, and assumed typical stream nitrate concentration (see details in Section 2.4), the HBGC parameters can be estimated using Equations 1 - 4. To mitigate the uncertainty resulting from an insufficient number of photos, we show results only from sites with more than 3 photos. Consequently, we are showing the results from 1,737 photos at 37 sites (refer to site locations in Figure 6b).

Overall, HBGC parameters demonstrate different distribution patterns compared to grain sizes. Specifically, the Manning coefficient follows a normal distribution (black line in Figure 6a) with a mean and standard deviation of 0.0339 and 0.0031 s·m⁻¹³, respectively. The log10-transformed friction factor, log10(f), shows a positively skewed distribution (Figure 6c) with its skewness (defined as the adjusted Fisher-Pearson skewness coefficient), mean, median, mode, and standard deviation of 0.43, -0.54, -0.58, -0.75, and 0.37, respectively. This suggests the friction factor has the most likely value of 0.18 \((=10^{-0.75})\), which falls in the range of 0.13 – 0.32 calculated from high-resolution computational fluid dynamics simulations for natural gravel bed rivers with median grain size of 6 cm (Y. Chen et al., 2019). The log10-transformed streambed interstitial velocity magnitude, log10\((\sigma_w)\), follows a near-Gaussian distribution (Figure 6e) with skewness, mean, median, mode, and standard deviation of -0.03, -1.07, -1.08, -1.15, and 0.52, respectively. This suggests the streambed interstitial velocity magnitude has a high likelihood at the scale of 0.07 \((=10^{-1.15})\) m/day for the study region, which is close to the value (0.11 m/day) estimated by a temperature-based data assimilation approach applied at the Hanford reach of the
The distribution of the nitrate uptake velocity is more complex. Firstly, the distribution is strongly affected by the concentration of stream nitrate. It may decrease 3 orders of magnitude if the nitrate concentration increases from 1e-4 mmol/L (=0.0062 mg/L) (Figure 6g blue histogram) to 1 mmol/L (=62 mg/L) (Figure 6g gold histogram). The median and mean values of stream nitrate concentration were reported at the order of 1e-2 mmol/L (=0.62 mg/L) over 72 agriculture and urban sites in US (Grant et al., 2018). The mean nitrate concentration in the YRB was also reported at a similar magnitude of 0.008 mmol/L (Grieger et al., 2022). Therefore, it is reasonable to use 0.01 mmol/L as the most likely magnitude of nitrate concentration in US. Using such a concentration, the nitrate uptake velocity varies between 0.23 and 5.6 m/day and shows a negatively skewed distribution with the skewness, mean, median, mode, and standard deviation of -0.23, 0.013, 0.036, 0.075, and 0.22, respectively (Figure 6g gold histogram). This means the nitrate uptake velocity has a high chance to be 1.2 (=10^{0.075}) m/day with a US median or mean nitrate conditions. This value is in the range between measured median (0.6 m/day) and mean (2.5 m/day) uptake velocity across the US (Grant et al., 2018).

The left panels of Figure 6 illustrate the overall distributions of HBGC parameters but not their spatial variations. To visualize the spatial variations, the right panels show the spatial distributions of site average HBGC parameters. The number of photos at each site can be found on Figure 1d. Figure 6b shows that the site average Manning coefficient mostly clusters at red (0.035 - 0.0375 s·m^{-1/3}) and light red (0.0325 - 0.035 s·m^{-1/3}), which means the site average Manning coefficient has a low spatial heterogeneity. Such a behavior can also be observed in Figure 8a where the site average value (black line) of Manning coefficient shows small variation across the sites. In contrast, the site-average friction factor exhibits greater heterogeneity, as indicated by the diverse range of colors in Figure 6d. The highest log10-transformed friction factor values (0 – 0.25) occur at site S37, S39, and W10, followed by 8 sites (W20, S04, S03, S42, S10, S53, S56N, and S48R) in the group -0.25 – 0. The lowest values (yellow dots at group -1 – -0.75) occur at S02, T02, T03, and S23, and the rest of the data points share similar colors. This behavior can also be observed in Figure 8b (see black line). Different from the friction factor, the log10-transformed interstitial velocity magnitude has maximum values at sites S04, S58, S18R, T05P, S50P, and S56N (Figures 6f dark red and 8c black line), followed by the value group -0.75 – -0.25 (red) at 5 sites (S48R, S10, S01, W10, and S31). The
lowest interstitial velocity occurs at the sites S42 and S43 with a value of around -2 (Figures 6f yellow and 8c black line). Compared to the friction factor and interstitial velocity, the uptake velocity distribution demonstrates obvious hot spot at site S04 (dark red) and cold spots (yellow) at sites T02, S41R, S42, and S43 with a value of 2.8 m/day and a range of 0.3 – 0.5 m/day, respectively. Interestingly, the cold spots are all within or downstream of the Yakama Indian Reservation region. It is also interesting to mention that the hot (S04) and cold (S42 and S43) spots in nitrate uptake velocity are also the hot and cold spots in the interstitial velocity. This suggests the hot/cold spots in denitrification are likely affected by the water exchange between stream and groundwater in the YRB. This is consistent with the work of Son et al. (2022) that shows hyporheic exchange flux is the most important factor controlling nitrate removal based on data from basin-scale numerical simulations and random forest relative importance analyses.

3.4 Uncertainty in characteristic grain sizes

With the uncertainty quantification equations introduced in Section 2.5, the uncertainty or variability associated with manually-measured photo resolution, YOLO-derived grain sizes, and water depth observations can be estimated for each photo. Figure 7a shows the manually-measured photo resolution (blue cross) and the relative error $r_{SC}$ (yellow line) associated with each resolution. The results shows that around 90% of the photos have a resolution of around 0.1 mm/pixel (corresponding to 1/4 of the quadrat in Figure 2n, o), and 10% of the photos have a resolution between 0.2 and 0.7 mm/pixel (corresponding to the full quadrat in Figure 2n, o). The relative error for these scales, however, are mostly in the range -10% – 10% and have an overall mean and mean absolute error of 0.13% and 2.3%, respectively. This means the photo resolution estimation has no systematic bias and the manual measurement uncertainty is low enough for further grain size quantification.

With the photo resolution uncertainty ($r_{SC}$), the uncertainty in D50, D84, and D5 can be calculated by Equation 5 with the YOLO-associated grain size uncertainty $r_{50p}$ (=6.65%), $r_{84p}$ (=10.65%), and $r_{5p}$ (=11.88%) directly estimated from the average absolute relative error of testing photos as discussed in Section 3.1. Figures 7b,c,d show the combined effects of photo resolution uncertainty and YOLO accuracy uncertainty for D50, D84, and D5, respectively. The result shows the uncertainty of D50 varies between 6.65% and 13.53% with a mean value of 7.33%. For D84 uncertainty, its minimum,
maximum, and mean are 10.65%, 15.88%, and 11.11%, respectively. For D5 uncertainty, these values are 11.88%, 16.73%, and 12.30%, respectively.

The water depth is estimated every 1 minute during July 28 and August 31 2022 (see details in data package (Delgado et al., 2023)). With these data, the depth \((H)\) is calculated as the time averaged depth over the whole measurement period. The uncertainty or variability \((r_H)\) of such a depth is calculated as the average absolute relative difference between the actual depth and the calculated mean depth. Figure 7e shows the variations of the mean depth and its variability at each site. The result shows the depth varies between 0.14 m and 2.11 m, with a mean of 0.45 m across all the sites. Highest depth occurs at sites T02 and T03 while depth less than 0.25 m are found at 9 sites (S63, S53, S04, S37, S39, S03, W10, W20, and S42). The depth variability varies between 0.66% and 30.2% with a mean 6.6%. High depth uncertainty is observed at sites S56N, S24, and S18R.

### 3.5 Uncertainty in hydro-biogeochemistry

With the quantification of uncertainties for grain sizes, depth, and assumed typical measurement uncertainty in velocity and nitrate concentration (see details in Section 2.5), Figure 8 shows all calculated values (blue cross dots), site-average values (black lines), and estimated uncertainty (yellow lines) for Manning’s \(n\), friction factor \(f\), streambed interstitial velocity magnitude \(\sigma_w\), and streambed nitrate uptake velocity \(u_f\). It is observed that the Manning coefficient varies in a range 0.0245 – 0.0455 \(\text{s} \cdot \text{m}^{-1/3}\) with low uncertainty range of 1.78% – 2.61% (Figure 8a). The friction factor, by contrast, spans over 2 order of magnitude (0.04 – 9) and its uncertainty has minimum, maximum, and average of 3.63%, 58.36%, and 15.65%, respectively. The highest uncertainty occurs at site S56N (Figure 8b yellow line). The interstitial velocity magnitude spans even larger ranges from 0.0038 to 2.31 m/day. However, its uncertainty range is lower than the friction factor, which has minimum, maximum, and average of 22.84%, 32.11%, and 24.06%, respectively. The highest uncertainty is observed at site S56N (Figure 8c yellow line). The nitrate uptake velocity shows a lower variation range between 0.23 and 5.6 m/day. The highest uptake velocity occurs at site S04 while the lowest values occur at sites S42 and S43 (Figure 8d black line). The highest uncertainty occurs at site 56N (Figure 8d yellow line), which is similar to those observed for friction factor and interstitial velocity magnitude. Overall, the uptake velocity uncertainty is estimated as 11.28%, 31.23%,
and 13.88% in terms of the minimum, maximum, and average value. It is worth noting that the results for uptake velocity are based on US mean nitrate concentration (0.01 mmol/L). Therefore, the uptake velocity variation range will change with nitrate concentration at other sites, however, its uncertainty may be similar if the depth and grain size conditions are similar.

4 Discussion

4.1 Accuracy of grain sizes and hydro-biogeochemistry parameters

To apply the present approach to other rivers, it is important to evaluate the accuracy of the YOLO-derived grain sizes and grain size-based HBGC estimations. As percentile-based grain sizes are derived from the grain size distribution (GSD) curve, the accuracy of GSD determines the accuracy of characteristic grain sizes, e.g., D50, D84, and D5. As demonstrated in Figure 4b and Figure 12, the pre-trained YOLO can reproduce the GSDs with high accuracy for 90% (18 out of 20) of the testing photos that represent 9 different streamed conditions. Under these diverse conditions, the median grain sizes calculated from these GSDs demonstrate relative errors less than 10% (Figure 4d). These results indicate that GSDs and subsequently derived characteristic grain sizes are accurate, at least, for the majority (90%) of the photos. Even though two (10%) testing photos (Figure 12(f,r)) show larger error in GSD, the overall accuracy of all the testing photos, as indicated by an R2 value of 0.98, an NSE value of 0.98, and a mean absolute relative error of 6.65%, is still suitable for practical applications. A closer examination of the two photos (Figure 12(f,r)) with higher error shows that the error is likely caused by the unclear boundaries between the largest grains and ambient smaller sediments, due to light reflection and flocculation on wet grain surface and water surface. Future work may be needed to address these challenges to further improve grain size accuracy.

With the YOLO-derived characteristic grain sizes, using the equations introduced in Section 2.4 to estimate the streambed HBGC parameters will undoubtedly bring errors, partially from the limitation of the equations themselves, and partially from the propagation of uncertainties in input parameters. Though it is challenging to measure HBGC at all study sites, we are able to identify measured or calibrated data for HBGC from existing literature, and can evaluate the accuracy of the photo-driven, AI-enabled, and theory-based estimations for HBGC. Firstly, the well-calibrated Manning’s coeffi-
cient from a two-dimensional hydraulic model for the Columbia River vary between 0.027 – 0.038 s/m$^{1/3}$ (Niehus et al., 2014), which is close to the range calculated from all photos (Figure 6a: 0.0245 – 0.0455 s/m$^{1/3}$) and site average value (Figure 6b: 0.0281 – 0.0373 s/m$^{1/3}$). Secondly, the flow resistance from 2,890 field measurements vary between 0.02 and 200 for rivers with $H/D_{84} < 200$ (Rickenmann & Recking, 2011), which covers the range derived from all photos (Figure 6c: 0.04 – 9) and site-average values (Figure 6d: 0.06 – 1.5). Meanwhile, the maximum likelihood of friction factor occurs at 0.18 ($=10^{-0.75}$) (Figure 6c), which falls in the range of 0.13 – 0.32 computed from high-resolution computational fluid dynamics simulations for natural gravel bed rivers with a median grain size of 6 cm (Y. Chen et al., 2019), a value very close to the most likely median size (6.63 cm) observed in our study area (Section 3.2). Regarding the interstitial velocity, direct field measurements are rare. However, by using a temperature-based data assimilation approach, K. Chen et al. (2023) were able to estimate the time series of vertical hydrological exchange flux at the Hanford Reach of the Columbia River. Using their data (Figure S5a in K. Chen et al. (2023)), the interstitial velocity magnitude is estimated as 0.11 m/day by calculating the ratio of the standard deviation of estimated hydrological exchange flux time series to the subsurface porosity (0.43) reported in their work. As demonstrated in Section 3.3, the most likely value of interstitial velocity is around 0.07 m/day (Figure 6e). This suggests most of the estimated interstitial velocity magnitude falls in the observation range. For the streambed nitrate uptake velocity, if the stream nitrate concentration is at the US mean or median level, i.e., 0.01 mmol/L (Grant et al., 2018), the estimated uptake velocity is most likely at the scale of 1.2 m/day, which is between the median (0.6 m/day) and mean (2.5 m/day) uptake velocity measured at 72 sites in US (Grant et al., 2018). The above comparisons, therefore, suggest that photos can be used to make reasonable estimates of HBGC parameters, using AI and empirical equations.

4.2 Major sources of uncertainty

Though Section 4.1 demonstrates the accuracy of estimating grain sizes and HBGC, it is still important to quantify potential uncertainties in these estimations. This is necessary to reduce measurement uncertainties in field work and evaluate their impacts on large-scale watershed models. With the use of explicit mathematical formulas, the uncertainties in grain sizes and HBGC can be mathematically accurately derived as shown...
in Equations 5 - 9. From these equations, we can see that the uncertainty of YOLO model 
\( r_{xp} \) and photo resolution \( r_{SC} \) are propagated to the characteristic grain sizes \( r_x \).

As demonstrated in Section 3.4, the overall uncertainty for YOLO model is 6.65%, 10.65%, and 11.88% in predicting D50, D84, and D5 pixel sizes, while that for photo resolution is 2.32%. Therefore, the average compounding uncertainty (based on Equation 5) in D50, D84, and D5 are 7.33%, 11.11%, and 12.30%, respectively. Such grain size uncertainties are further propagated to Manning coefficient through \( r_n = r_{84}/6 \), which results in low uncertainty (mean value 1.85%) in estimating Manning coefficient. The uncertainty in friction factor is more complex because it depends on not only input parameter uncertainty (depth uncertainty \( r_H \) and grain size uncertainty \( r_{84} \)), but also the ratio of water depth to grain size. Despite such complexity, its uncertainty should vary between 1/3 to 2 times of the compounding uncertainty of water depth and D84 \( (r_{H,84}) \) because the depth/grain size dependent term reduces to 1/3 and 2 for very deep \( (H \gg D_{84}) \) and shallow water \( (H \ll D_{84}) \). As the average uncertainty in depth and D84 are 6.6% (Section 3.4) and 11.11%, respectively, their compounding uncertainty is 12.92% \( (=\sqrt{r_H^2 + r_{84}^2}) \).

Therefore, the overall uncertainty of friction factor should vary between 4.31% and 25.85%, which agrees with the average friction factor uncertainty of 15.65% as mentioned in Section 3.5. The uncertainty in interstitial velocity magnitude is simpler because it only depends on the uncertainties of three input parameters: velocity, grain size, and depth. In this work, as the velocity uncertainty is not available, we assume an uncertainty level of 10% based on previous work on velocity measurements with ADCPs (Mueller et al., 2007). As the overall uncertainty in grain size D50 and depth are 7.33% and 6.6%, the overall compounding uncertainty from the three input parameters is around 23.81% (computed from Equation 8) which is close to the average uncertainty (24.06%) calculated from Figure 8c (see Section 3.5).

The uncertainty in nitrate uptake velocity is much more complex because it depends on the uncertainty in velocity, nitrate, and the friction factor that further depends on the values and uncertainties in depth and grain sizes. Such complexity can be verified by Figure 8d where large changes in uptake velocity uncertainty (yellow line) are observed. As the mean uncertainty in friction factor can be estimated by \( r_f^m = c_0 \sqrt{r_H^2 + r_{84}^2} \) with \( c_0 \) in the range \( 1/3 - 2 \), the mean uncertainty in uptake velocity \( (r_{uf}^m) \) can be estimated by Equation 10. As the measured nitrate uptake uncertainty is not available, a 10% uncertainty is assumed based on previous work on nitrate measurement uncertainty (Jiang
et al., 2014). With the overall uncertainty for velocity (10%), depth (6.6%), pixel D84 (10.65%), photo resolution (2.32%), and nitrate (10%), the overall uptake velocity uncertainty should fall in the range of $r_{mf}^{md}$ and $r_{mf}^{ms}$ with $r_{mf}^{md}$ and $r_{mf}^{ms}$ representing the mean characteristic uncertainty in deep and shallow rivers. Here the two terms are calculated by $r_{mf}^{md} = r_{mf}(c_0 = 1/3)$ and $r_{mf}^{ms} = r_{mf}(c_0 = 2)$ and their values are 11.34% and 16.92%, respectively. As mentioned in Section 3.5, the average uncertainty in uptake velocity calculated from Figure 8d (yellow line) is 13.88%, which falls in the range of characteristic uncertainty. Therefore, the Equation 10 can be used as a fast estimate of the uncertainty in uptake velocity if the uncertainty of 5 inputs are available.

Equation 10 also suggests that the final uncertainty depends on whether the constant $c_0$ leans to the upper bound (2) or the lower bound (1/3), which is mainly determined by the ratio of water depth to grain size D84. In shallow water ($c_0 = 2$) condition, the dominant sources of uncertainties will be velocity, depth, and YOLO-accuracy for D84 because $c_0^2/4 = 1$ and $c_0^2 \approx 0.24$. In deep water ($c_0 = 1/3$), the main sources will be velocity and nitrate concentration because $c_0^2/4 \approx 0.03$. Another important aspect of such an equation is that the uncertainties in velocity, depth, and nitrate concentration represent clear physical meaning, while the uncertainties in pixel D84 and photo resolution are instead associated with AI model and photo induced uncertainties. With further improvements of AI training and photo resolution estimation, these nonphysical uncertainties can likely be reduced to a negligible level (see details in Sections 4.3 - 4.5), and Equation 10 can be reduced to Equation 11 that represents physics-driven uncertainty for uptake velocity. Furthermore, in very dynamic unsteady processes, the uncertainty terms, $r_U$, $r_H$, and $r_N$, more represent the deviation of the actual physical processes away from their time average values, therefore, the compounding uncertainty in Equation 11 can be treated as a metric to quantify the magnitude of the dynamics in nitrate uptake processes.

\begin{equation}
    r_{mf}^{m} = \sqrt{r_U^2 + \frac{c_0^2}{4}(r_H^2 + r_{D84}^2 + r_{SC}^2)} + c_7^2 r_N^2
\end{equation}

\begin{equation}
    r_{mf}^{mp} = \sqrt{r_U^2 + \frac{c_0^2}{4}r_H^2 + c_7^2 r_N^2}
\end{equation}
4.3 Effects of photo number

To minimize non-physical uncertainties from the AI model, one way is to increase the number of training photos and labels. Figure 9 shows the effects of photo number on AI-training convergence and accuracy in predicting grain size distribution and characteristic size such as D50. Here the M0a, M0b, and M0c represent three models trained with 11 (5,272 labels), 21 (10,154 labels), and 36 (11,977 labels) photos (see photo locations in Figure 1a and label preparation in Section 2.2). The results show that increasing the number of photos improves the accuracy of the YOLO model, with mAP@50 increasing from 0.54 to 0.64 and mAP@50-95 increasing from 0.28 to 0.34.

Though the model metrics are improved, their accuracy improvements in predicting grain size distributions and D50 depend on the complexity of the streambed. For the dry bed with large grain size ratio (Figure 9b), all three models provide accurate prediction of the GSD though the M0c model (blue line) performs better in capturing smaller grains (<50% percentage finer) and M0a model (black line) performs better in capturing larger grains (>50% percentage finer) when compared to manual measurements (dashed red line). For submerged bed with static water (Figure 9c), the M0c model outperforms M0a and M0b for most of the sizes (<80% percentage finer).

A systematic evaluation of the model accuracy is illustrated in Figure 9d-e in terms of the 1:1 plot between the model-predicted and measured D50 as well as the relative error of predicted D50. The result shows that the M0c model outperforms M0a and M0b in terms of higher R² (0.98 vs 0.92) and closer alignment with the 1:1 line for all the points (Figure 9d). The closer alignment of model M0c can also be verified in Figure 9e where we can observe 18 points (black circle dots) in the range ± 10% for M0c while those for M0a and M0b are 13 points despite including the points outside but close to the range. The mean absolute relative error for M0a, M0b, and M0c, with values of 11.88%, 11.20%, and 6.65%, also point to the much better performance in M0c.

With available manual labels, it is straightforward to evaluate the model’s accuracy. However, it is impractical to manually draw grain sizes for all 1,999 photos used in groups 3 and 4 for prediction purpose (see Section 2.1). Nevertheless, we can evaluate the differences in predicted D50 between the higher accuracy model M0c and the lower quality models as shown in Figure 9f. Statistically, the bias and root-mean-square between M0a and M0c are -0.26 and 2.85 cm; and that between M0b and M0c are -1.22
and 3.14 cm, respectively. As the most likely D50 is 6.63 cm (obtained from M0c model; Section 3.2) and 47% (821 out of 1743 points) of the grain sizes are less than such a value, the uncertainty induced by lower quality models is likely important. Therefore, it is critical to train the YOLO with sufficient data in order to avoid systematic impacts on grain size quantification and subsequent HBGC estimation. In the context of grain size prediction, the number of sufficient data may be determined by checking if the mean absolute relative error between the model prediction and testing labels becomes smaller or comparable to typical uncertainties in field observations or other manual approaches.

### 4.4 Effects of YOLO probability threshold

Another factor that affects the YOLO accuracy is the selection of the probability threshold built in YOLO. A probability threshold is required because the YOLO uses a probability, in the range 0 – 1, to determine whether an object (grain, grass, water, etc.) in a photo is the target object (e.g., grain in this work). Under-estimation (small value) of the threshold will select too many objects that are not the target, but over-estimation (high value) will ignore objects that are desired. To identify a proper way of selecting the threshold, Figure 10 shows the variation of R2, mean error (ME), mean absolute error (MAE), and the average detected grain number per photo between the prediction (from model M0c) and manual labels, with respect to probability threshold. The best probability threshold should maximize R2, minimize ME and MAE, and identify the number of grain sizes closest to manual measurements. Following these rules, 0.35 is selected as the final probability threshold because R2 reaches maximum (Figure 10a), ME is nearest 0, MAE is at its minimum (Figure 10b), and the number of grains per photo is closest to the manually measured number (Figure 10c). Grains with a YOLO probability less than 0.35 are excluded from the grain size quantification. It is worth mentioning that selecting the probability threshold is a well constrained problem because simultaneously minimizing the ME and identifying the closest number of grains will likely lead to a unique value.

### 4.5 Estimation of photo resolution

How to properly estimate the photo resolution affects not only the accuracy of grain sizes, HBGC parameters, and their compounding uncertainties, but also the efficiency of data collection and post-processing. In general, photo resolution could be estimated
manually or automatically. The manual approach is easy for field implementation, but prone to human error and high data processing costs. In this work, we brought full quadrats and white boards with known sizes into the field, placed them on top of the grains, took photos, manually measured the pixel length of the known scales, and finally obtained the photo resolution, represented by millimeter per pixel (Figure 11a). The manual scale measurement process for 2,121 photos involves 8 person and costs around 200 hours of human labor. Large errors occur due to the unevenness of the quadrats/boards, inaccurate recording of the pixel coordinates from the computer screen, and matching the coordinates to incorrect photo names. To mitigate such errors and reduce costs, an automated scaling approach is desired. Figure 11 illustrates how an automated scaling could be implemented and whether such approaches could be comparable to the manual approach in terms of the resolution and minimum detectable sizes.

It is observed from Figure 11a that the photo resolution clusters at two ranges, i.e., 0.066 – 0.15 and 0.3 – 0.7 mm/pixel (see scale for each photo on Figure 7a and discussion in Section 3.4) and the detectable minimum grain sizes from all photos in groups 3 and 4 vary between 0.82 mm and 21 mm. The typical reference scales for the higher (red star) and lower (blue diamond) photo resolution are visualized in Appendix Figure 13(a,b), respectively. From these figures, we can see that the pixel lengths of the quadrat (white pipes) and strings (red lines) are skewed, which brings errors to resolution estimation and difficulties in manual measurements.

To expedite the photo resolution estimation, a potential way is to train a scale AI model, e.g., model Msc (see details in Sections 2.1 – 2.2), and then use it to measure the pixel sizes of the reference scales automatically. The trained Msc model can detect 10 different scales as mentioned in Section 2.2. However, the accuracy is low for all non-circular shaped reference scales because the YOLO can only use horizontally-placed rectangular boxes (see green line bounding boxes in Appendix Figure 13a,b) to capture the reference scales which could be non-horizontally placed and non-rectangular shape. Interestingly, all the scales with circular shape (e.g., green and blue caps) are accurately detected by the trained scale model at both submerged and dry conditions (Figure 13c,d).

For those photos in group 9 (used for scale AI validation) with green/blue caps, we manually measured the photo resolution and then compared their values with those predicted by the scale AI model as shown in Figure 11b. The result verifies the visual observation in Figure 13c,d and provides an accuracy estimation of such an automated approach. For
the blue caps (3.7 cm diameter): the mean error (ME), mean absolute error (MAE), mean absolute relative error (MARE), minimum relative error, and maximum relative error are 0.0039 mm, 0.0065 mm, 3.2%, -5.3%, and 7.5%, respectively. For the green caps (2.5 cm diameter), their values are -0.0006 mm, 0.002 mm, 1.1%, -2.1%, and 1.4%, respectively. Note that the photo resolution uncertainty from manual estimation varies between ±10% and has an overall MARE of 2.32%. This means the cap-based automated scaling approach has a better overall accuracy and a much smaller uncertainty range than the manual approach. Meanwhile, the automated scaling can provide photo resolution of 0.12 – 0.35 mm/pixel, which is also better than the range obtained in the manual approach. Overall, the cap-based automated scaling approach is an efficient alternative to the manual approach in terms of accuracy and resolution.

Both the manual and automated approaches mentioned above are limited for locations we have site accessibility and working permits where we are able to deploy reference scales and use hand-held cameras. These limitations restrict the spatial scale we can observe. Overcoming such limitations necessitates the use of fast remote sensing techniques, such as drones, and requires an approach to reliably estimate the photo resolution captured by the drone cameras. Here we show that the photo resolution can be estimated based on camera height and camera-specific resolution-height relationships. Figure 11c shows the variation of photo resolution (from manual measurements) with respect to height for 3 smartphones, i.e., iPhone 12, 13, and 14 Pro (see photo taken locations in Section 2.1). These relationships provide an additional way to estimate photo resolution for both hand-held and unmanned devices if height information is available.

4.6 Limitations

Despite the promise of the proposed approach, limitations exist in photo collection, training data preparation, and HBGC empirical formulas. First of all, by using hand-held devices (e.g., smartphones, tablets, and cameras), the maximum spatial scale and the highest photo resolution are limited. In this work, the actual photo area is limited to be 2.81 m² (minimum 0.03 and mean 0.26 m²; see details in data package (Y. Chen et al., 2023)). Such a limitation is mainly caused by how high a user can hold a camera. Also, the highest photo resolution is 0.05 mm/pixel and the minimum detectable grain size by YOLO is 0.45 mm. This means that sediments smaller than medium (0.25 – 0.5 mm) or coarse (0.5 – 1 mm) sands may not be reliably detected. Due to these lim-
itations, a much large number of photos are required in order to fully characterize the stream grain sizes and HBGC at watershed scales. The second limitation is the high labor costs required to prepare the training data. Due to the diversity of natural streams, a large number of labels with high quality are needed for reliable prediction of grain sizes (see effects of insufficient training data in Section 4.3). In this work, we spent around 200 hours to label around 17,000 grains to represent most of the stream conditions. Despite such effort, the trained AI still has 20% – 25% relative error for 2 photos (Figure 4d; Figure 9e; Figure 12(f,r)). More data and improved YOLO algorithms may be needed to better capture very large grains at the boundary of the photos.

Additionally, there are limitations in the empirical formulas for HBGC estimations. Due to the low uncertainty and good agreement with calibrated values (Sections 4.1 – 4.2), the Equations 1 and 6 are likely reliable for estimating Manning coefficient and its uncertainty. For friction factor, though it demonstrates large variations and uncertainty (Sections 3.3 – 3.5), the accuracy of Equation 2 has been comprehensively studied and was recognized as the second best formula for resistance estimation with depth and grain size as inputs (Powell, 2014). The Equation 3 for estimating streambed interstitial velocity magnitude is derived from 17 high-resolution CFD simulations driven by structure-from-motion reconstructed streambeds (Y. Chen et al., 2019, 2021). Though it successfully estimates the most likely magnitude of interstitial velocity (Section 4.1), further simulations or experiments with more streambed conditions may be needed to further evaluate its applicability for diverse streambed conditions, especially the relationship between subsurface permeability and the 5th percentile grain size distribution. For uptake velocity, the hydrogeology-biochemistry interaction efficiency term (ϕ in Equation 4) is fitted based on field measured data and thus its applicability in diverse streambed conditions also requires further evaluation.

### 4.7 Future directions

As discussed in Section 4.6, the scale and resolution are limited by hand-held approaches. A natural solution is to replace hand-held devices with drones. By using drones it is possible to increase the number of photos and videos with much higher temporal resolution (e.g., 4K and 5.4K videos) and also increase spatial scales. This is primarily due to their high speed (e.g., Skydio 2 and DJI could fly up to 15 – 27 m/s). With available high-resolution streambed data from drones and hand-held devices, an important
future direction is to directly integrate photo-derived high-resolution streambed data with pore-resolved surface-subsurface coupled models and use the simulated pressure, exchange velocity, and turbulence data to improve the empirical formulas for HBGC estimations. With both the improved formulas and high-resolution data, a further step is to integrate the photo-derived streambed grain sizes and HBGC parameters into watershed-scale models aimed at predicting hydro-biogeochemical dynamics.

5 Conclusions

This work presents a workflow to extract the quantities, distributions, and uncertainties of streambed grain sizes and hydro-biogeochemistry from photos using YOLO and empirical formulas. The YOLO, an object detection AI model, is firstly trained with 11,977 grain labels from 36 photos representing 9 stream environments, and demonstrates an accuracy of 0.98, 0.98, and 6.65% in terms of the coefficient of determination, the Nash–Sutcliffe efficiency, and mean absolute relative error in predicting the median grain size D50. The model is then used to predict the grain size distributions (GSDs) for 1,999 photos collected at 66 sites in the Yakima River Basin. Three characteristic grain sizes, including the 5th, 50th, and 84th percentiles of GSDs, are subsequently calculated and used to estimate key hydro-biogeochemical parameters, including Manning coefficient, Darcy-Weisbach friction factor, interstitial velocity magnitude, and nitrate uptake velocity.

From the data, the characteristic grain sizes, Manning coefficient, friction factor, interstitial velocity magnitude, and uptake velocity are found to follow log-normal, normal, positively skewed, near log-normal, and negatively skewed distributions, respectively. Their most likely values, i.e., the mode of the distributions, are 6.63 cm (for D50), 0.0339 m·s$^{-1/3}$, 0.18, 0.07 m/day, and 1.2 m/day, respectively. And their average uncertainty or variability are reported as 7.33% (for D50), 1.85%, 15.65%, 24.06%, and 13.88%, respectively. The major sources of uncertainties in grain sizes and hydro-biogeochemical parameters are also identified. Specifically, the accuracy of YOLO is the main factor controlling grain size uncertainty. Both YOLO accuracy and stream depth control friction factor uncertainty. The interstitial velocity magnitude uncertainty is determined by both velocity uncertainty and YOLO accuracy. For the uptake velocity uncertainty, it is controlled by uncertainties in velocity, depth, and YOLO accuracy in shallow streams, while controlled by velocity and nitrate concentration uncertainties in deep rivers.
Further analyses of the effects of training data size on YOLO accuracy show that training data with an insufficient number of photos and stream environment types can cause considerable errors in extracting grain size distributions and the statistics of characteristic grain sizes. The selection of a proper class probability threshold is important for avoiding missing or incorrectly selecting individual grains as desired. The photo resolution analyses demonstrate that the integration of circular caps with an AI model can provide an automated scaling approach better than the manual approach in terms of the accuracy and resolution. We also identified the limitations in photo resolution and spatial scale using hand-held cameras, the high labor costs in training data preparation, and the necessity to further improve the empirical formulas for hydro-biogeochemistry estimations. These limitations may be addressed in future research by integrating drone-derived high-resolution streambed data with pore-scale models, and incorporating photo-derived grain sizes and hydro-biogeochemistry parameters to watershed-scale models.
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Appendix

Derivations of uncertainty propagation equations

As mentioned in Section 2.5, uncertainties occur in YOLO-predicted pixel grain sizes ($D_{xp}$), photo scale measurement ($SC$), and measurements for water depth ($H$), velocity ($U$), and nitrate concentration ($[NO_3^-]$). These uncertainties can further propagate to real grain sizes ($D_x$) and HBGC parameters such as Manning coefficient ($n$), friction factor ($f$), interstitial velocity magnitude ($\sigma_w$), and nitrate uptake velocity ($u_f$).

All these uncertainty can be quantified by the ratio of the absolute uncertainty of these quantities to their representative values, for example, manually measured grain sizes and scales, spatial and/or temporal average of depth and velocity, and direct measurement of nitrate concentrations. If denoting the input parameters and subsequently derived grain sizes/HBGC parameters as $x_i$ ($i = 1, 2, ...$) and $y_j$ ($j = 1, 2, ...$), then the absolute uncertainty can be quantified by $\delta x_i$ and $\delta y_j$ and the relative uncertainty can be calculated as $r_{x_i} = |\delta x_i|/x_i$ and $r_{y_j} = |\delta y_j|/y_j$, respectively. Statistically, such relative uncertainty can be mean absolute relative error (MARE), root-mean-square of the relative error (RMSRE), and the standard deviation of the relative error (STDRE). Here we choose MARE as the reporting metric, however, it can be easily replaced by RMSRE and STDRE.

In general, the target $y_j$ is a function of the input parameters $x_i$, which has the form of $y_j = F_j(x_1, ..., x_i, ..., x_n)$. Based on the multi-variable chain rule and the error propagation law (Ku, 1966), the uncertainty of $y_j$ can be computed through Equation 12.

$$\begin{align*}
r_{y_j}^2 &= \left(\frac{\delta y_j}{y_j}\right)^2 = y_j^{-2} \left[ \sum_{i=1}^{n} \left( \frac{\partial F_j}{\partial x_i} \right)^2 (\delta x_i)^2 + \sum_{i=1}^{n} \sum_{k=1, k \neq i}^{n} \frac{\partial F_j}{\partial x_i} \frac{\partial F_j}{\partial x_k} (\delta x_i) (\delta x_k) \right] 
&= y_j^{-2} \sum_{i=1}^{n} \left( \frac{\partial F_j}{\partial x_i} \right)^2 (\delta x_i)^2 + \sum_{i=1}^{n} \sum_{k=1, k \neq i}^{n} \frac{\partial F_j}{\partial x_i} \frac{\partial F_j}{\partial x_k} (\delta x_i) (\delta x_k) 
\end{align*}$$

(12)

The last term in Equation 12 represents the correlation among input variable uncertainty and could be assumed as 0 if the uncertainty of input variables are independent to each other. With such an assumption, Equation 12 can be rewritten as Equation 13.

$$\begin{align*}
r_{y_j}^2 &= y_j^{-2} \sum_{i=1}^{n} \left( \frac{\partial F_j}{\partial x_i} \right)^2 (\delta x_i)^2 = y_j^{-2} \sum_{i=1}^{n} \left( \frac{\partial F_j}{\partial x_i} \right)^2 \frac{x_i^2}{y_j^2} x_j^2 / y_j^2 = y_j^{-2} \sum_{i=1}^{n} \left( \frac{\partial F_j}{\partial x_i} \right)^2 x_i^2 = \sqrt{\sum_{i=1}^{n} s_{x_i}^2 r_{x_i}^2} 
\end{align*}$$

(13)

where $\frac{\partial F_j}{\partial x_i}$ is the uncertainty propagation scale of $y_j$ to input $x_i$, and is denoted by $s_{x_i}$ for convenience. With such a general form of uncertainty propagation equation, we apply it for real grain size $D_x$ and the four HBGC parameters in Equations 1 – 4.

For $D_x$, it depends on two independent variables $D_{xp}$ and $SC$. Its uncertainty propagation scales are both 1 for $D_{xp}$ and $SC$, which results in Equation 5. For Manning co-
efficient, it depends on only one variable and its propagation scale is 1/6. For friction factor, if denoting \( H/D_{84} \) by \( H_{D84} \), then Equation 2 becomes a single variable function of \( H_{D84} \). Its uncertainty can be calculated by \( r_f = |s_{H_{D84}}| r_{H_{D84}} \) with \( |s_{H_{D84}}| \) represented by Equation 14.

\[
|s_{H_{D84}}| = \left| \frac{\partial f}{\partial H_{D84}} \right| = \frac{6c_1^2 + c_2^2 H_{D84}^5}{3c_1^3 + 3c_2^2 H_{D84}^{5/3}} = 2 - \frac{5}{3} \frac{c_2^2 H_{D84}^{5/3}}{c_1^3 + c_2^2 H_{D84}^{5/3}} = 2 - \frac{5}{3} \frac{c_2^2 H_{D84}^{5/3} + 1}{c_1^3 + c_2^2 H_{D84}^{5/3}}
\]

(14)

For the uncertainty term \( r_{H_{D84}} \), because \( H_{D84} = H/D_{84} \), its uncertainty propagation scales for \( H \) and \( D_{84} \) are both 1, therefore, \( r_{H_{D84}} = \sqrt{r_H + r_{D_{84}}} \). Such an equation together with Equation 14 leads to Equation 7.

For interstitial velocity magnitude (Equation 3), both \( D_5 \) and \( D_{50} \) are used as inputs. However, these two variables are not independent. To avoid using both sizes as inputs, we use a simplified \( D_5 \) relationship, \( D_5 = 0.23D_{50} \) (fitted from data; see Section 3.2 and Figure 5d), to replace the YOLO-derived \( D_5 \) for uncertainty quantification purpose. With such an simplification, Equation 3 is converted to Equation 15.

\[
\sigma_w = \frac{0.23^2 c_3 c_5}{2\nu} U^2 D_{50}^{1-c_4} H^{c_4}
\]

(15)

The uncertainty propagation scales of Equation 15 with respect to inputs \( U, D_{50}, \) and \( H \) were computed as 2, \((1-c_4)\), and \( c_4 \), respectively. Combining these scales and the uncertainty of input parameters will lead to Equation 8.

For nitrate uptake velocity, we rewrite Equation 4 in the form of Equation 16 to utilizing the uncertainty equation for friction factor. If we assume no correlation among the three inputs, then the uncertainty propagation scales of \( u_f \) with respect to \( U, f, \) and \([NO_3^-]\) are 1, 1/2, and \( c_7 \), respectively. Combining these scales and the uncertainty of input parameters leads to Equation 9.

\[
u_f = \frac{0.175 c_6}{\sqrt{8}} U f^{1/2} [NO_3^-]^{c_7}
\]

(16)
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Figure captions

Figure 1. The locations, site-average median grain sizes, and labels of photos used for AI training/validation/testing (a), prediction (b), scaling sensitivity and accuracy purposes (c), as well as the number of photos at each site (d). The site locations of group 1 (green circles) are invisible due to too close to group 0 and 2. Their locations are described with a character “V” following the site names in (a).

Figure 2. The labels of individual grains (a – i) and scales (j – o) in representative river corridor environments.

Figure 3. The sketch of the YOLO version 5 network. Modified from Ultralytics (2020).

Figure 4. The convergence history of YOLO training (a) and the accuracy of YOLO predicted grain size distribution (b), median grain size D50 (c) as well as the relative error of D50 prediction (d). NSE in (a) is Nash–Sutcliffe efficiency.

Figure 5. The probability density distributions of D50 (a), D5 (b), D84 (c), and the relationship between D5/D84 and D50 (d).

Figure 6. The probability density distribution of Manning coefficient (a), Darcy-weisbach friction factor (b), fluctuation magnitude of vertical exchange flux (c), and total nitrate uptake velocity attributed to microbes and turbulence mass transfer (d).
Figure 7. The in-site variations (blue cross dots), site average values (horizontal black lines), and estimated relative variations (yellow dot lines) of photo resolution (a), log2-transformed D50 (b), log2-transformed D84 (c), log2-transformed D5 (d), and water depth (e) for 32 sites. The site name is reordered in an alphabetical order for convenience. The nearest region to the right of site name represents the data within the site. The site-average value in (b), (c), and (d) are first averaged over the actual data and then log2-transformed.

Figure 8. The in-site variations (blue cross dots), site average values (horizontal black lines), and estimated relative variations (red dot lines) for Manning’s coefficient (a), log10-transformed friction factor (b), log10-transformed streambed interstitial velocity magnitude (c), and streambed nitrate uptake velocity (d). The site-average value in (b) and (c) are first averaged over the actual data and then log10-transformed.

Figure 9. The effects on training photo number on YOLO precision (a), individual grain size distributions (b,c), median grain size (d) and relative error (e) of testing photos, as well as the prediction of median grain size of prediction photos (f). M0a, M0b, and M0c represent models trained with 11, 21, and 36 photos.

Figure 10. The effects of probability threshold on model performance metrics R2 (a), mean and mean absolute error (b), and the average number of grains detected by the model (c.)

Figure 11. The values of photo resolution and associated detected minimum grain sizes using square quadrats and manual measurements of resolution (a), the comparison of automatically predicted photo resolution to the manually measured values using circular caps (b), and the relationship between photo resolution and camera height (c).

Figure 12. The comparison of grain size distribution between YOLO (M0c) prediction and manual measurements for 20 testing photos.

Figure 13. The typical scales and YOLO (Msc) predicted scales for the full quadrat (a), 1/4 of the quadart (b), green and blue caps in flowing water (c), and blue cap in dry bed (d).