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Abstract
Fractures are frequently encountered in reservoirs used for geothermal heat extraction, CO2 storage, and other subsurface applications. Their significant impact on flow and transport requires accurate characterisation for performance estimation and risk assessment. However, fractures, and particularly their apertures, are usually associated with large uncertainties. Data assimilation (or history matching) is a well-established tool for reducing uncertainty and improving simulation results. In recent years, ensemble-based methods like the ensemble smoother with multiple data assimilation (ESMDA) have gained popularity. A key aspect of those methods is a well-constructed prior ensemble that accurately reflects available knowledge. Here, we consider a geological scenario where fracture opening is primarily created by shearing and assume a known fracture geometry. Generating prior realisations of aperture with geomechanical simulators might become computationally prohibitive, while purely stochastic approaches might not incorporate all available geological knowledge. We therefore introduce the far-field stress approximation (FFSA), a proxy model in which this stress is projected onto the fracture planes and shear displacement is approximated with linear elastic theory. We thereby compensate for modelling errors by introducing additional uncertainty in the underlying model parameters. The FFSA efficiently generates reasonable prior realisations at low computational costs. The resulting posterior ensemble obtained from our ESMDA framework matches the flow and transport behaviour of the synthetic reference at measurement locations and improves the estimation of the fracture apertures. These results markedly outperform those obtained from prior ensembles based on two naïve stochastic approaches, thus underlining the importance of accurate prior modelling.

Plain Language Summary
Fractures are often present in subsurface reservoirs, but detecting and characterising them can be challenging. Understanding their location, size, and aperture (i.e., their opening) is crucial for predicting heat production in geothermal reservoirs or preventing leaks during CO2 storage. This study focuses on the fracture apertures as an unknown quantity. We use ensemble-based data assimilation, which involves running numerous simulations with varying parameter values, to get a more complete and accurate understanding of the system, particularly of the fracture apertures. We simulate tracer tests (i.e., injecting fluid with a tracer into the reservoir) using different aperture values and investigate how the initial guess for the aperture values impacts the results. Generating those initial aperture values with geomechanical simulations is accurate but can be computationally expensive. As a fast and reasonably accurate alternative, we use the far-field stress approximation (FFSA), which approximates the costly aspects of the geomechanical simulation. Initial guesses of the aperture values from FFSA outperform the ones from naïve stochastic approaches in our framework, leading to better aperture estimation at lower computational costs. This helps us to accurately model and predict the behaviour of fractures in subsurface reservoirs, contributing to more effective and reliable energy and environmental solutions.

1 Introduction
Proper reservoir characterisation is crucial to accurately model flow and transport, evaluate performance and assess risks in subsurface applications. These applications include geothermal energy extraction (Pruess, 2002; Kumagai et al., 2004; Häring et al., 2008; Amann et al., 2018), geological carbon sequestration (Lu et al., 2013; Bui et al., 2018; Shao et al., 2021), groundwater flow (Flury et al., 1994; Bear & Cheng, 2010), oil and gas reservoirs (Parker, 1989; Ahr, 2008), and nuclear waste disposal (Tsang et al., 2015). Many of these reservoirs contain pre-existing natural fractures or fractures created during construction and operation, which can significantly impact flow and trans-
port (Matthäi & Belayneh, 2004; Geiger et al., 2004; Johnston et al., 2005; Geiger et al., 2010). The extent of their influence depends on fracture parameters such as length, orientation, apertures, location, connectivity, and density. As an example, highly conductive and interconnected fractures can serve as shortcuts for the flow, causing early breakthrough, while small and isolated fractures may have little effect on flow and transport. Precisely estimating these fracture parameters is thus essential.

However, direct measurement of fracture parameters is usually difficult. Several established techniques exist that detect and characterise fractures in the vicinity of boreholes, such as image logging, core analysis or spinner logs (Genter et al., 1997; Prensky, 1999; Al-Dhafeeri & Nasr-El-Din, 2007; Ali et al., 2021). However, boreholes are typically sparse and the space between them is not covered by those methods. Measuring seismic anisotropy on the other hand provides statistical or average information about fractures in the whole reservoir, but only the fracture orientation, density, and, to some extent, length distribution can be deduced, while the apertures and exact geometry of fractures remain unknown (E. Liu & Martinez, 2012). Outcrops show concrete realisations of the fracture geometry, albeit only at the earth’s surface. They serve as analogues from which statistical information about the fracture geometry in the subsurface reservoir can be inferred (Casini et al., 2016; Gutmanis et al., 2018). Geostatistical tools such as variograms and (co)kriging analyse and predict distributions of spatially correlated subsurface properties (Chiles & Delfiner, 2012). As a consequence, the fracture parameters, in particular the fracture apertures, are often subject to a high level of uncertainty.

It is therefore necessary to reduce the uncertainty in the fracture parameters for accurate flow and transport modelling in fractured reservoirs. Data assimilation (DA) or history matching is a common tool for reducing uncertainties in model parameters and subsequently improving simulation results by incorporating measurement data. In subsurface applications, often flow and transport measurements from well tests or dynamic production data are used. Popular DA methods include variational data assimilation based on the adjoint method, ensemble-based methods such as the ensemble Kalman filter (EnKF) or particle filter, and hybrid forms thereof (for a review see e.g. Asch et al., 2016; Bannister, 2017; Carrassi et al., 2018; Evensen et al., 2022). The EnKF, introduced by Evensen (1994), is an ensemble approximation of the original Kalman filter (Kalman, 1960) and does not require linearised or adjoint versions of the model or the observation operator. There exists a wide variety of EnKF versions, for a review see e.g. Houtekamer and Zhang (2016), Keller et al. (2018), or Evensen et al. (2022). While the classical EnKF updates the model parameter whenever new measurements are available, ensemble smoothers (ES) collect all measurements in space and time and perform updates only at the end of simulations (van Leeuwen & Evensen, 1996; Skjervheim et al., 2011). This simplifies the implementation as the reservoir simulator does not need to be interrupted. Iterative versions of the ES, such as the ensemble randomised maximum likelihood method (EnRML) (Chen & Oliver, 2012, 2013) or the ensemble smoother with multiple data assimilation (ESMDA) (A. A. Emerick & Reynolds, 2013), were developed for weakly to modestly non-linear systems and have gained popularity in recent years.

Several studies have applied DA to fracture apertures. Some studies assume an identical and known aperture value for all fractures and focus on reducing the uncertainty in other fracture parameters (Ping et al., 2017; Chai et al., 2018; Yao et al., 2018). However, it is known that fracture apertures vary considerably throughout the domain (C. A. Barton et al., 1995; Baghbanan & Jing, 2008; N. Barton & Quadros, 2015; X. Zhang et al., 2021). Other studies have used relatively simple, unconditional distributions to model the apertures (Zhe et al., 2016; Liem & Jenny, 2020; Q. Liu et al., 2022) or set them proportional to the fracture length (K. Zhang et al., 2021). However, these models may not accurately represent the complex relationship between aperture values and stress state, displacement history and fracture parameters such as orientation, length, and surface roughness. In Seabra et al. (2023), those complex relations are included, albeit without
shear displacement. They calculate fracture apertures as a function of effective normal stress obtained from a geomechanical simulation and subsequently reduce the uncertainty in the global model parameters with DA. In Wu et al. (2021), the authors follow an altogether different approach and model aperture variations within the fracture plane of a single fracture.

The performance of ensemble-based DA strongly depends on the quality of the prior ensemble. In the above-mentioned studies, typically either the number of fractures is small or when a moderate number of fractures is used, the apertures only depend on a few underlying uncertain parameters. Ensemble-based DA usually performs well under such conditions; however, it becomes more challenging when considering a large number of fractures each with an individual aperture. The ensemble size is usually limited by computational resources and therefore the prior distribution is likely undersampled. This restricts the solution space as the posterior ensemble is a linear combination of the prior ensemble (Evensen, 2003) and can lead to spurious correlations. Those issues are by no means unique to DA in fractured reservoirs, but they arise in any other application where a huge number of parameters is represented by a limited ensemble size, such as in meteorology, oceanography, or groundwater flows. A common strategy is to apply localization and inflation methods in the update step (e.g. Anderson & Anderson, 1999; Houtekamer & Mitchell, 2001; Chen & Oliver, 2010; A. Emerick & Reynolds, 2011; Luo & Bhakta, 2020; Evensen et al., 2022).

In this work, we pursue a different (and possibly complementary) approach to improving the prior ensemble by incorporating additional physical knowledge. We thereby consider a situation where the fracture apertures are predominantly created by shearing driven by the tectonic far-field stresses. Toolkits with geomechanical capabilities such as ABAQUS (Smith, 2009; Agheshlui et al., 2018), COMSOL (Multiphysics, 2013), DARTS (Y. Wang et al., 2020; Boersma et al., 2021), ICGT (Thomas et al., 2020; Paluszny et al., 2020), MRST (Ucar et al., 2018; Lie & Møyner, 2021), OpenCSMP (Pezzulli et al., 2022a, 2022b), or XFVM (Deb & Jenny, 2017a, 2017b) can been used to calculate shear displacement and fracture apertures for this scenario. However, it might be computationally expensive to generate a whole ensemble of realisations that are needed as priors for a DA framework, especially when considering a decent number of fractures. A purely stochastic approach on the other hand is unlikely to include all available physical knowledge and cannot represent the complex relationship between apertures and other modal parameters.

We therefore look for a method that produces physically meaningful prior realisations at little computational cost. For this, we build upon existing proxy models (Milliotte et al., 2018; Agheshlui et al., 2019; J. Wang et al., 2023) and propose a method based on far-field stress approximation (FFSA). FFSA projects the tectonic far-field stresses onto the fracture planes and estimates the shear displacements based on linear elastic theory. Thus, we do not need to solve differential equations, which makes the method computationally attractive. We account for the errors introduced by those approximations by additional uncertainty in a model parameter. We combine the FFSA with the constitutive relations of Barton and Bandis (N. Barton & Choubey, 1977; N. Barton, 1982; Bandis et al., 1983; N. Barton et al., 1985; Lei & Barton, 2022) and integrate it into our ESMDA framework. We use flow and transport data to improve the estimation of the fracture apertures. While a preliminary version of this approach has already been published (Liem et al., 2022), this work refines and extends the method and presents more extensive and impactful results. In particular, we obtain the synthetic reference flow and transport data from a realisation generated with a geomechanical reservoir simulator, and we compare the performance of our DA framework when using prior ensembles generated with the FFSA to two stochastically generated prior ensembles.

This paper is organised as follows: Section 2 introduces our data assimilation framework including the FFSA for generating prior ensembles. In Section 3, we discuss the
fracture geometry, and in Section 4, the model parameters, some of which are assumed to be uncertain. The results of this study, which are presented in Section 5 and discussed in depth in Section 6, show that reasonable prior ensemble realisations can be obtained with FFSA. Ensembles generated with FFSA outperform the ones from two naïve stochastic approaches in our DA framework.

2 Method

In this work, we consider a geological scenario that consists of two phases. In Phase 1, the fracture apertures are generated. We study a thin layer of fractured rock embedded between two impermeable and rigid layers. All fractures are present from the beginning, and we do not consider any fracture propagation. The fractures are initially closed and there is no history of tectonic folding, uplifting, or cooling. We apply a tectonic far-field stress and steadily increase the fluid pressure within the fractures. As the effective normal stress decreases, some fractures begin to slip and consequently dilate due to asperities on the fracture surface. As a result, the apertures vary considerably from fracture to fracture. Due to numerous sources of uncertainty, e.g. in the stress state, rock properties or fracture roughness, the fracture apertures cannot be calculated deterministically but are also associated with some uncertainty. In Phase 2, we perform a tracer test to characterise the reservoir, while we assume that the fluid injection does not affect the fracture apertures. We use an iterative ensemble-based data assimilation (DA) framework (Figure 1) to history match the fracture apertures and obtain a posterior aperture estimate with reduced uncertainty. In the following, the individual building blocks of the DA framework are explained in detail.

![Figure 1. Iterative data assimilation framework used in this work](image-url)
2.1 Prior Ensemble of Apertures with Far-Field Stress Approximation (FFSA)

Here, we present a simple and fast method for estimating fracture apertures that can be used to generate a reasonable prior ensemble with little computational cost. We approximate the stress state at the fractures from the far-field stress using Cauchy’s equations

\begin{align*}
\sigma_n &= \sigma_H \cos^2 \theta + \sigma_h \sin^2 \theta \quad \text{and} \\
\sigma_s &= (\sigma_h - \sigma_H) \sin \theta \cos \theta
\end{align*}

(1) (2)

where \( \sigma_H \) and \( \sigma_h \) are the maximum and minimum principal horizontal stresses and \( \theta \) is the angle between \( \sigma_H \) and the fracture normal (Figure 2). Those equations are only valid for a virtual plane in an intact material, as is the case when all fractures are closed and shear stress is fully transmitted over the fractures. They ignore fracture interactions and hence only provide approximate solutions when shear displacement or tensile opening occurs in other fractures.

![Figure 2. Projection of principal horizontal far-field stresses, \( \sigma_H \) and \( \sigma_h \), onto a fracture](image)

A fracture begins to slip when shear stress exceeds shear strength, i.e. when \( |\sigma_s| > \tau_{\text{max}} \).

The shear strength according to Coulomb’s friction law is

\[ \tau_{\text{max}} = \begin{cases} 
\sigma_{\text{eff}} \cdot \tan(\phi'), & \sigma_{\text{eff}} > 0 \\
0, & \text{otherwise}
\end{cases} \]

(3)

where \( \sigma_{\text{eff}} = \sigma_n - p_f \) is the effective normal stress, \( \phi' \) the friction angle, and \( p_f \) the fluid pressure. As the fracture slips, the shear stress relaxes until the arrest criterium

\[ |\sigma_s| \leq \tau_{\text{max}} \]

(4)

is satisfied. We approximate the decrease \( \Delta \sigma_s \) in shear stress for an increment \( \Delta \delta_s \) of shear displacement with linear elastic theory (Eshelby & Peierls, 1957; Chinnery, 1969; Willis-Richards et al., 1996; Rahman et al., 2002), i.e., we assume

\[ \frac{\Delta \sigma_s}{G} = C_g \frac{\Delta \delta_s}{L} \]

(5)

where \( G \) is the shear modulus of the surrounding material, \( L \) the fracture length and \( C_g \) a proportionality factor. This then allows us to calculate the total shear displacement
\[ \delta_s \text{ of a fracture. The amount of shear dilation } \delta_d \text{ is then obtained by integrating the tangent of the dilation angle } \phi_d \text{ over shear displacement, i.e.,} \]
\[ d\delta_d = d\delta_s \tan (\phi_d) \rightarrow \delta_d = \int_0^{\delta_s} \tan (\phi_d) \, d\delta_s \, . \quad (6) \]

In this work, we use the constitutive model of Barton and Bandis (N. Barton & Choubey, 1977; N. Barton, 1982; Bandis et al., 1983; N. Barton et al., 1985; Lei & Barton, 2022) to calculate friction and dilation angles (Appendix A1). In this empirical model, these angles are algebraic functions of the shear displacement. They reach a peak value for a certain shear displacement and then decrease for larger displacements. Thus, Equations (3) to (5) form a non-linear system of equations. The fracture aperture
\[ a = a_0 - \delta_n + \delta_d \quad (7) \]
is a combination of an initial fracture aperture \( a_0 \), closure due to normal stress \( \delta_n \) and shear dilation \( \delta_d \). In this work, we do not consider tensile opening and set the hydraulic aperture equal to the mechanical aperture.

### 2.2 Geomechanical Reference Realisation of Apertures with XFVM

To generate an accurate reference of the aperture field, we need a proper geomechanical simulator. To this end, we employ an implementation of the extended finite volume method (XFVM), an embedded discrete fracture method that includes lower-dimensional fracture manifolds in Cartesian grids (Deb & Jenny, 2017a, 2017b). In 2D, each fracture is divided into line segments, where each segment has one degree of freedom for shear slip, resulting in piecewise constant displacements along the fractures. Linear elasticity of the rock is assumed, the force balance is solved in an integral manner, and we use Coulomb’s friction law (Equation (3)) as a slip criterion. The displacement field is approximated by continuous basis functions at the grid points and discontinuous basis functions to represent fracture manifolds. These special discontinuous basis functions ensure that the displacement gradient is continuous across the manifold, allowing the calculation of shear stress on the fracture without additional constraints. We then solve the system of linear equations for the displacement at the grid points and the shear slip of the segments. As in our approach with FFSA, we calculate shear dilation with the constitutive model of Barton and Bandis described in Appendix A1. To this end, we adjust the dilation angle \( \phi_d \) at each time step to account for changes in roughness while the shear dilation is coupled to the stresses and hence accounted for in the force balance, as described in Conti et al. (2023). The fracture aperture of each segment is obtained from Equation (7), where the initial aperture and normal closure are added in a post-processing step.

### 2.3 Flow and Transport Computation based on OpenCSMP

As a reservoir simulator, we use the Complex Systems Modelling Platform (OpenCSMP) (Geiger et al., 2004; Matthäi et al., 2007), a finite element – finite volume framework. It offers a wide range of functionality to calculate flow and transport processes with a focus on fractured porous media. In this work, we consider tracer transport by a steady-state velocity field. We calculate the volumetric flow field \( \mathbf{q} \) of a single-phase fluid with dynamic viscosity \( \mu \) through a porous medium with permeability \( k \) from Darcy’s law
\[ \mathbf{q} = -\frac{k}{\mu} \nabla p \quad (8) \]
and the continuity equation \( \nabla \cdot \mathbf{q} = \dot{q}_{\text{source}} \), which can be combined and result in the elliptic pressure equation
\[ \nabla \cdot \left( \frac{k}{\mu} \nabla p \right) + \dot{q}_{\text{source}} = 0 \, . \quad (9) \]
Here, $p$ is the steady-state pressure and $\dot{q}_{\text{source}}$ is the source term which is positive for fluid injection and negative for extraction. At time $t_0$, we start injecting a passive tracer which follows the flow field perfectly. The tracer does not alter the flow field and we neglect diffusion. We calculate the evolution of this tracer with the hyperbolic scalar transport equation

$$\phi \frac{\partial c}{\partial t} + \mathbf{q} \cdot \nabla c - \dot{q}_{\text{source}} c_{\text{source}} = 0 ,$$

where $c$ is the tracer concentration and $\phi$ the porosity. We solve tracer transport with a first-order version of discrete event simulation (DES) (Shao et al., 2019), a totally asynchronous local time stepping scheme.

### 2.4 Data Assimilation with ESMDA

In this work, we use the ensemble smoother with multiple data assimilation (ESMDA) proposed by A. A. Emerick and Reynolds (2013). As an ensemble smoother, the ESMDA collects all measurements in time and space in one vector and performs a Kalman update once the reservoir simulation is completed. The ESMDA alternately performs update steps with the same reference measurements and reruns the reservoir simulator with the updated parameters (Figure 1). Those iterations are necessary due to the non-linear reservoir simulator.

We create a prior ensemble $x_{i}^{\text{prior}}$ of $N_E$ realisations with FFSA and one reference realisation $x_{i}^{\text{ref}}$ with XFVM. In this work, the parameter vector of a certain realisation $i$,

$$x_i = [\log_{10}(a_i^1), \log_{10}(a_i^2), \ldots, \log_{10}(a_i^N)]^T ,$$

contains the logarithms of the aperture values of all $N$ fractures. We run a reservoir simulator developed on the basis of OpenCSMP for each realisation to obtain the corresponding measurement vector $y_i$, which consists of pressure values, volume flow rates and tracer arrival times.

We then get an updated posterior estimation of the fracture apertures with reduced uncertainty by combining the prior knowledge about the model parameter with the uncertainty in the measurements. We thereby integrate the stochastic EnKF of Algorithm 6.3 in Asch et al. (2016) into the ESMDA as described in Liem et al. (2022). The update or analysis step of a standard stochastic EnKF is

$$x_i^a = x_i^f + K (y^{\text{ref}} - (y_i + u_i)) \quad \text{with} \quad u_i \sim \mathcal{N}(0, R) ,$$

where the superscripts $f$ and $a$ denote parameter vectors before and after the update step and the sets of all $x_i^f$ and $x_i^a$ are called prior and posterior ensembles, respectively. $R$ is the measurement error covariance matrix and following van Leeuwen (2020) we apply the perturbations $u_i$ to the ensemble measurements. In order to ensure consistency, the measurement error covariance matrix must be inflated accordingly. This and the calculation of the Kalman gain $K$ are explained in Appendix A2.

### 3 Fracture Geometry

This study uses a realistic fracture geometry with $N = 4051$ individual fractures (Figure 3a) identical to the one in Liem et al. (2022), except for minor changes in the classification of segments into individual fractures. The geometry was mapped by Odling (1997) from aerial photography of the Hornelen basin in western Norway. The mapped region extends over an area of $720 \times 720$ m, with aerial photos taken from a height of 370 m. The smallest observable features were 30 cm wide depressions filled with soil, grass or water. More fractures became visible at smaller observation heights; thus, the geometry shown in Figure 3a represents merely a subset of the total fractures present.
The fracture geometry has approximately a log-normal distribution of fracture length (Figure 3b) and a bi-modal distribution of fracture orientation with the most prominent peak at around 40° (Figure 3c). The Hornelen basin is filled with fractured Devonian-age Old Red Sandstone (e.g. Torsvik et al., 1988) with a very low permeability. The fracture apertures observed at the surface are not representative of the ones at reservoir depth, as stress conditions are markedly different. Therefore, we rely on a geomechanical simulator to calculate the reference apertures.

Figure 3. Fracture trace map of Hornelen basin outcrop (a) and histogram of logarithm of fracture length (b) and fracture orientation (c). The line in (b) shows a log-normal distribution with same mean and standard deviation. The fracture geometry was mapped by Odling (1997) and digitalised and discretised by Azizmohammadi and Matthäi (2017). Figure adapted from Liem et al. (2022).

4 Simulation Setup

The thin horizontal layer of fractured rock is embedded between two rigid and impermeable layers with fractures perpendicular to bedding. These assumptions enable us to approximate the model as 2D. We approximate the fractures by straight lines for the mechanical simulations (i.e. XFVM and FFSA). For the XFVM reference, we use a grid spacing of 2 m, resulting in roughly 46000 fracture segments.

4.1 Uncertain Model Parameters

While we assume that we know the fracture geometry exactly, other geomechanical model parameters of Phase 1 are associated with some uncertainty (Table 1). We distinguish parameters that are equal for all fractures within one realisation and sampled therefore only once per realisation (indicated with target ‘R’) and parameters that are different for each fracture within each realisation (target ‘F’). Consequently, the total number of sampled model parameters per realisation is $8 + 5N = 20263$. In the following, we discuss the parameters and their uncertainty in more detail.

We model a burial depth of the fractured reservoir of 1500 m, corresponding to an overburden stress $\sigma_v$ of approximately 32 MPa based on an average rock density of around $2.2 \text{g/cm}^3$. We assume a normal faulting regime (i.e. $\sigma_v > \sigma_H > \sigma_h$) and set the min-
Table 1. Uncertain geomechanical model parameters. We use scaled beta distributions defined by mean $\mu$, standard deviation $\sigma$ and [upper bound, lower bound]. For generating the prior ensemble with FFSA, we sample parameters with target ‘R’ only once per realisation and those with target ‘F’ for every fracture individually. The last column lists the input parameters for the reference simulation with XFVM.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>Bounds</th>
<th>Target</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>degree</td>
<td>0</td>
<td>5</td>
<td>[-15, 15]</td>
<td>R</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma_H$</td>
<td>MPa</td>
<td>30</td>
<td>0.6</td>
<td>[28, 32]</td>
<td>R</td>
<td>29.7</td>
</tr>
<tr>
<td>$\sigma_h$</td>
<td>MPa</td>
<td>23</td>
<td>0.3</td>
<td>[22, 24]</td>
<td>R</td>
<td>23.3</td>
</tr>
<tr>
<td>$p_f$</td>
<td>MPa</td>
<td>21.5</td>
<td>0.15</td>
<td>[21, 22]</td>
<td>R</td>
<td>21.8</td>
</tr>
<tr>
<td>$\phi_r$</td>
<td>degree</td>
<td>25</td>
<td>1</td>
<td>[22, 28]</td>
<td>R</td>
<td>25</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>MPa</td>
<td>70</td>
<td>3</td>
<td>[61, 79]</td>
<td>R</td>
<td>70</td>
</tr>
<tr>
<td>$E$</td>
<td>MPa</td>
<td>5000</td>
<td>500</td>
<td>[3500, 6500]</td>
<td>R</td>
<td>5000</td>
</tr>
<tr>
<td>$\nu$</td>
<td>–</td>
<td>0.25</td>
<td>0.0075</td>
<td>[0.2275, 0.2725]</td>
<td>R</td>
<td>0.25</td>
</tr>
<tr>
<td>$JRC_{small}$</td>
<td>–</td>
<td>6</td>
<td>1</td>
<td>[2, 10]</td>
<td>F</td>
<td>sampled</td>
</tr>
<tr>
<td>$JRC_{large}$</td>
<td>–</td>
<td>2</td>
<td>0.6</td>
<td>[0, 4]</td>
<td>F</td>
<td>sampled</td>
</tr>
<tr>
<td>$K_{ni}$</td>
<td>MPa/mm</td>
<td>20</td>
<td>5</td>
<td>[10, 30]</td>
<td>F</td>
<td>sampled</td>
</tr>
<tr>
<td>$v_{rel}^m$</td>
<td>–</td>
<td>0.5</td>
<td>0.125</td>
<td>[0.25, 0.75]</td>
<td>F</td>
<td>sampled</td>
</tr>
<tr>
<td>$C_g$</td>
<td>–</td>
<td>1</td>
<td>0.1</td>
<td>[0.7, 1.3]</td>
<td>F</td>
<td>–</td>
</tr>
</tbody>
</table>

The friction of the fracture planes plays a crucial role and represents a significant source of uncertainty. Two parameters describe friction in our constitutive model (Appendix A1). The residual friction angle $\phi_r$ is a material property and describes friction of a planar rock surface. The joint roughness coefficient $JRC$, on the other hand, describes the increase of friction due to surface roughness which differs from fracture to fracture. In this work, we consider surface roughness at two different length scales: small-scale roughness at the level of the asperities (e.g. Pollard & Aydin, 1988) as described by the original Barton and Bandis model and modelled here with $JRC_{small}$, and an additional roughness compensating for idealising fractures as straight lines in our model. We calculate the combined joint roughness coefficient as

$$JRC = JRC_{small} + JRC_{large} \cdot \log_{10}(L),$$  \hspace{1cm} (13)  

where the fracture length $L$ is in meters.
Additional fracture parameters in the Barton and Bandis model (Appendix A1) include the initial normal stiffness $K_{ni}$ and the maximum possible closure $v_m = v_{rel}^m a_0$.

While the FFSA provides accurate results for a single fracture, it does not account for interactions between fractures (Appendix A3). To address the limitations of this approximation, we introduce additional uncertainty through the proportionality coefficient $C_g$ that relates shear stress to shear displacement.

The amount of shear displacement and consequently also fracture aperture obtained from FFSA corresponds to the maximum value along the fracture length. In the frictionless case, shear displacement follows an elliptic profile (Eshelby & Peierls, 1957). Due to the non-linear constitutive model of Barton and Bandis, the profiles of shear displacement and aperture are only approximately elliptic. Those profiles can have in general arbitrary shapes in the XFVM. For simplicity, however, we assume a constant aperture over the length of a fracture and assign it to the maximum aperture value.

Ideally, we would compare the FFSA prior to a prior ensemble generated from XFVM. However, this is computationally too expensive. We therefore compare it to prior ensembles from two naive stochastic approaches. They both sample from the unconditional probability density function (PDF) of the FFSA prior.

### 4.2 Parameters for Flow and Transport Simulation and ESMDA Updates

In Phase 2 of the geological scenario, we alternately perform tracer tests and update the fracture apertures with ESMDA. For the tracer test, we inject fluid through a single fracture named ‘well fracture’, which is located at the centre of the domain, and apply a constant pressure at all four boundaries (Figure 4a). Starting at time $t_0 = 0$, a scalar tracer with concentration $c = 1$ is introduced into the injected fluid. We compute the steady-state velocity field and tracer transport using OpenCSMP (Section 2.3). The matrix domain is thereby discretised with an unstructured triangular mesh, and the fractures are represented as lower-dimensional line elements (Azizmohammadi & Matthäi, 2017). In this work, we decouple flow and transport from the fracture mechanics, assuming that fluid injection does not affect the fracture apertures. While this assumption is often invalid in real-world scenarios, it is necessary in our framework due to computational limitations. The relevant parameters for the flow and transport simulations are provided in Table 2. Note that we calculate the fracture permeabilities from the fracture apertures assuming plane Poiseuille flow between two parallel plates.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid viscosity $\mu$</td>
<td>$1 \times 10^{-3}$ Pa.s</td>
</tr>
<tr>
<td>Matrix permeability $k_m$</td>
<td>$3 \times 10^{-13}$ m$^2$</td>
</tr>
<tr>
<td>Matrix porosity $\phi_m$</td>
<td>0.15</td>
</tr>
<tr>
<td>Fracture permeability $k_f$</td>
<td>$a^2/12$</td>
</tr>
<tr>
<td>Fracture porosity $\phi_f$</td>
<td>1.0</td>
</tr>
<tr>
<td>Pressure at all 4 boundaries $p_{out}$</td>
<td>9 MPa</td>
</tr>
<tr>
<td>Inlet volume flow $Q_{in}/l_w$</td>
<td>$2 \times 10^{-3}$ m$^2$/s</td>
</tr>
<tr>
<td>Length of well fracture $l_w$</td>
<td>56.48 m</td>
</tr>
<tr>
<td>CFL multiplier for DES</td>
<td>0.4</td>
</tr>
</tbody>
</table>

In this work, we assume that measurements along the domain boundary and in the well fracture are available (Figure 4b). Concretely, we measure the maximum value of the steady-state pressure $p_m$ along the well fracture and the volume flow rate $Q_{out}$ through 20 model-boundary segments. Further, we monitor the evolution of the tracer concen-
fractionation at certain locations on the boundary and either use the concentration value after 320 days, $c_{320}$, or the time it takes to reach a concentration of 0.5, $t_{0.5}$, as measurements. The number of measurements and their locations are arbitrary choices. To evaluate the performance of the DA framework, we set 12 measurements (indicated in yellow in Figure 4b) aside and use the remaining 60 measurements for the ESMDA updates. We call them test and training measurements, respectively. We scale the measurements as

$$\tilde{p}_{in} = \frac{p_{in} - p_{out}}{p_{out}} , \quad \tilde{Q}_{out}^{(i)} = \frac{\dot{Q}_{out}^{(i)}}{\dot{Q}_{in}/20} , \quad \tilde{t}_{0.5}^{(i)} = \frac{t_{0.5}^{(i)}}{640 \text{ days}} , \quad \tilde{c}_{320}^{(i)} = c_{320}^{(i)}$$

and collect them in the training and test measurement vectors

$$y = \left[ \tilde{p}_{in} , \tilde{Q}_{out}^{(1)} , \ldots , \tilde{Q}_{out}^{(16)} , \tilde{t}_{0.5}^{(1)} , \ldots , \tilde{t}_{0.5}^{(19)} , \tilde{c}_{320}^{(1)} , \ldots , \tilde{c}_{320}^{(24)} \right]^T \quad \text{and}$$

$$z = \left[ \tilde{Q}_{out}^{(17)} , \ldots , \tilde{Q}_{out}^{(20)} , \tilde{t}_{0.5}^{(20)} , \ldots , \tilde{t}_{0.5}^{(25)} , \tilde{c}_{320}^{(25)} , \ldots , \tilde{c}_{320}^{(26)} \right]^T ,$$

respectively. The superscript $(i)$ denotes individual measurements of a certain quantity.

![Figure 4](image-url) **Figure 4.** Boundary conditions for the flow and transport simulations (a) and location of measurements for ESMDA updates (b). The labels M1-2 and T1-2 mark specific training and test locations, respectively.

After obtaining those measurements for every realisation, we update the parameter vectors containing the logarithm of all 4051 fracture aperture values using ESMDA. For the scaled dimensionless measurements we assume a diagonal error covariance matrix $R$ with each element of the diagonal set to $1 \times 10^{-5}$. In this work, we do not apply any covariance localisation or inflation. We study the influence of ensemble size $N_E$ and the number of ESMDA iterations $N_{iter}$ on the results of the DA framework. For a quantitative evaluation, we utilise the mean root-mean-square error defined as

$$\text{M-RMSE}_{\xi} = \frac{1}{N_{\xi}} \sum_{i=1}^{N_{\xi}} \sqrt{\frac{1}{N_E} \sum_{j=1}^{N_E} \left( \xi_{(j)}^{(i)} - \xi_{(j)}^{\text{ref}} \right)^2} ,$$

where $\xi$ can represent either the log-apertures $x$, training measurements $y$, or test measurement $z$. Here, $\xi_{(j)}^{(i)}$ denotes the $i$-th entry in the corresponding vector of the $j$-th realisation, and $N_{\xi}$ refers to the length of that vector.
5 Results

In this section, we first analyse the prior ensemble obtained from FFSA by comparing it to the reference realisation from XFVM as well as to two prior ensembles from the naïve stochastic approaches. Subsequently, we show that the prior ensemble from FFSA outperforms the stochastic approaches in our DA framework.

5.1 Prior ensemble

We first compare the maximum aperture value of each fracture. The reference realisation obtained with XFVM is shown in Figure 5 and realisations 1 to 6 of the prior ensemble generated with FFSA are depicted in Figures 6a–f, each obtained from a different set of sampled model parameter values. The realisations of the FFSA prior have a notable variability which reflects the uncertainty in the model parameters as defined in Table 1. Although none of the 6 prior realisations are particularly close to the reference, they nevertheless capture trends and features of it.

![Figure 5. Reference realisation with XFVM. Line thickness corresponds to aperture width and line colour to log\(10\) of the fracture permeability.](image)

From the prior ensemble with FFSA, we extract the unconditional PDF of the apertures and related quantities from all fractures in all realisations (black curves in Figure 7). The corresponding PDF from the reference simulation is shown in blue. Overall the two curves in Figure 7 agree very well, although there are distinct differences. Firstly and most notably, the FFSA prior underestimates the number of fractures with moderate fracture permeability in the range of \(10^{-8}\) m\(^2\) to \(10^{-7}\) m\(^2\) (Figure 7f). We attribute this to the slightly smaller mean shear displacement (Figure 7c) which we believe is a consequence of neglecting fracture interactions. Secondly, the maximum values of shear displacement and subsequently also aperture are significantly higher in the FFSA prior than in the XFVM reference (Figure 7c). This occurs when very small friction and \(C_g\) values are sampled for long and favourably oriented fractures in the FFSA prior. Such extreme values are not present in the parameter set of the reference. Lastly, fracture interaction can modify the local stress field, resulting in situations where the effective normal stress can become small or even negative. Therefore, some fractures in the XFVM reference experience little to no normal closure (Figure 7b). In contrast, all fractures in the FFSA prior have positive effective normal stress and consequently some amount of normal closure, as fracture interaction is neglected there. Even with these differences, we expect the ensemble generated with FFSA to be a suitable prior for our DA framework.

We aim to compare the FFSA prior to two prior ensembles from naïve stochastic approaches. For the first approach, named here stochastic single value prior, we sample one value per realisation from the unconditional PDF of the FFSA prior (i.e. black curve in Figure 7e) and set all apertures in that realisation to this value. For the second ap-
Figure 6. Realisations of the prior ensemble with FFSA (a–f), stochastic single value (g–i) and stochastic varying (j–l). Line thickness corresponds to aperture width and line colour to log_{10} of the fracture permeability.
Figure 7. Combined histogram of the values of all 4051 fractures in 5000 realisations with FFSA (black) and the reference simulation with XFVM (blue).

5.2 Posterior ensemble

Now we want to investigate how the three different prior ensembles perform in our DA framework. We first analyse the measurements and then the apertures of the posterior ensembles.

We monitor the evolution of the tracer concentration over time at specific locations on the boundary of the domain (Figure 4b). Figure 8 shows the resulting breakthrough curves at two training and two test locations for three prior ensembles of different sizes generated with FFSA and corresponding posterior ensembles. At the training locations, either a concentration or arrival time measurement is taken for the ESMDA update, whereas at test locations, the breakthrough curve measurement is solely used for evaluating the performance of ESMDA but not in the update itself. The breakthrough curves of the prior ensembles have a considerable spread at all four locations as a result of the uncertain fracture apertures. At training locations, the posterior ensembles closely match the reference realisation from XFVM. We obtain a good match of the entire breakthrough curves even though only a single concentration or arrival time measurement per location is used. In test locations, the level of uncertainty is only slightly reduced, and a considerable spread remains in the posterior ensembles. With the FFSA prior we get essentially converged results already for an ensemble size of 500, as the results remain consistent for larger ensemble sizes.

The same breakthrough curves for the stochastic varying prior are shown in Figure 9. Here, the posterior of the smallest ensemble size (i.e., with $N_E = 500$) collapsed
Figure 8. Breakthrough curves of the FFSA prior. The prior ensemble is in black, the posterior ensemble in blue and the XFVM reference in red. The locations of two training and two test locations are indicated in Figure 4. The columns correspond to different ensemble sizes and the dashed lines indicate the measurements.

and converged to a wrong solution. Results with larger ensemble sizes are generally fine; however, test location T1 indicates that $N_E = 2000$ is not large enough for full convergence regarding ensemble size. Compared to the FFSA prior, the ensemble spread is larger for the stochastic varying prior, both in the prior ensembles and consequently also in the posterior ensembles.

We quantify the performance of the FFSA and stochastic varying priors with the mean root-mean-square error of the training and test measurements, as defined in Equation (17), for different ensemble sizes and numbers of ESMDA iterations (Figure 10a–d). Comparing the FFSA posterior to its prior, we see that the error in the training measurements is drastically reduced, while the error in the test measurements is only slightly smaller. An ensemble size of 500 and 4 ESMDA iterations is sufficient to achieve satisfactory results for the FFSA prior. For the stochastic varying prior however, a combination of ensemble size and number of ESMDA iterations beyond our computational ca-
Figure 9. Breakthrough curves of the stochastic varying prior. The prior ensemble is in black, the posterior ensemble in blue and the XFVM reference in red. The locations of two training and two test locations are indicated in Figure 4. The columns correspond to different ensemble sizes and the dashed lines indicate the measurements.

A significant difference exists between the updated fracture apertures obtained with the two methods. Figure 11 shows some realisations of the posterior ensembles obtained from the FFSA and stochastic varying priors for $N_E = 5000$ and $N_{iter} = 4$. Generally, the posterior realisations of FFSA (Figure 11a–f) are more similar to the reference than the corresponding realisations from the prior ensemble (Figure 6a–f), and the variability of the realisations in the ensemble is reduced. For example, realisations 5 and 6...
Figure 10. Mean root-mean-square error (M-RMSE) of training (a, b) and test (c, d) measurements calculated with Equation (17). Figures (a, c) show results for $N_{\text{iter}} = 4$ and (b, d) for $N_{E} = 500$.

show overall increased apertures, and the apertures of the prominent long fractures are slightly reduced in realisation 1. However, the posterior realisations are not an exact match to the reference, as the apertures of long and optimally oriented fractures are still overestimated, while the ones of many short fractures are underestimated. These qualitative observations are supported by Figure 12a, which shows a slight improvement in the unconditional PDF of the FFSA posterior compared to the prior. Conversely, the posterior realisations of the stochastic varying priors (Figure 11g–i) appear to be almost identical to the corresponding prior realisations (Figure 6j–l), and only fractures near measurement locations are visibly improved. The corresponding unconditional PDF shows extreme minimum and maximum permeability values which reach unphysical levels. The mean root-mean-square errors of the log-apertures (Figure 12b–c) show a marginal improvement for FFSA but no improvement for the stochastic varying prior. The drastic increase in the posterior errors for the stochastic varying prior arises from an ensemble collapse to a wrong solution.

The stochastic single value prior fails to produce satisfactory results in the DA framework, leading to ensemble collapse regardless of the ensemble size and number of ESMDA iterations. In light of this, we calculate the root-mean-square error of the training measurements for each prior realisation as

$$\text{RMSE}^{(j)}_{y} = \sqrt{\frac{1}{N_{y}} \sum_{i=1}^{N_{y}} \left( y_{i}^{(j)} - y_{i}^{(\text{ref})} \right)^{2}}$$

and find the one with the smallest error (Figure 13a). The best realisation has an aperture of 0.16 mm and is shown in Figure 6i. Although some breakthrough curves obtained from this realisation show somewhat acceptable agreement with the reference (Figure 13c), others display substantial errors (Figure 13b). As expected, it is therefore not possible
Figure 11. Realisations of the posterior ensemble obtained from the FFSA prior (a–f) and the stochastic varying prior (g–i) for $N_E = 5000$ and $N_{iter} = 4$. Line thickness corresponds to aperture width and line colour to $\log_{10}$ of the fracture permeability.
Figure 12. Combined histogram of fracture permeability values of all 4051 fractures for $N_E = 5000$ and $N_{iter} = 4$ (a) and mean root-mean-square error (M-RMSE) of log-apertures calculated with Equation (17) for $N_{iter} = 4$ (b) and $N_E = 500$ (c) to match the complex flow and transport behaviour of the reference when using only a single value for all fracture apertures.

Figure 13. Root-mean-square error (RMSE) of the training data for the stochastic single value prior shows that the realisation with a fracture aperture of 0.16 mm has the smallest error (a). Breakthrough curves at two locations as indicated in Figure 4 for this best realisation in blue and the XFVM reference in red (b, c).

6 Discussion

The FFSA provides reasonable approximations of the fracture apertures in a scenario dominated by shear dilation. It is thereby substantially faster than a geomechanical simulator like XFVM. For the presented fracture model, the FFSA takes less than a minute while the XFVM runs for several days. However, neither code is fully optimised for speed, and there is potential to significantly improve the computational efficiency of XFVM. The speed of FFSA makes it an attractive option for generating prior ensem-
bles for DA purposes, as typically a large number of realisations is required. In contrast, using geomechanical simulators for this task might become computationally prohibitive.

The FFSA is only exact for a single isolated fracture with constant friction angle and it neglects fracture interactions. This leads to modelling errors (see Appendix A3 for a direct comparison to XFVM), particularly as shearing of a fracture can change the local stress field considerably. To compensate for those errors, we introduce additional uncertainty through the parameter $C_g$, a proportionality factor between shear stress and shear displacement. While this approach gives overall satisfactory results, moderate fracture permeabilities are under-represented in the PDF of the FFSA prior ensemble compared to the one of the reference realisation obtained with XFVM (Figure 7f), indicating that the chosen approach is not yet optimal.

With the current approach, the fracture length has a much larger influence on the shear displacement than the parameter $C_g$ because the uncertainty in $C_g$ is much smaller than the variation of the fracture length in our model (Equation (5)). Increasing the uncertainty in $C_g$ would however lead to more extreme values for long fractures. Therefore, an improved approach should increase the probability of moderate apertures for short fractures without generating extremely high apertures for long fractures. For example, we could model the uncertainty of $C_g$ as a function of fracture length or introduce an additive uncertainty directly to the fracture aperture in Equation (7). Another approach is adding additional uncertainty to the stress state, thereby modelling the change in the local stress state at one fracture due to the shearing of other fractures. Further, we could improve the FFSA itself by incorporating knowledge of the surrounding fracture geometry or using a hierarchical approach, i.e., first estimating shear displacement and apertures of the large fractures, and then deriving the local stress field at the smaller ones.

Even without the above-mentioned improvements, the FFSA produces prior realisations that are much closer to the reference than the two naïve stochastic approaches. Subsequently, the FFSA prior also leads to a better posterior ensemble than the stochastic approaches. We can state that, at least in our setting, a better prior leads to a better posterior and it is therefore crucial to model the prior appropriately.

In this work, we confirm that it is not possible to retrieve the complex flow and transport behaviour of the reference when using only a single value for all fracture apertures. Even when the optimal single aperture is used, the resulting realisation still has a considerable error in the measurements, leading to completely wrong estimates of some breakthrough curves (Figure 13). The stochastic single value prior led to an ensemble collapse in our DA framework irrespective of the ensemble size. We believe this collapse results from a combination of factors. Firstly, the relations between the single aperture value and certain measurements become constant above or below specific thresholds, resulting in a loss of ensemble variation for those measurements and, in extreme cases, an identical measurement value for all realisations. Secondly, some of those relations exhibit non-monotonic behaviour such that realisations can be attracted by non-optimal local minima. Thirdly, the stochastic single value prior generates realisations confined to a limited subset with highly correlated measurements, leading to numerical issues when calculating the Kalman gain (Equation (A8) in Appendix A2). Lastly, one reference measurement lies entirely outside the range of the prior ensemble. Consequently, we were unable to obtain any DA results for this prior.

While the stochastic single value prior is too restrictive, the stochastic varying prior bears too much uncertainty. It does not incorporate all available knowledge, such as correlations of fracture aperture with length and orientation. As a consequence, a large ensemble size is required to avoid undersampling. In this study, undersized ensembles collapsed and converged to wrong solutions. Results suggest that a smaller ensemble size might be possible with more ESMDA iterations, but the required combination of ensemble size and number of ESMDA iterations is beyond our current computational capabil-
ities, and thus, our results with this prior are not fully converged. Nevertheless, we expect that results with a much larger ensemble size are similar to the ones from our best combination \( N_E = 5000, N_{iter} = 4 \). With this combination, we obtain a posterior ensemble that matches the training measurements, i.e., measurements that are used for the ESMDA update, quite well. The improvement in the test measurements, which are solely used for evaluating the outcome of the DA framework, is smaller and a considerable amount of uncertainty remains. The apertures of the posterior realisations differ significantly from the reference realisation, with updates predominantly occurring near measurement locations. This emphasises the importance of considering more than just the (training) measurements when evaluating the effectiveness of a DA framework.

With the FFSA prior, we obtain posterior realisations with an improved estimation of the apertures compared to the ones from the prior ensemble, even though a considerable difference to the reference realisation remains. The posterior ensemble matches the training measurements of the reference realisation very well, while the test measurements are only marginally improved, indicating that the improvements in flow and transport are mostly limited to the vicinity of training measurements. More measurements, especially also from the interior of the domain, are needed to further improve the estimation of aperture as well as the flow and transport. However, the number of measurement locations already exceeds what one can expect in field studies and a complete observation of flow and transport is only possible in lab experiments such as e.g. in Flemisch et al. (2023). While there is room for improvement, the posterior from the FFSA prior gives good estimates of the fracture apertures, which can be used for performance estimation and risk assessment in subsurface applications. Concrete examples involve optimal placement of boreholes for injection or extraction, expected heat extraction in a geothermal reservoir, or preventing potential contamination of nearby aquifers.

Our results, especially the ones with the stochastic varying prior, suggest that most apertures only have a negligible influence on the measurements at the boundaries. While this is expected to some degree, we also identify three constraints in our study setup that artificially limit the influence of the fractures. Firstly, we use a first-order transport scheme which leads to a considerable amount of numerical diffusion. Diffusion smears out the concentration front and thus dampens the effects of the fractures. We could avoid this by using a higher-order scheme and only include a controlled amount of physical diffusion. Secondly, the sensitivity of the fracture apertures on the flow and transport measurements is highly dependent on the ratio of matrix to fracture permeability (Phillips, 1991; Matthüi & Belayneh, 2004). In cases with very low matrix permeability, the flow is governed by the fracture topology, favouring flow paths with minimal matrix distances. In this regime, fracture aperture influences flow only when equivalent flow paths exist. Conversely, in cases with very high matrix permeability, flow predominantly occurs within the matrix, largely independent of fracture parameters. Only in the intermediate range of matrix permeabilities do the fracture apertures have a significant influence on flow and transport. We have not optimised the matrix permeability for maximum sensitivity of the apertures, as it is not a tuning parameter in practical scenarios. Lastly, boundary conditions might contribute to these limitations as well. By imposing a fixed pressure on the domain’s boundary, we disregard that the fractured rock typically extends beyond the region of interest. Flow and transport near the boundary are strongly influenced by the boundary condition. Alternative approaches, such as implementing infinite boundary conditions or using measurements only in the interior of the domain, might decrease the influence of the boundary conditions on the measurements and represent real-world conditions more accurately.

Nevertheless, the posterior from the FFSA prior also shows slightly improved apertures in the interior of the domain. In such priors, apertures of fractures with similar length and orientation are correlated. Hence, fractures in the interior of the domain are corre-
lated to measurements through similar fractures near the measurement locations and therefore also updated by ESMDA. In reality, apertures are correlated with length and orientation (C. A. Barton et al., 1995; Baghbanan & Jing, 2008; N. Barton & Quadros, 2015; X. Zhang et al., 2021), and such indirect updates are desired to some extent. However, the current implementation of the FFSA prior overestimates these correlations, leading to a posterior with deficient variability. We expect that these issues can be resolved by the above-mentioned improvements of FFSA.

In this study, we used a geological scenario where the generation of the fracture apertures occurs before the reservoir characterisation with the tracer test. However, injecting fluid into the reservoir during the tracer test alters the effective normal stresses at the fractures and consequently fracture aperture, which in turn affects the flow field. In future works, it is therefore desirable to couple flow and mechanics and consider poroelasticity. A further step towards a more realistic setting is the extension to 3D, which is straightforward for FFSA. The far-field stresses can be projected onto the fracture planes with a 3D version of Equations (1) and (2), and the process of approximating the maximum shear displacement is similar to that in 2D. For that purpose, Chinnery (1969) lists values of the proportionality factor $C_g$ for various fracture shapes. Special attention must be given to the definition of fracture length, however. In future works, we could also consider additional model parameters as uncertain, such as matrix permeability and porosity, and allow for uncertainties in the boundary conditions of the tracer test. Here, we consider rock properties as spatially homogeneous, but we could also model them with e.g. Gaussian random fields as in Liem et al. (2022).

Arguably the biggest assumption in this work is that we know the fracture geometry (i.e., location, orientation and length of each fracture) a priori and exactly. In reality, the fracture geometry is usually associated with substantial uncertainty, as only sparse borehole data and statistical information are available. Nevertheless, valuable insight is obtained from this study, as discussed above. We see this study as a necessary intermediate step towards a more realistic setup that eventually also includes uncertain fracture geometry. Several existing tools can be used or built upon to generate physically meaningful realisations of a fracture geometry, e.g. as in Hyman et al. (2015), Lei et al. (2017), Gläser et al. (2020), and Paluszny et al. (2020). It should then be straightforward to update input parameters of the fracture generator (such as statistics of e.g. fracture length or density). It is however very challenging to update the actual fracture geometry itself. Parametrisating the generated fracture geometry efficiently and effectively for this purpose is complex as the number of fractures can vary between realisations, and a fracture from one realisation generally does not have a bijectively related fracture in other realisations. Existing approaches based on level set function or Hough transform (Ping et al., 2017; Chai et al., 2018; Yao et al., 2018), to our knowledge, have not been applied to complex large fracture geometries yet. The task becomes even more challenging if the parameterisation should also reflect relations between fractures, including fractures terminating against other fractures and formation history. Additionally, automatic remeshing of the updated fracture geometry might be challenging as arbitrary small distances or angles may occur. For this purpose, non-conforming discretisation as in the embedded discrete fracture model (EDFM) is beneficial.

7 Conclusion

In this work, we suggest using the far-field stress approximation (FFSA), a proxy model designed to estimate fracture apertures in shear-dominated scenarios, to generate prior ensembles for data assimilation (DA). The FFSA captures the general trends effectively, albeit with some inherent errors due to neglecting fracture interactions. We use FFSA to generate realistic and computationally efficient prior ensembles for ensemble-based data assimilation. To compensate for modelling errors, we introduce supplementary uncertainty in one model parameter. Comparing FFSA priors to those from two naïve
stochastic approaches reveals notable differences. While all methods share the same underlying unconditional PDF, FFSA-derived realisations are much closer to the reference realisation from a geomechanical simulator.

Employing ESMDA, we update fracture apertures with flow and transport data. The posterior ensemble obtained from the FFSA prior matches the flow and transport behaviour as well as the apertures, although some differences remain. In contrast, the posterior ensemble obtained from an unconditional sampling of the apertures (i.e., a stochastic varying prior) yields apertures that substantially deviate from the reference despite matching training measurements. In addition, a significantly larger ensemble size is required than for the FFSA prior, increasing overall computational cost. The third prior, which uses the same value for all fracture apertures in a realisation, cannot match the complex flow and transport behaviour of our synthetic reference. Our results show a correlation between the prior and posterior uncertainties and highlight the importance of a good estimation of the prior ensemble. We expect that those results also apply to other ensemble-based DA methods, for example particle filters.

While the current form of FFSA already produces reasonable results, opportunities for improvement, particularly in addressing modelling errors through additional uncertainties, remain. To achieve this, we plan to conduct a more detailed study with the FFSA in a separate work. Further potential improvements for the ESMDA framework include constructing a prior ensemble that combines realisations from different methods and the use of adaptive localisation. Moreover, we aim to make the framework more realistic by coupling flow and transport with mechanics, incorporating additional physics like heat transport, and eventually accounting for uncertainty in fracture geometry.

Appendix A Appendix

A1 Fracture Aperture Model of Barton and Bandis

In this work, we use the constitutive model of Barton and Bandis (N. Barton & Choubey, 1977; N. Barton, 1982; Bandis et al., 1983; N. Barton et al., 1985) where the aperture of a fracture \(a\) is a combination of the initial aperture \(a_0\), closure due to normal stress \(\delta_n\) and dilation due to shearing \(\delta_d\) (Equation (7)).

The initial aperture

\[
\begin{align*}
a_0 &= \frac{JRC}{5} \left( 0.2 \frac{\sigma_c}{JCS} - 0.1 \right) \\
\end{align*}
\]  

(A1)

corresponds to the fracture aperture under stress-free conditions. It is a function of the (peak) joint roughness coefficient \(JRC\) and the amount of joint alteration described by the ratio of unconfined compressive strength of the rock \(\sigma_c\) and joint wall compression strength \(JCS\). In this work, we assume that the fractures are unaltered and unweathered (i.e. \(JCS = \sigma_c\)), and therefore the initial aperture depends on the surface roughness only.

Assuming a positive effective normal stress \(\sigma_{eff} > 0\), the amount of closure is

\[
\delta_n = \frac{\sigma_{eff} v_m}{K_n v_m + \sigma_{eff}} ,
\]  

(A2)

where \(v_m\) and \(K_n\) are the maximum possible closure and the initial normal stiffness, respectively. Under increasing normal stress, more and more asperities are in contact and consequently, the normal stiffness of the fracture increases. The model of Barton and Bandis is not applicable if fluid pressure exceeds normal stress (i.e. for negative \(\sigma_{eff}\)) and tensile opening occurs.

A key feature of the model of Barton and Bandis is that the friction angle

\[
\phi' = JRC_{mob} \log_{10} \left( \frac{JCS}{\sigma_{eff}} \right) + \phi_r
\]  

(A3)
and dilation angle

\[ \phi_d = \frac{1}{M} (\phi' - \phi_r) = \frac{1}{M} JRC_{mob} \log_{10} \left( \frac{JCS}{\sigma_{eff}} \right) \]  

(A4)

are not constant but vary with the amount of shear displacement. This dependency is modelled with the mobilised joint roughness coefficient \( JRC_{mob} \) (Figure A1). The peak shear displacement \( \delta_{peak} \) corresponds to the amount of shearing when peak shear strength is reached. Here, we use

\[ \delta_{peak} = 0.0077 L^{0.45} \left( \frac{\sigma_{eff}}{JCS} \right)^{0.34} \cos \left( JRC \cdot \log_{10} \left( \frac{JCS}{\sigma_{eff}} \right) \right), \]

(A5)

as proposed by Asadollahi and Tonon (2010). For pre-peak shearing (\( \delta_s < \delta_{peak} \)), the degradation of the few asperities that are in contact increases the interlocking between the two fracture surfaces and consequently increases the friction. For post-peak shearing (\( \delta_s > \delta_{peak} \)) on the other hand, roughness is getting destroyed and smoothed out. Subsequently, shear strength and dilation angle are steadily reduced. For an infinite amount of shearing, the friction angle is equal to the residual friction angle and the dilation angle approaches zero.

\[ \frac{JRC_{mob}}{JRC_{peak}} \]

![Diagram](image)

**Figure A1.** Mobilised joint roughness coefficient \( JRC_{mob} \) as a function of shear displacement \( \delta_s \). Figure reproduced from Liem et al. (2022), original figure from N. Barton (1982) and N. Barton et al. (1985).

For the damage coefficient \( M \) in Equation (A3) we use the formula proposed by N. Barton and Choubey (1977)

\[ M = 0.7 + JRC \left/ \left[ 12 \log_{10} \left( \frac{JCS}{\sigma_{eff}} \right) \right] \right. \]

(A6)

In this work, we neglect the decrease in aperture for small shear displacements and therefore integrate only over positive dilation angles in Equation (6). The model of Barton...
and Bandis has been developed for fractures with a constant fluid pressure and thus a relatively constant effective normal stress. In our simulation however, the fluid pressure is steadily increased and the effective normal stress might become very small in some fractures or even locally negative for some segments in the reference simulation with XFVM. We therefore approximate $\sigma_{\text{eff}}$ in Equations (A3) to (A6) as

$$\sigma_{\text{eff}} \approx \sigma_n - \frac{1}{2} \left( |\sigma_s| \tan \phi_r + p_f^{\text{end}} \right), \quad (A7)$$

where we calculate $\sigma_n$ and $\sigma_s$ with Cauchy’s equations (Equations (1) to (2)) and $p_f^{\text{end}}$ is the target fluid pressure.

### A2 Details of ESMDA

In Equation (12), we use a stochastic version of the Kalman update in the ESMDA. Following Asch et al. (2016), we approximate the Kalman gain

$$K = P_f H^T \left[ HP_f H^T + R \right]^{-1} \simeq X_f \left( Y_f \right)^T \left[ Y_f \left( Y_f \right)^T \right]^{-1} \quad (A8)$$

with the normalised anomalies

$$\left[ X_f \right]_i = \frac{1}{\sqrt{N_E - 1}} \left( x_i - \frac{1}{N_E} \sum_{j=1}^{N} x_j^f \right) \quad \text{and} \quad (A9)$$

$$\left[ Y_f \right]_i = \frac{1}{\sqrt{N_E - 1}} \left( y_i + u_i - \frac{1}{N_E} \sum_{j=1}^{N} \left( y_j^f + u_j \right) \right) \quad (A10)$$

Here, $P_f$ is the forecast error covariance matrix and $H$ the linearised version of the observation operator $H(\cdot)$, which maps the input vector $x_i$ to the measurement vector $y_i$.

In order to guarantee a correct posterior distribution in a linear model with Gaussian error statistics, the ESMDA inflates the measurement error covariance matrix $R$ in Equation (12), i.e.,

$$\tilde{R}_m = \alpha_m R \quad \text{such that} \quad \sum_{m=1}^{M} \frac{1}{\alpha_m} = 1 \quad \text{,} \quad (A11)$$

where $M$ is the number of ESMDA iterations (A. A. Emerick & Reynolds, 2013). In this study, we use a constant inflation factor $\alpha_m = M \forall m$.

### A3 Comparison of XFVM and FFSA

Figure A2 shows the results of XFVM and FFSA for the exact same underlying model parameters (i.e. the values from the last column of Table 1) and $C_g = 1$. The FFSA captures the general trends and some apertures agree quite well. However, there are also quite large differences for many fractures. Most notably, the apertures of long, optimally oriented fractures are overestimated while the apertures of some short fractures are underestimated. We intend to compare those two methods thoroughly in a separate publication.

### Open Research Section

MATLAB scripts of the far-field stress approximation (FFSA), the ANSYS mesh of the fracture geometry, input and output files of the reference simulation with extended finite volume method (XFVM), and prior and posterior ensembles of the data assimilation framework based on the ensemble smoother with multiple data assimilation (ESMDA) are available at ETH Zurich via https://doi.org/10.3929/ethz-b-000632502 (Liem et al., 2023).
Figure A2. Results with XFVM (a) and FFSA (b) for the same underlying model parameters. Line thickness corresponds to aperture width and line colour to \( \log_{10} \) of the fracture permeability.
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