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Ensemble Kalman Filters (EnKFs), which assimilate observations based on statistics derived from samples of ocean states called ensemble, have become the norm for ocean data assimilation (DA) and forecasting. These schemes are commonly implemented with inflation and localization techniques to increase their ensemble spread and to filter out spurious long-range correlations resulting from the limited-size ensembles imposed by computational burden constraints. Such ad hoc methods were found not necessary in ensemble DA experiments with simplified ocean/atmospheric models and large ensembles. Here, we conduct a series of 1-year-long ensemble experiments with a fully realistic EnKF-DA system in the Red Sea using tens-to-thousands of ensemble members. The system assimilates satellite and in-situ observations and accounts for model uncertainties by integrating a 4km-resolution ocean model with ECMWF atmospheric ensemble fields, perturbed internal physics and initial conditions for forecasting.

Our results indicate that accounting for model uncertainties is more beneficial than simply increasing the ensemble size, with the improvements due to large ensemble leveling off at about 250 members. Besides, and in contrast to what is commonly observed with simplified models, the investigated ensemble DA system still required localization even when implemented with thousands of members. These findings are explained by (i) amplified spurious long-range correlations produced by the low-rank nature of the ECMWF atmospheric forcing ensemble, and (ii) non-Gaussianity generated by the perturbed internal physical parameterization schemes. Large ensemble forcing fields and non-Gaussian DA methods might be needed to take full benefits from large ensembles in ocean DA.
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Abstract

Ensemble Kalman Filters (EnKFs), which assimilate observations based on statistics derived from samples of ocean states called ensemble, have become the norm for ocean data assimilation (DA) and forecasting. These schemes are commonly implemented with inflation and localization techniques to increase their ensemble spread and to filter out spurious long-range correlations resulting from the limited-size ensembles imposed by computational burden constraints. Such ad hoc methods were found not necessary in ensemble DA experiments with simplified ocean/atmospheric models and large ensembles. Here, we conduct a series of 1-year-long ensemble experiments with a fully realistic EnKF-DA system in the Red Sea using tens-to-thousands of ensemble members. The system assimilates satellite and in-situ observations and accounts for model uncertainties by integrating a 4km-resolution ocean model with ECMWF atmospheric ensemble fields, perturbed internal physics and initial conditions for forecasting.

Our results indicate that accounting for model uncertainties is more beneficial than simply increasing the ensemble size, with the improvements due to large ensemble leveling off at about 250 members. Besides, and in contrast to what is commonly observed with simplified models, the investigated ensemble DA system still required localization even when implemented with thousands of members. These findings are explained by (i) amplified spurious long-range correlations produced by the low-rank nature of the ECMWF atmospheric forcing ensemble, and (ii) non-Gaussianity generated by the perturbed internal physical parameterization schemes. Large ensemble forcing fields and non-Gaussian DA methods might be needed to take full benefits from large ensembles in ocean DA.
Data assimilation (DA) using Ensemble Kalman Filters (EnKFs) requires large ensembles to estimate robust statistics in order to efficiently spread the observation’s information to all model variables, key for robust predictions of the ocean state. Until recently, only limited ensembles (~10-100 members) could be afforded in realistic ocean DA applications. With the ever-increasing computational resources, the use of larger ensembles will become possible in the near future. In this context, the present study assesses the performance of a fully realistic high-resolution ocean EnKF-DA system by systematically examining its sensitivity to ensembles composed of tens-to-thousands of members. It offers fresh perspectives on the employment of ad hoc inflation and localization methods, which have been traditionally implemented with EnKFs to compensate for the use of small ensembles and for the omittance of various model uncertainties. The results of this study suggest large-ensemble forcing fields as well as non-Gaussian DA methods may be needed to maximize the benefits of large ensembles in ocean DA.
1. Introduction

Ensemble Kalman Filter (EnKF) based data assimilation (DA) systems provide an efficient framework to update the background error covariance, a critical element for any ocean DA system to spread the observation information across model variables [Derber and Bouttier, 1999; Bouttier and Courtier, 1999, 2002; Edwards et al., 2015; Hoteit et al., 2018]. In ENKFs, a set of ocean states, called ensemble, is integrated using an ocean model for forecasting the first two-moments statistics of the ocean state, i.e., sample mean and covariance, which are in turn used to apply a Kalman filter to update the forecast [Hoteit et al., 2015]. These DA schemes require the size of the ensemble to be large enough to estimate robust statistics [Mitchell et al., 2002; Houtekamer and Zhang, 2016; Lei and Whitaker, 2017; Leutbecher, 2019]. Using small ensembles was shown to produce spurious long-range covariances and rapid collapse of the ensemble spread after few assimilation cycles [Houtekamer and Mitchell, 1998; Anderson 2001]. In spite of this, only limited ensembles (~10-100 members) were so far considered in real-world applications mainly to reduce the computational burden [e.g., Hoteit et al., 2012; Wang and Lei, 2014; Penny et al., 2015; Lei and Whitaker, 2017; Baduru et al., 2019; He et al., 2019; Toye et al., 2020; Sanikommu et al., 2023]. Ad hoc techniques such as inflation and localization, which respectively inflates ensemble covariances artificially and limits the observations influence to only within certain radius by tapering long-range correlations in the ensemble, are usually deployed as a compensation for small ensemble size [e.g., Houtekamer and Mitchell, 1998, 2001; Hunt et al., 2007; Bishop and Hodyss, 2007; Miyoshi, 2011; Whitaker and Hamill, 2012; Lee et al., 2017; Luo et al., 2018]. With the ever-increasing computational resources, the use of large ensembles will become possible in the near future. Hence, identifying the benefits and outstanding issues associated with large ensembles is important to provide new insights into the future applications of ensemble DA methods in ocean applications.
Up to date, large ensemble experiment studies (LEEs) with realistic ocean and atmospheric DA and forecasting systems remain limited. The studies of Miyoshi et al. (2014), Kondo and Miyoshi (2016) and Toye et al. (2020) have suggested that with large ensembles, the performance of the ensemble DA system generally becomes less dependent on inflation and localization. However, these LEE studies were not performed with a fully realistic ensemble DA framework. For instance, the LEE (up to 10,000 members) results of the first two studies were based on a mid-complex coupled ocean-atmospheric model and assimilated pseudo-observations. Toye et al., (2018) conducted LEEs, up to 1000 members, with an ocean general circulation model of the Red Sea assimilating real observations, but only accounted for uncertainties in the initial conditions. Ensembles from such mid-complex LEE systems were also investigated to (1) examine the characteristics of background model errors [Pinardi et al., 2008; Jacques and Zawadzki, 2015], (2) understand and model sampling errors [Necker et al., 2020a, 2020b], (3) assess non-Gaussianity and sensitivity to covariance localization [Miyoshi et al., 2014; Kondo and Miyoshi, 2016; Toye et al., 2018], and (4) examine the potential impact of observations [Necker et al., 2020a].

Accounting for uncertainties of a forecasting ocean model via stochastic inputs and parameters has recently become popular in the EnKF DA systems [see review papers Martin et al., 2015; Houtekamer and Zhang, 2016]. In ocean applications, uncertainties are now considered in the atmospheric forcing, boundary conditions, internal physics, bathymetry, and of course initial conditions. These studies suggested noticeable improvements, compared to those that do not account for uncertainties, in the performance of the underlying ensemble assimilation systems [e.g. Fujita et al., 2007; Bowler et al., 2008; Houtekamer et al., 2009; Kwon et al., 2016; Penny et al., 2015; Vandenbulcke and Barth, 2015; Sanikommu et al., 2017, 2019, 2020; Baduru et al., 2019]. Accounting for uncertainties in model’s inputs may however introduce non-Gaussian features in the distribution of the forecast ensemble due to the model’s non-linearity [e.g., Sura et al., 2005;
Here we conduct for the first time LEEs with up to 5000 members using a fully realistic high-resolution EnKF-DA system of the Red Sea (RS) and assimilating real observations accounting for uncertainties in the atmosphere and physics, in addition to the initial conditions. We assess the sensitivity of the system to increasing ensembles. We examine in particular probability distribution of the forecasted ensemble and investigate the need for localization. We further examine the sensitivity of the LEE results to accounting for the uncertainties of various inputs. Our results suggest that increasing the ensemble size seems to be beneficial up to a few hundred ensemble members, and localization is necessary even when the system is implemented with large ensembles. Accounting for uncertainties is more beneficial than increasing the ensemble size, even though it may introduce non-Gaussian features that limit the performance of our EnKF-based assimilation system. Detailed analyses and discussions of these findings are provided in the remainder of this study, which is organized as follows. Section 2 describes the RS EnKF DA system, including the ocean model. Section 3 presents the setup of the assimilation experiments, including various observational datasets used for validation. The ensemble DA experiment results are analyzed and discussed in Section 4. A summary of the main findings and a discussion on future research conclude the work in Section 5.

2. The Ensemble Ocean Data Assimilation System of the Red Sea

The Red Sea ensemble DA system is based on the Massachusetts Institute of Technology Ocean general circulation model (MITgcm; Marshall et al., 1997) and an ensemble adjustment Kalman Filter (EAKF) available from the Data Assimilation Research Testbed (DART), the MITgcm-DART
The MITgcm-DART configuration used here is basically the same as that of Sanikommu et al. (2020), including the initial conditions, the model physics dictionary (described below), the atmospheric forcing ensemble, assimilated observations, localization, etc. The outputs of this assimilation system were validated against independent in-situ and satellite observations and were found to provide robust estimates of the Red Sea state [Sanikommu et al., 2020; Toye et al., 2020], significantly better than those available from the widely used global ocean reanalyses [Sanikommu et al., 2023]. Below we provide a brief overview of the system components.

The MITgcm was implemented on a spherical polar grid covering the entire RS domain, including the Gulfs of Suez and Aqaba, and a part of the Gulf of Aden where an open boundary connects it to the Arabian Sea [e.g., Krokos et al., 2019, 2022; Sanikommu et al., 2020; and Zhan et al., 2019, 2022]. The open boundary conditions for temperature, salinity, and horizontal velocity are prescribed daily from the 8km-resolution Global Ocean Reanalysis and Simulation data [GLORYS; Parent et al., 2003]. The Red Sea MITgcm uses a direct space-time 3rd order scheme for tracer advection, harmonic viscosity with the coefficients of 30 m²/s in the horizontal and 7x10⁻⁴ m²/s in the vertical direction, implicit horizontal diffusion for both temperature and salinity, and the K-Profile Parameterization (KPP) scheme [Large et al., 1994] for vertical mixing with a vertical diffusion coefficient of 10⁻⁵ m²/s for both temperature and salinity. The model was spin up for 31 years starting from 1979 to 2010 using the 75 km resolution European Center for Medium Range Weather Forecast (ECMWF) reanalysis of atmospheric surface fluxes of radiation, momentum, and freshwater sampled every 6 hours [Dee et al., 2011]. The MITgcm outputs have been extensively validated for the RS by earlier studies [e.g. Yao et al., 2014a, 2014b; Zhan et al., 2018; Toye et al., 2017; Gittings et al., 2019; Krokos et al., 2022].
The EAKF is a deterministic square-root filter [Anderson, 2001; Hoteit et al., 2015]. It is used here to assimilate three types of observations every 3 days, with a localization radius of 300 km. The observations include SST data extracted from a level-4 in-situ and advanced very high-resolution radiometer infrared satellite SST blended daily product available at 25 km resolution [Reynolds et al., 2007]), along-track satellite level-3 merged altimeter filtered sea level anomalies (SLA), corrected for dynamic atmospheric, ocean tide, and long wavelength errors, from Copernicus Marine Environment Monitoring Service (CMEMS; Pujol et al., 2018), and in-situ temperature and salinity profiles available from Good et al. (2013). Observational errors are assumed uncorrelated. Temporally static and spatially homogeneous observational error variance values of (0.04 m)^2, (0.5°C)^2, and (0.3psu)^2 are prescribed for the satellite along-track SLA, and the in-situ T and S, respectively, in accordance with the suggested ranges of in-situ observational errors by earlier assimilation studies [e.g., Richman et al., 2005; Forget and Wunsch, 2007; Oke and Sakov, 2008; Karspeck, 2016]. The specified observational error variances for SST vary between (0.1°C)^2 and (0.6°C)^2 in accordance with those of the level-4 gridded SST product of Reynolds et al., (2007).

The MITgcm-DART is implemented with ROCOTO scheduler to facilitate the inclusion of uncertainties from various inputs, thereby avoiding the need of any inflation method [Sanikommu et al., 2020]. Ocean hindcasts from the aforementioned model spin up are used to generate an ensemble of initial conditions to initialize the EAKF. To account for uncertainties in the atmospheric forcing fields, the MITgcm was forced with 6 hourly, 50km-resolution, 50-member ECMWF atmospheric ensemble available from The Observing System Research and Predictability Experiment Interactive Grand Global Ensemble project (TIGGE; Bougeault et al., 2010; Buizza, 2014). Uncertainties in internal physics are accounted for by integrating each ensemble forecast model run with a set of model physics randomly selected from a predefined dictionary of model physics (MPD), specifically a model run with a certain set of model physics in a given cycle is integrated with a different set of
model physics in the next cycle. The MPD consists of various vertical and horizontal mixing schemes, and different diffusion and viscosity parameters and is described in details in Sanikommu et al., (2020).

3. Data Assimilation Experiments

Ten one-year long assimilation experiments are conducted starting from January 1st, 2011 to systematically investigate the behavior of the Red Sea MITgcm-DART with respect to the ensemble size and localization radius, as outlined in Table 1. The $F_{exp}$ is a free-run in which the model was integrated with the mean of the ECMWF atmospheric ensemble. $A_{50exp\_loc}$ is a 50-member assimilation experiment accounting for uncertainties in the initial conditions, internal physics, and atmospheric forcing. $A_{100exp\_loc}$, $A_{250exp\_loc}$, and $A_{500exp\_loc}$ are the same as $A_{50exp\_loc}$ with ensembles of 100, 250, and 500 members, respectively. Localization was used in all these experiments with a radius of 300km. $A_{500exp}$ and $A_{5000exp}$ respectively use 500 and 5000 ensemble members and are configured here without localization. The initial ensembles for all these experiments are selected from the January months of a long model hindcast run (here 20 years). The atmospheric forcing ensembles are randomly sampled from a Gaussian distribution with mean and covariance matching those of the 50-member ECMWF ensemble, using

$$X_s = \bar{X} + \frac{1}{\sqrt{k - 1}} C_k u_{k\times s};$$

where $k$ is the size of the original ensemble (50), $s$ is the size of the intended ensemble, $\bar{X}$ is the matrix of the mean of the original ensemble, $C_k$ is the matrix of atmospheric ensemble members anomalies, $u_{k\times s}$ is the matrix of perturbations sampled from Gaussian (0,1), and $X_s$ is the intended ensemble.
Four more experiments, $Atm_{A500exp\_loc}$ and $Atm_{A500exp}$, and $Init_{A500exp\_loc}$ and $Init_{A500exp}$ were conducted to assess the impact of different sources of uncertainties (Table 1). $Atm_{A500exp\_loc}$ and $Atm_{A500exp}$ are the same as those of $A500exp\_loc$ and $A500exp$ except that the uncertainties in the model physics are not accounted for. Similarly, $Init_{A500exp\_loc}$ and $Init_{A500exp}$ are the same as those of $A500exp\_loc$ and $A500exp$ except that the uncertainties in both model physics and atmospheric forcing are not accounted for, and uses an inflation factor of a value of 1.1 instead.

In addition to the aforementioned one-year long experiments, we conducted five single-DA EAKF runs on October 1st, 2011, to specifically investigate the influence of long-range correlations in a forecast ensemble derived from $A500exp$. These experiments, namely $SSHrun$, $SSTrun$, $SSTnrsrun$, $SSTsrsrun$, and $SSTgoarun$, assimilated a subset of observations as described in Table 2. These runs were designed to provide insights into the impact of long-range correlations on the assimilation process and its subsequent effects on the analyzed variables.

3.1. Validation Datasets

Various satellite and in-situ observations are used to evaluate the MITgcm-DART state estimates of the RS. The daily-averaged forecasts of SST and SSH are compared against the merged satellite level-3 observations from Group for High-Resolution Sea Surface Temperature (GHRSSST; EUMETSAT, 2008) available at 5 km-resolution and merged along-track level-3 altimeter observations of SSH from CMEMS [Pujol et al., 2018] available at 12 km-resolution, respectively. In the subsurface, the RS state estimates are evaluated against Conductivity Temperature and Depth (CTD) observations of temperature and salinity profiles that have been collected between 15th September and 8th October, 2011. This dataset includes 206 profiles sampled by a joint King Abdullah University of Science and Technology (KAUST) and Woods Hole Oceanography
Institute (WHOI) cruise along the eastern RS, with a horizontal spacing of 10 km [Zhai et al., 2015; hereafter KAUST/WHOI summer cruise]. These observations are not assimilated in any of the experiments and are therefore considered independent observations for validation.

4. Results and Discussion

In this section, we first address the computational costs associated with the 5000-member ensemble experiment in comparison to a standard 50-member ensemble experiment. This comparison helps us gain a better understanding of the scale of the computational challenge we dealt with.

Next, we compare the outputs of all the large ensemble experiments with satellite and independent in-situ observations. This comparative analysis enables us to assess the system's sensitivity to ensemble size and localization. By examining how the assimilation experiments perform under different configurations, we can identify the impact of these factors on the quality of the assimilated data.

Additionally, we investigate the system's sensitivity to inputs stochasticity. This analysis allows us to understand how uncertainties in the initial conditions, atmospheric forcing and internal physics affect the assimilation results when large ensembles are used.

By considering these various factors, we aim to delve into the underlying reasons behind the observed improvements and degradations across different experimental settings. This analysis will provide valuable insights into the behavior of the assimilation system and contribute to a comprehensive understanding of its performance.

4.1. Computational costs

KAUST is home to SHAHEEN-II [Hadri et al., 2015], a Cray XC40 supercomputer with 6,174 dual-socket compute nodes, each powered by 32 core Intel Haswell processors clocked at 2.3 GHz. Each node is equipped with 128GB of DDR4 memory running at 2300MHz. With a total of 197,568
processor cores and 790TB of aggregate memory, SHAHEEN-II can achieve a performance of 7.2Pflop/s in double precision. All experiments were conducted on this supercomputer, utilizing ROCOTO, a workflow manager to streamline our processes. This allowed us to take full advantage of SHAHEEN-II’s capabilities and achieve optimal results.

To evaluate the computational costs, we present a comparison in Table 3 between the 5000-member and standard 50-member ensemble experiments, focusing on the two primary components: model integration using MITgcm and assimilation step using DART. For each ensemble member, running the 4km-resolution MITgcm to generate three days of forecasts requires three minutes with 3 nodes. Concurrently running 50 MITgcm instances necessitates 150 nodes. The standard 50-member ensemble DART process utilizes 8 nodes and takes approximately 5 minutes to assimilate all observations. In contrast, the 5000-member ensemble DART occupies 590 nodes to meet its large internal memory demand and takes around 30 minutes to finish the task. However, running the entire 5000 MITgcm instances simultaneously exceeds the available resources of SHAHEEN-II, requiring 15,000 nodes. Consequently, the 5000-member ensemble experiments demand a considerable amount of time to complete a single assimilation cycle. The computational cost for the 5000-member ensemble experiment to complete one assimilation cycle reaches 33,440 core hours, approximately 130 times higher than that of the standard 50-member ensemble experiment (261 core hours). Furthermore, the large number of input/output (IO) operations required for the 5000-member ensemble experiments significantly increases the time needed to complete a full assimilation cycle. This, in turn, increases the overall computational cost and makes it challenging to conduct various sensitivity experiments at this ensemble size. As a result, achieving optimal results can be challenging, especially that Shaheen-II is in production mode with many other users and different applications and workloads.
4.2. Comparisons against observations

Figure 1 illustrates the time series of the root-mean-square difference (RSMD) between the assimilation experiments and satellite observations for (a) SST and (b) SSH. All assimilation experiments outperform the $F_{exp}$ baseline, consistent with the findings of Toye et al. (2020). Incorporating localization in the assimilation process improves the estimation of SST and SSH, with a slight enhancement observed as the ensemble size increases. However, there is a saturation point (at about 250 members) beyond which further increases in ensemble size yield marginal improvements, in agreement with Toye et al. (2020). Strikingly, not applying localization significantly degrades the assimilation solution, even with a 5000-member ensemble. This is especially notable in SSH, where the accuracy loss exceeds 3cm.

In order to gain deeper insights into these results, we analyzed the latitude-wise differences in temperature and salinity profiles between the model and independent in-situ observations, as depicted in Figure 2. The assimilation experiments without localization experience substantial deteriorations, particularly in the upper 120 m layers, with temperature differences exceeding 1°C and salinity differences exceeding 0.4psu. However, the differences between ensemble DA runs with and without localization become negligible in the deeper layers. This can be attributed to the limited observational data coverage and limited influence of atmospheric forcing ensemble and perturbed internal physics in those deeper layers, resulting in minimal analysis increments and ensemble spread (see Figure 3) at depth.

To further investigate the aforementioned results, we conducted an analysis of the ocean state estimates from various assimilation experiments: $Atm\_A500exp\_loc$, $Atm\_A500exp$, $Init\_A500exp\_loc$, and $Init\_A500exp$. These experiments share a similar configuration to $A500exp\_loc$ and $A500exp$, with the main difference being the systematic reduction of ensemble
stochasticity by limiting the sources of uncertainty. Figure 4 illustrates the temporal evolution of
the difference in RMSD in SST and SSH between the assimilation experiments with and without
localization, compared against satellite observations. Positive values indicate improved
performance with localization. In Figure 5, we focus on salinity differences between the model and
in-situ observations, specifically for the $Atm_{A500exp\_loc}$, $Atm_{A500exp}$, $Init_{A500exp\_loc}$, and
$Init_{A500exp}$ experiments. The assimilation results of $Atm_{A500exp\_loc}$ and $Atm_{A500exp}$
demonstrate significant deterioration when localization is not applied, particularly evident in SSH
(Figure 4b) and salinity (Figures 5c-d), consistent with the findings discussed earlier for
$A500exp\_loc$ and $A500exp$. Conversely, the results of $Init_{A500exp\_loc}$ and $Init_{A500exp}$ do not
exhibit a consistent pattern across the variables. SSTs degrade without localization, while SSH
(Figure 4b) and salinity (comparing Figure 5a and 5b) show improvements. However, the
differences between observations and estimated salinity in both $Init_{A500exp\_loc}$ and $Init_{A500exp}$
(Figures 5a-b) are considerable, raising concerns about the suitability of employing EnKF DA
systems that neglect important sources of uncertainty. It is worth mentioning that the ocean state
estimates from the DA system are significantly improved when uncertainties in atmospheric forcing
are accounted for by integrating the ocean model with an ensemble of atmospheric forcing
(comparing Figures 5a-b with Figures 5c-d). Furthermore, considering uncertainties in internal
physics (Figures 5c-d vs Figures 2l-m) further enhances the quality of system outputs, albeit to a
lesser extent, in line with the findings reported by Sanikommu et al. (2020).

The deterioration in the assimilation system performance after the removal of localization,
even at the largest ensemble size, indicate that there are potential sources of sampling errors other
than the size of the ensemble.

4.3. Long-range ensemble correlations
To assess the deteriorations associated with the removal of localization in the assimilation experiments, we analyzed the long-range correlations in the forecast ensembles of different assimilation experiments. Figures 6a-d depict the spatial cross-correlations on October 1st, 2011, between sea surface salinity (SSS) at a location in the northern Red Sea (NRS) and sea surface temperature (SST) in the rest of the domain for A50exp_loc, A500exp_loc, A500exp, and A5000exp. Figures 6e-h show the same cross-correlations for another location in the southern Red Sea (SRS). These locations were selected based on prominent salinity differences observed in the assimilation experiments without localization (Figure 2m, 2n, and 5d). Overall, increasing the ensemble size from 50 to 500 smoothens the long-range correlations in the ensemble DA experiments with localization, consistent with previous studies on localization-related error covariance inflation. The differences in correlations between A500exp_loc and A500exp are notable, despite being driven by the same perturbed physics and atmospheric forcing. All ensemble data assimilation experiments indicate the presence of long-range correlations, even with 5000 ensemble members. However, some of these correlations appear to be spurious. For example, SSS in the NRS exhibits a strong correlation with SST in the Gulf of Aden (GoA) while showing weaker local correlations (Figure 6d). Similarly, SSS in the SRS strongly correlates with isolated patches of SST in the NRS, with less significant local correlations (Figure 6h).

To investigate whether these spurious long-range correlations have the potential to generate predominant increments, we conducted various single-data assimilation runs using the forecast ensemble of A500exp on October 1st, 2011, and examined the resulting analysis increments. Comparing the results obtained from A500exp (Figure 7a), SSHrun (Figure 7b), and SSTrun (Figure 7c), we observed that the salinity increments are primarily influenced by the assimilation of SST observations rather than SSH observations. For example, A500exp shows strong negative salinity analysis increments (up to 0.2psu) in the northeastern parts of the RS and moderate positive salinity
analysis increments in the western parts of the RS and the GoA. The spatial patterns and magnitudes
of salinity increments closely resemble those obtained from \textit{SSTrun} compared to \textit{SSHrun}. In Figure
7d and 7e, we present salinity increments obtained from the assimilation of SST observations at two
different locations: one in the northern RS and another in the GoA. The results from these runs
indicate that the salinity increments are prominent not only in the nearby region of the SST
observation location but also in farther regions. For instance, \textit{SSTnrsrun} yields large salinity
increments in the GoA, while \textit{SSTsrsrun} generates larger salinity increments in the NRS. These
findings clearly indicate that the spurious long-range cross-correlations indeed have the potential to
generate predominant increments, thereby confirming that the presence of these spurious long-range
correlations is behind the deteriorations observed in ensemble DA runs without localization.

4.3.1 The sources of spurious long-range ensemble correlations

Previous studies have noted that the perturbed atmospheric forcing ensemble from ECMWF
contains non-Gaussianity and long-range correlations due to its low rank \cite{Bertossa et al., 2021}. When such atmospheric ensemble is used to force complex nonlinear systems like the ocean model, the non-Gaussianity is expected to amplify \cite{Miyoshi et al., 2014}. Additionally, the nonlinear nature of the model itself can generate non-Gaussianity even when perturbing linear model physics parameters \cite{Sura and Hannachi, 2015}.

To assess any systematic increase in the long-range correlations associated with atmospheric
ensemble forcing and non-linearity of the perturbed model physics, we examined the forecast
ensembles of \textit{Init\_A500exp}, \textit{Atm\_A500exp}, and \textit{A500exp} (Figure 8, 6g and Table 4). Figure 8 shows
cross-correlations between SSS at a location in the SRS and SST in the rest of the domain for the
ensemble of (a) \textit{Init\_A500exp}, and (b) \textit{Atm\_A500exp}. In the ensemble of \textit{Init\_A500exp}, the
correlations are limited to the local neighborhoods, similar to previous findings of \textit{Toye et al.} (2018)
with 1000-member ensemble. On the other hand, the ensemble of $Atm\_A500exp$ exhibits long-range correlations, with SSS in the SRS correlating more strongly with SST in the NRS than with its closer neighborhoods (Figure 8b). The long-range correlations in the ensemble of $A500exp$ are even more prominent (Figure 6g).

To examine non-Gaussianity, we analyzed skewness ($s$) and kurtosis ($k$) of the Probability Density Function (PDF) of the forecast ensemble from $Init\_A500exp$, $Atm\_A500exp$, and $A500exp$. Table 4 summarizes the percent occurrence of non-Gaussianity in the whole domain for different variables based on the ensembles of $Init\_A500exp$, $Atm\_A500exp$, and $A500exp$. The PDF is considered non-Gaussian when $|s| > 0.3$ or $|k| > 0.6$. The presence of non-Gaussianity is relatively low for sea surface height (SSH) across all experiments. However, for SST and SSS, non-Gaussianity is notable. It is around 14% in $Init\_A500exp$, but increases to 38% in $Atm\_A500exp$ and 86% in $A500exp$. A similar systematic increase in non-Gaussianity is observed for SST as well.

To illustrate how the bimodality and long-range correlations in the forecast ensemble caused deteriorations independently from each other, we present the scatter between SST and SSS (Figure 9). The scatter plot between SST in the GoA and SSS in the NRS (Figure 9a) suggests a prominent bimodality in the SST ensemble, with distinct warm and cold groups. The correlations computed for each of these groups within the same ensemble vary significantly from each other, indicating that the bimodal correlations cannot be well described by linear correlations commonly used in Kalman-like updates [Anderson et al., 2001; Hoteit et al., 2015]. In contrast, the long-range correlation between SST in the NRS and SSS in the SRS (Figure 9b) is strong without clear signs of bimodality. Note that the magnitude of the long-range correlation is stronger than the local correlations between SST and SSS in the SRS (Figure 6h). This result suggests that there are
instances/places where degradations were resulted only from the spurious long-range correlations too.

Be it influenced by spurious features arising from the size-constrained atmospheric forcing ensemble or the non-Gaussian effects introduced by stochastic perturbations, our EnKF-based assimilation system's utilization of long-range correlations may prove unreliable. Consequently, the necessity for localization remains, even when the system is implemented large ensembles. Ensemble data assimilation systems that account for uncertainties in atmospheric forcing and internal physics have been shown to be beneficial. To further enhance performance of the DA systems, more advanced assimilation schemes that account for non-Gaussianity and mitigate long-range correlations should be incorporated.

5. Summary and future directions

This study focused on conducting large ensemble experiments using a real ocean data assimilation system implemented in the Red Sea. The ensemble sizes ranged from 50 to 5000 members, which significantly increased the computational cost by 130 times compared to smaller ensembles. By utilizing these large ensembles, we aimed to gain insights into the validity of the Gaussian assumption in the Ensemble Kalman Filter (EnKF) and evaluate the relative importance of addressing uncertainties in different inputs versus mitigating long-range correlations through the utilization of a large ensemble. Another objective was to examine the system's sensitivity to ensemble size and the significance of localization in a large ensemble context. Through these investigations, we aimed to enhance our understanding of the behavior and performance of the data assimilation system under different conditions.

Our results indicate that increasing the ensemble size leads to improved ocean state estimates and reduced long-range correlations. However, we observed that these improvements
seize well below an ensemble size of 500 members. Localization continues to play a crucial role even in the context of large ensembles. We also observed that accounting for uncertainties in various inputs yields more benefits than simply increasing the ensemble size, despite the presence of amplified long-range correlations and non-Gaussianity.

The presence of non-Gaussianity and long-range correlations even in large ensembles underscores the ongoing need for localization. Interestingly, our results are not in full agreement with previous studies \cite{Kondo2016,Toye2018}, which suggested that large ensembles lead to smoother correlations and improved assimilation solutions while being less reliant on localization. Thus, the findings presented in this study can change scientific perspectives regarding the benefit of large ensembles in data assimilation.

Based on the improvements in the ensemble DA experiments achieved after incorporating uncertainties in atmospheric forcing and internal physics, we envision that their capabilities could be further enhanced by employing more sophisticated non-Gaussian data assimilation schemes. Increasing the rank of the atmospheric forcing ensemble and implementing non-Gaussian ensemble filters such as ensemble Gaussian Mixture filters \cite{Anderson2010,Hoteit2008,Hoteit2012,Hoteit2015,Fletcher2023} are potential avenues to explore. As computational power advances, increasing the rank of the atmospheric and oceanic ensembles will become more affordable in the future. KAUST is acquiring its new supercomputing system SHAHEEN-III which is set to be 20 times faster than the current supercomputer SHAHEEN-II thanks to its more efficient computing resources. This will offer us new perspectives to develop and test non-Gaussian ensemble data assimilation schemes for improved ocean analyses and forecasting.
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Table 1. Summary of the experiments conducted. In the table “Unperturbed” refers to the default configuration adopted from the deterministic model. “Perturbed” model physics refers to the use of a time-varying ensemble of physics during the model integration of each ensemble member for forecasting.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Initial ensemble</th>
<th>Atmospheric Ensemble</th>
<th>Model physics</th>
<th>Assimilation</th>
<th>Localization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fexp</td>
<td>Unperturbed</td>
<td>Unperturbed</td>
<td>Unperturbed</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>A50exp_loc</td>
<td>50</td>
<td>50</td>
<td>Perturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>A100exp_loc</td>
<td>100</td>
<td>100</td>
<td>Perturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>A250exp_loc</td>
<td>250</td>
<td>250</td>
<td>Perturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>A500exp_loc</td>
<td>500</td>
<td>500</td>
<td>Perturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>A500exp</td>
<td>500</td>
<td>500</td>
<td>Perturbed</td>
<td>Yes</td>
<td>Not used</td>
</tr>
<tr>
<td>A5000exp</td>
<td>5000</td>
<td>5000</td>
<td>Perturbed</td>
<td>Yes</td>
<td>Not used</td>
</tr>
<tr>
<td>Atm_A500exp_loc</td>
<td>500</td>
<td>500</td>
<td>Unperturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>Atm_A500exp</td>
<td>500</td>
<td>500</td>
<td>Unperturbed</td>
<td>Yes</td>
<td>Not used</td>
</tr>
<tr>
<td>Init_A500exp_loc</td>
<td>500</td>
<td>Unperturbed</td>
<td>Unperturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>Init_A500exp</td>
<td>500</td>
<td>Unperturbed</td>
<td>Unperturbed</td>
<td>Yes</td>
<td>Not used</td>
</tr>
</tbody>
</table>
Table 2. Summary of the single-DA cycle EAKF runs conducted using the forecast ensemble of A500exp on 1st October, 2011. In the table, NRS, SRS, and GoA corresponds to observations in the entire northern RS (32°E-38°E & 24°N-30°N), southern RS (38°E-42°E & 12°N-18°N), and Gulf-of-Aden (42°E-50°E & 12°N-16°N), respectively.

<table>
<thead>
<tr>
<th>Assimilation Experiment</th>
<th>SSH</th>
<th>SST</th>
<th>T&amp;S profiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSHrun</td>
<td>Yes; whole domain</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>SSTrun</td>
<td>No</td>
<td>Yes; whole domain</td>
<td>No</td>
</tr>
<tr>
<td>SSTnrsrun</td>
<td>No</td>
<td>Yes; only in the NRS</td>
<td>No</td>
</tr>
<tr>
<td>SSTsrsrun</td>
<td>No</td>
<td>Yes; only in the SRS</td>
<td>No</td>
</tr>
<tr>
<td>SSTgoarun</td>
<td>No</td>
<td>Yes; only in the GoA</td>
<td>No</td>
</tr>
</tbody>
</table>
Table 3. Computational costs for one assimilation cycle in 50-member and 5000-member ensemble experiments, where assimilation is performed after integrating model for 3 days. The total core hours are calculated based on 32 cores per node.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Ensemble of Models</th>
<th>Assimilation</th>
<th>Total core hours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes</td>
<td>Wall time</td>
<td>Nodes</td>
</tr>
<tr>
<td>A50exp_loc</td>
<td>150</td>
<td>3 minutes</td>
<td>8</td>
</tr>
<tr>
<td>A5000exp</td>
<td>15000</td>
<td>3 minutes</td>
<td>590</td>
</tr>
</tbody>
</table>
Table 4. The percentage occurrence of non-Gaussianity resulted from different experiments in different surface variables.

<table>
<thead>
<tr>
<th></th>
<th>SST</th>
<th>SSS</th>
<th>SSH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Init_A500exp</td>
<td>26</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>Atm_A500exp</td>
<td>27</td>
<td>38</td>
<td>3</td>
</tr>
<tr>
<td>A500exp</td>
<td>59</td>
<td>86</td>
<td>4</td>
</tr>
</tbody>
</table>
Figure 1. Time series of RMSD for daily averaged (a) SST (°C), and (b) SSH (cm) from \( F_{\text{exp}} \) (red), \( A_{50}^{\text{exp}_L\text{oc}} \) (green), \( A_{100}^{\text{exp}_L\text{oc}} \) (green thin line), \( A_{250}^{\text{exp}_L\text{oc}} \) (blue thin line), \( A_{500}^{\text{exp}_L\text{oc}} \) (blue), \( A_{50}^{\text{exp}} \) (magenta), \( A_{5000}^{\text{exp}} \) (pink). RMSDs of SST and SSH are computed by collocating the daily averaged model forecasts onto level-3 GHRSST, and level-3 altimeter observations, respectively. 10-day smoothing is applied to better visualize the differences amongst the reanalyses.
Figure 2. Collocated (in space and time) subsurface temperature (a) and salinity (b) differences between the model outputs and in-situ CTD observations collected during the KAUST/WHOI summer cruise conducted from 15th September – 8th October 2011. Panels a-b, c-d, e-f, g-h, i-j, k-l, and m-n show results for $F_{exp}$, $A_{50exp\_loc}$, $A_{100exp\_loc}$, $A_{250exp\_loc}$, $A_{500exp\_loc}$, $A_{500exp}$, and $A_{5000exp}$, respectively. Temperature and salinity observations are smoothed by 1° in the latitudinal direction and 10m in the vertical to emphasize subsurface features. Latitudes corresponding to observation locations are indicated as black vertical dashes at the top of each panel.
Figure 3. Maximum ensemble salinity spread in the (a-d) upper 120m and (e-h) below 120m. Results are shown for (a,e) A50 exp loc, (b,f) A500 exp loc, (c,g) A500 exp, (d,h) A5000 exp on 1st October, 2011.
Figure 4. (a) Difference in SST RMSD (°C) between non-localization and localization experiments. Results from six different experiments are represented; \( \text{Init}_A500\text{exp} - \text{Init}_A500\text{exp\_Loc} \) (orange), \( \text{Atm}_A500\text{exp} - \text{Atm}_A500\text{exp\_Loc} \) (green), \( A500\text{exp} - A500\text{exp\_loc} \) (maroon). Panel b is same as that of a except for SSH (cm).
Figure 5. Same as Figure 2 except that the results are shown only for salinity. The salinity differences are between (a) $\text{Atm}_{A500}\text{exp}_\text{loc}$ and observations, (b) $\text{Atm}_{A500}\text{exp}$ and observations, (c) $\text{Init}_{A500}\text{exp}_\text{loc}$ and observations, (d) $\text{Init}_{A500}\text{exp}$ and observations.
Figure 6: Ensemble cross-correlations, between SST and SSS at a point location, in (a,e) $A50\text{exp}_\text{loc}$, (b,f) $A500\text{exp}_\text{loc}$, (c,g) $A500\text{exp}$, (d,h) $A5000\text{exp}$ on 1st October, 2011. The cross-correlations are shown for two different point locations (indicated as a solid black dot), one in the NRS (upper panels) and another in the SRS (bottom panels).
Figure 7. Analysis corrections of salinity (psu) at 30m depth on 1st October, 2011, as resulted from (a) $A500_{exp}$, (b) $SST_{run}$, (c) $SSH_{run}$, (d) $SST_{nhrsrun}$, (e) $SST_{srsrun}$, and (f) $SST_{goarun}$. 
Figure 8. Ensemble cross-correlations, between SST and SSS at a point location in the SRS for (a) *Init_A500exp* and (b) *Atm_A500exp*. 
Figure 9. Scatter between SST and SSS in the A500exp ensemble corresponds to 1st October 2011. Scatter is between (a) SST in the GoA and SSS in the NRS, and (b) SST in the NRS and SSS in the SRS.
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Abstract

Ensemble Kalman Filters (EnKFs), which assimilate observations based on statistics derived from samples of ocean states called ensemble, have become the norm for ocean data assimilation (DA) and forecasting. These schemes are commonly implemented with inflation and localization techniques to increase their ensemble spread and to filter out spurious long-range correlations resulting from the limited-size ensembles imposed by computational burden constraints. Such ad hoc methods were found not necessary in ensemble DA experiments with simplified ocean/atmospheric models and large ensembles. Here, we conduct a series of 1-year-long ensemble experiments with a fully realistic EnKF-DA system in the Red Sea using tens-to-thousands of ensemble members. The system assimilates satellite and in-situ observations and accounts for model uncertainties by integrating a 4km-resolution ocean model with ECMWF atmospheric ensemble fields, perturbed internal physics and initial conditions for forecasting.

Our results indicate that accounting for model uncertainties is more beneficial than simply increasing the ensemble size, with the improvements due to large ensemble leveling off at about 250 members. Besides, and in contrast to what is commonly observed with simplified models, the investigated ensemble DA system still required localization even when implemented with thousands of members. These findings are explained by (i) amplified spurious long-range correlations produced by the low-rank nature of the ECMWF atmospheric forcing ensemble, and (ii) non-Gaussianity generated by the perturbed internal physical parameterization schemes. Large ensemble forcing fields and non-Gaussian DA methods might be needed to take full benefits from large ensembles in ocean DA.
Plain Language Summary

Data assimilation (DA) using Ensemble Kalman Filters (EnKFs) requires large ensembles to estimate robust statistics in order to efficiently spread the observation’s information to all model variables, key for robust predictions of the ocean state. Until recently, only limited ensembles (~10-100 members) could be afforded in realistic ocean DA applications. With the ever-increasing computational resources, the use of larger ensembles will become possible in the near future. In this context, the present study assesses the performance of a fully realistic high-resolution ocean EnKF-DA system by systematically examining its sensitivity to ensembles composed of tens-to-thousands of members. It offers fresh perspectives on the employment of ad hoc inflation and localization methods, which have been traditionally implemented with EnKFs to compensate for the use of small ensembles and for the omittance of various model uncertainties. The results of this study suggest large-ensemble forcing fields as well as non-Gaussian DA methods may be needed to maximize the benefits of large ensembles in ocean DA.
1. Introduction

Ensemble Kalman Filter (EnKF) based data assimilation (DA) systems provide an efficient framework to update the background error covariance, a critical element for any ocean DA system to spread the observation information across model variables [Derber and Bouttier, 1999; Bouttier and Courtier, 1999, 2002; Edwards et al., 2015; Hoteit et al., 2018]. In ENKFs, a set of ocean states, called ensemble, is integrated using an ocean model for forecasting the first two-moments statistics of the ocean state, i.e., sample mean and covariance, which are in turn used to apply a Kalman filter to update the forecast [Hoteit et al., 2015]. These DA schemes require the size of the ensemble to be large enough to estimate robust statistics [Mitchell et al., 2002; Houtekamer and Zhang, 2016; Lei and Whitaker, 2017; Leutbecher, 2019]. Using small ensembles was shown to produce spurious long-range covariances and rapid collapse of the ensemble spread after few assimilation cycles [Houtekamer and Mitchell, 1998; Anderson 2001]. In spite of this, only limited ensembles (~10-100 members) were so far considered in real-world applications mainly to reduce the computational burden [e.g., Hoteit et al., 2012; Wang and Lei, 2014; Penny et al., 2015; Lei and Whitaker, 2017; Baduru et al., 2019; He et al., 2019; Toye et al., 2020; Sanikommu et al., 2023]. Ad hoc techniques such as inflation and localization, which respectively inflates ensemble covariances artificially and limits the observations influence to only within certain radius by tapering long-range correlations in the ensemble, are usually deployed as a compensation for small ensemble size [e.g., Houtekamer and Mitchell, 1998, 2001; Hunt et al., 2007; Bishop and Hodyss, 2007; Miyoshi, 2011; Whitaker and Hamill, 2012; Lee et al., 2017; Luo et al., 2018]. With the ever-increasing computational resources, the use of large ensembles will become possible in the near future. Hence, identifying the benefits and outstanding issues associated with large ensembles is important to provide new insights into the future applications of ensemble DA methods in ocean applications.
Up to date, large ensemble experiment studies (LEEs) with realistic ocean and atmospheric DA and forecasting systems remain limited. The studies of Miyoshi et al. (2014), Kondo and Miyoshi (2016) and Toye et al. (2020) have suggested that with large ensembles, the performance of the ensemble DA system generally becomes less dependent on inflation and localization. However, these LEE studies were not performed with a fully realistic ensemble DA framework. For instance, the LEE (up to 10,000 members) results of the first two studies were based on a mid-complex coupled ocean-atmospheric model and assimilated pseudo-observations. Toye et al., (2018) conducted LEEs, up to 1000 members, with an ocean general circulation model of the Red Sea assimilating real observations, but only accounted for uncertainties in the initial conditions. Ensembles from such mid-complex LEE systems were also investigated to (1) examine the characteristics of background model errors [Pinardi et al., 2008; Jacques and Zawadzki, 2015], (2) understand and model sampling errors [Necker et al., 2020a, 2020b], (3) assess non-Gaussianity and sensitivity to covariance localization [Miyoshi et al., 2014; Kondo and Miyoshi, 2016; Toye et al., 2018], and (4) examine the potential impact of observations [Necker et al., 2020a].

Accounting for uncertainties of a forecasting ocean model via stochastic inputs and parameters has recently become popular in the EnKF DA systems [see review papers Martin et al., 2015; Houtekamer and Zhang, 2016]. In ocean applications, uncertainties are now considered in the atmospheric forcing, boundary conditions, internal physics, bathymetry, and of course initial conditions. These studies suggested noticeable improvements, compared to those that do not account for uncertainties, in the performance of the underlying ensemble assimilation systems [e.g. Fujita et al., 2007; Bowler et al., 2008; Houtekamer et al., 2009; Kwon et al., 2016; Penny et al., 2015; Vandenbulcke and Barth, 2015; Sanikommu et al., 2017, 2019, 2020; Baduru et al., 2019]. Accounting for uncertainties in model’s inputs may however introduce non-Gaussian features in the distribution of the forecast ensemble due to the model’s non-linearity [e.g., Sura et al., 2005;
Sura and Sardeshmukh, 2008; Sura and Hannachi, 2015], which may limit the performances of the Gaussian-based EnKFs [e.g. Anderson, 2001; Whitaker and Hamill, 2002; Hoteit et al., 2008, 2012; Subramanian et al., 2012].

Here we conduct for the first time LEEs with up to 5000 members using a fully realistic high-resolution EnKF-DA system of the Red Sea (RS) and assimilating real observations accounting for uncertainties in the atmosphere and physics, in addition to the initial conditions. We assess the sensitivity of the system to increasing ensembles. We examine in particular probability distribution of the forecasted ensemble and investigate the need for localization. We further examine the sensitivity of the LEE results to accounting for the uncertainties of various inputs. Our results suggest that increasing the ensemble size seems to be beneficial up to a few hundred ensemble members, and localization is necessary even when the system is implemented with large ensembles. Accounting for uncertainties is more beneficial than increasing the ensemble size, even though it may introduce non-Gaussian features that limit the performance of our EnKF-based assimilation system. Detailed analyses and discussions of these findings are provided in the remainder of this study, which is organized as follows. Section 2 describes the RS EnKF DA system, including the ocean model. Section 3 presents the setup of the assimilation experiments, including various observational datasets used for validation. The ensemble DA experiment results are analyzed and discussed in Section 4. A summary of the main findings and a discussion on future research conclude the work in Section 5.

2. The Ensemble Ocean Data Assimilation System of the Red Sea

The Red Sea ensemble DA system is based on the Massachusetts Institute of Technology Ocean general circulation model (MITgcm; Marshall et al., 1997) and an ensemble adjustment Kalman Filter (EAKF) available from the Data Assimilation Research Testbed (DART), the MITgcm-DART
The MITgcm-DART configuration used here is basically the same as that of Sanikommu et al., (2020), including the initial conditions, the model physics dictionary (described below), the atmospheric forcing ensemble, assimilated observations, localization, etc. The outputs of this assimilation system were validated against independent in-situ and satellite observations and were found to provide robust estimates of the Red Sea state [Sanikommu et al., 2020; Toye et al., 2020], significantly better than those available from the widely used global ocean reanalyses [Sanikommu et al., 2023]. Below we provide a brief overview of the system components.

The MITgcm was implemented on a spherical polar grid covering the entire RS domain, including the Gulfs of Suez and Aqaba, and a part of the Gulf of Aden where an open boundary connects it to the Arabian Sea [e.g., Krokos et al., 2019, 2022; Sanikommu et al., 2020; and Zhan et al., 2019, 2022]. The open boundary conditions for temperature, salinity, and horizontal velocity are prescribed daily from the 8km-resolution Global Ocean Reanalysis and Simulation data [GLORYS; Parent et al., 2003]. The Red Sea MITgcm uses a direct space-time 3rd order scheme for tracer advection, harmonic viscosity with the coefficients of 30 m$^2$/s in the horizontal and 7x10^{-4} m$^2$/s in the vertical direction, implicit horizontal diffusion for both temperature and salinity, and the K-Profile Parameterization (KPP) scheme [Large et al., 1994] for vertical mixing with a vertical diffusion coefficient of 10^{-5} m$^2$/s for both temperature and salinity. The model was spin up for 31 years starting from 1979 to 2010 using the 75 km resolution European Center for Medium Range Weather Forecast (ECMWF) reanalysis of atmospheric surface fluxes of radiation, momentum, and freshwater sampled every 6 hours [Dee et al., 2011]. The MITgcm outputs have been extensively validated for the RS by earlier studies [e.g. Yao et al., 2014a, 2014b; Zhan et al., 2018; Toye et al., 2017; Gittings et al., 2019; Krokos et al., 2022].
The EAKF is a deterministic square-root filter [Anderson, 2001; Hoteit et al., 2015]. It is used here to assimilate three types of observations every 3 days, with a localization radius of 300 km. The observations include SST data extracted from a level-4 in-situ and advanced very high-resolution radiometer infrared satellite SST blended daily product available at 25 km resolution [Reynolds et al., 2007]), along-track satellite level-3 merged altimeter filtered sea level anomalies (SLA), corrected for dynamic atmospheric, ocean tide, and long wavelength errors, from Copernicus Marine Environment Monitoring Service (CMEMS; Pujol et al., 2018), and in-situ temperature and salinity profiles available from Good et al. (2013). Observational errors are assumed uncorrelated. Temporally static and spatially homogeneous observational error variance values of (0.04 m)², (0.5°C)², and (0.3psu)² are prescribed for the satellite along-track SLA, and the in-situ T and S, respectively, in accordance with the suggested ranges of in-situ observational errors by earlier assimilation studies [e.g., Richman et al., 2005; Forget and Wunsch, 2007; Oke and Sakov, 2008; Karspeck, 2016]. The specified observational error variances for SST vary between (0.1°C)² and (0.6°C)² in accordance with those of the level-4 gridded SST product of Reynolds et al., (2007).

The MITgcm-DART is implemented with ROCOTO scheduler to facilitate the inclusion of uncertainties from various inputs, thereby avoiding the need of any inflation method [Sanikommu et al., 2020]. Ocean hindcasts from the aforementioned model spin up are used to generate an ensemble of initial conditions to initialize the EAKF. To account for uncertainties in the atmospheric forcing fields, the MITgcm was forced with 6 hourly, 50km-resolution, 50-member ECMWF atmospheric ensemble available from The Observing System Research and Predictability Experiment Interactive Grand Global Ensemble project (TIGGE; Bougeault et al., 2010; Buizza, 2014). Uncertainties in internal physics are accounted for by integrating each ensemble forecast model run with a set of model physics randomly selected from a predefined dictionary of model physics (MPD), specifically a model run with a certain set of model physics in a given cycle is integrated with a different set of
model physics in the next cycle. The MPD consists of various vertical and horizontal mixing schemes, and different diffusion and viscosity parameters and is described in details in Sanikommu et al., (2020).

3. Data Assimilation Experiments

Ten one-year long assimilation experiments are conducted starting from January 1st, 2011 to systematically investigate the behavior of the Red Sea MITgcm-DART with respect to the ensemble size and localization radius, as outlined in Table 1. The $F_{exp}$ is a free-run in which the model was integrated with the mean of the ECMWF atmospheric ensemble. $A50_{exp\_loc}$ is a 50-member assimilation experiment accounting for uncertainties in the initial conditions, internal physics, and atmospheric forcing. $A100_{exp\_loc}$, $A250_{exp\_loc}$, and $A500_{exp\_loc}$ are the same as $A50_{exp\_loc}$ with ensembles of 100, 250, and 500 members, respectively. Localization was used in all these experiments with a radius of 300km. $A500_{exp}$ and $A5000_{exp}$ respectively use 500 and 5000 ensemble members and are configured here without localization. The initial ensembles for all these experiments are selected from the January months of a long model hindcast run (here 20 years). The atmospheric forcing ensembles are randomly sampled from a Gaussian distribution with mean and covariance matching those of the 50-member ECMWF ensemble, using

$$X_s = \bar{X} + \frac{1}{\sqrt{k - 1}} C_k u_{k \times s};$$

where $k$ is the size of the original ensemble (50), $s$ is the size of the intended ensemble, $\bar{X}$ is the matrix of the mean of the original ensemble, $C_k$ is the matrix of atmospheric ensemble members anomalies, $u_{k \times s}$ is the matrix of perturbations sampled from Gaussian (0,1), and $X_s$ is the intended ensemble.
Four more experiments, \textit{Atm\_A500exp\_loc} and \textit{Atm\_A500exp}, and \textit{Init\_A500exp\_loc} and \textit{Init\_A500exp} were conducted to assess the impact of different sources of uncertainties (Table 1). \textit{Atm\_A500exp\_loc} and \textit{Atm\_A500exp} are the same as those of \textit{A500exp\_loc} and \textit{A500exp} except that the uncertainties in the model physics are not accounted for. Similarly, \textit{Init\_A500exp\_loc} and \textit{Init\_A500exp} are the same as those of \textit{A500exp\_loc} and \textit{A500exp} except that the uncertainties in both model physics and atmospheric forcing are not accounted for, and uses an inflation factor of a value of 1.1 instead.

In addition to the aforementioned one-year long experiments, we conducted five single-DA EAKF runs on October 1st, 2011, to specifically investigate the influence of long-range correlations in a forecast ensemble derived from \textit{A500exp}. These experiments, namely \textit{SSHrun}, \textit{SSTrun}, \textit{SSTnrsrun}, \textit{SSTsrsrun}, and \textit{SSTgoarun}, assimilated a subset of observations as described in Table 2. These runs were designed to provide insights into the impact of long-range correlations on the assimilation process and its subsequent effects on the analyzed variables.

### 3.1. Validation Datasets

Various satellite and in-situ observations are used to evaluate the MITgcm-DART state estimates of the RS. The daily-averaged forecasts of SST and SSH are compared against the merged satellite level-3 observations from Group for High-Resolution Sea Surface Temperature (GHRSSST; \textit{EUMETSAT}, 2008) available at 5 km-resolution and merged along-track level-3 altimeter observations of SSH from CMEMS [\textit{Pujol et al.}, 2018] available at 12 km-resolution, respectively.

In the subsurface, the RS state estimates are evaluated against Conductivity Temperature and Depth (CTD) observations of temperature and salinity profiles that have been collected between 15\textsuperscript{th} September and 8\textsuperscript{th} October, 2011. This dataset includes 206 profiles sampled by a joint King Abdullah University of Science and Technology (KAUST) and Woods Hole Oceanography
Institute (WHOI) cruise along the eastern RS, with a horizontal spacing of 10 km [Zhai et al., 2015; hereafter KAUST/WHOI summer cruise]. These observations are not assimilated in any of the experiments and are therefore considered independent observations for validation.

4. Results and Discussion

In this section, we first address the computational costs associated with the 5000-member ensemble experiment in comparison to a standard 50-member ensemble experiment. This comparison helps us gain a better understanding of the scale of the computational challenge we dealt with.

Next, we compare the outputs of all the large ensemble experiments with satellite and independent in-situ observations. This comparative analysis enables us to assess the system's sensitivity to ensemble size and localization. By examining how the assimilation experiments perform under different configurations, we can identify the impact of these factors on the quality of the assimilated data.

Additionally, we investigate the system's sensitivity to inputs stochasticity. This analysis allows us to understand how uncertainties in the initial conditions, atmospheric forcing and internal physics affect the assimilation results when large ensembles are used.

By considering these various factors, we aim to delve into the underlying reasons behind the observed improvements and degradations across different experimental settings. This analysis will provide valuable insights into the behavior of the assimilation system and contribute to a comprehensive understanding of its performance.

4.1. Computational costs

KAUST is home to SHAHEEN-II [Hadri et al., 2015], a Cray XC40 supercomputer with 6,174 dual-socket compute nodes, each powered by 32 core Intel Haswell processors clocked at 2.3 GHz. Each node is equipped with 128GB of DDR4 memory running at 2300MHz. With a total of 197,568
processor cores and 790TB of aggregate memory, SHAHEEN-II can achieve a performance of 7.2Pflop/s in double precision. All experiments were conducted on this supercomputer, utilizing ROCOTO, a workflow manager to streamline our processes. This allowed us to take full advantage of SHAHEEN-II’s capabilities and achieve optimal results.

To evaluate the computational costs, we present a comparison in Table 3 between the 5000-member and standard 50-member ensemble experiments, focusing on the two primary components: model integration using MITgcm and assimilation step using DART. For each ensemble member, running the 4km-resolution MITgcm to generate three days of forecasts requires three minutes with 3 nodes. Concurrently running 50 MITgcm instances necessitates 150 nodes. The standard 50-member ensemble DART process utilizes 8 nodes and takes approximately 5 minutes to assimilate all observations. In contrast, the 5000-member ensemble DART occupies 590 nodes to meet its large internal memory demand and takes around 30 minutes to finish the task. However, running the entire 5000 MITgcm instances simultaneously exceeds the available resources of SHAHEEN-II, requiring 15,000 nodes. Consequently, the 5000-member ensemble experiments demand a considerable amount of time to complete a single assimilation cycle. The computational cost for the 5000-member ensemble experiment to complete one assimilation cycle reaches 33,440 core hours, approximately 130 times higher than that of the standard 50-member ensemble experiment (261 core hours). Furthermore, the large number of input/output (IO) operations required for the 5000-member ensemble experiments significantly increases the time needed to complete a full assimilation cycle. This, in turn, increases the overall computational cost and makes it challenging to conduct various sensitivity experiments at this ensemble size. As a result, achieving optimal results can be challenging, especially that Shaheen-II is in production mode with many other users and different applications and workloads.
4.2. Comparisons against observations

Figure 1 illustrates the time series of the root-mean-square difference (RSMD) between the assimilation experiments and satellite observations for (a) SST and (b) SSH. All assimilation experiments outperform the $F_{exp}$ baseline, consistent with the findings of Toye et al. (2020). Incorporating localization in the assimilation process improves the estimation of SST and SSH, with a slight enhancement observed as the ensemble size increases. However, there is a saturation point (at about 250 members) beyond which further increases in ensemble size yield marginal improvements, in agreement with Toye et al. (2020). Strikingly, not applying localization significantly degrades the assimilation solution, even with a 5000-member ensemble. This is especially notable in SSH, where the accuracy loss exceeds 3 cm.

In order to gain deeper insights into these results, we analyzed the latitude-wise differences in temperature and salinity profiles between the model and independent in-situ observations, as depicted in Figure 2. The assimilation experiments without localization experience substantial deteriorations, particularly in the upper 120 m layers, with temperature differences exceeding 1°C and salinity differences exceeding 0.4 psu. However, the differences between ensemble DA runs with and without localization become negligible in the deeper layers. This can be attributed to the limited observational data coverage and limited influence of atmospheric forcing ensemble and perturbed internal physics in those deeper layers, resulting in minimal analysis increments and ensemble spread (see Figure 3) at depth.

To further investigate the aforementioned results, we conducted an analysis of the ocean state estimates from various assimilation experiments: $Atm_A500exp_loc$, $Atm_A500exp$, $Init_A500exp_loc$, and $Init_A500exp$. These experiments share a similar configuration to $A500exp_loc$ and $A500exp$, with the main difference being the systematic reduction of ensemble
stochasticity by limiting the sources of uncertainty. Figure 4 illustrates the temporal evolution of the difference in RMSD in SST and SSH between the assimilation experiments with and without localization, compared against satellite observations. Positive values indicate improved performance with localization. In Figure 5, we focus on salinity differences between the model and in-situ observations, specifically for the Atm_A500exp_loc, Atm_A500exp, Init_A500exp_loc, and Init_A500exp experiments. The assimilation results of Atm_A500exp_loc and Atm_A500exp demonstrate significant deterioration when localization is not applied, particularly evident in SSH (Figure 4b) and salinity (Figures 5c-d), consistent with the findings discussed earlier for A500exp_loc and A500exp. Conversely, the results of Init_A500exp_loc and Init_A500exp do not exhibit a consistent pattern across the variables. SSTs degrade without localization, while SSH (Figure 4b) and salinity (comparing Figure 5a and 5b) show improvements. However, the differences between observations and estimated salinity in both Init_A500exp_loc and Init_A500exp (Figures 5a-b) are considerable, raising concerns about the suitability of employing EnKF DA systems that neglect important sources of uncertainty. It is worth mentioning that the ocean state estimates from the DA system are significantly improved when uncertainties in atmospheric forcing are accounted for by integrating the ocean model with an ensemble of atmospheric forcing (comparing Figures 5a-b with Figures 5c-d). Furthermore, considering uncertainties in internal physics (Figures 5c-d vs Figures 2l-m) further enhances the quality of system outputs, albeit to a lesser extent, in line with the findings reported by Sanikommu et al. (2020).

The deterioration in the assimilation system performance after the removal of localization, even at the largest ensemble size, indicate that there are potential sources of sampling errors other than the size of the ensemble.

4.3. Long-range ensemble correlations
To assess the deteriorations associated with the removal of localization in the assimilation experiments, we analyzed the long-range correlations in the forecast ensembles of different assimilation experiments. Figures 6a-d depict the spatial cross-correlations on October 1st, 2011, between sea surface salinity (SSS) at a location in the northern Red Sea (NRS) and sea surface temperature (SST) in the rest of the domain for $A_{50exp\_loc}$, $A_{500exp\_loc}$, $A_{500exp}$, and $A_{5000exp}$. Figures 6e-h show the same cross-correlations for another location in the southern Red Sea (SRS). These locations were selected based on prominent salinity differences observed in the assimilation experiments without localization (Figure 2m, 2n, and 5d). Overall, increasing the ensemble size from 50 to 500 smoothens the long-range correlations in the ensemble DA experiments with localization, consistent with previous studies on localization-related error covariance inflation. The differences in correlations between $A_{500exp\_loc}$ and $A_{500exp}$ are notable, despite being driven by the same perturbed physics and atmospheric forcing. All ensemble data assimilation experiments indicate the presence of long-range correlations, even with 5000 ensemble members. However, some of these correlations appear to be spurious. For example, SSS in the NRS exhibits a strong correlation with SST in the Gulf of Aden (GoA) while showing weaker local correlations (Figure 6d). Similarly, SSS in the SRS strongly correlates with isolated patches of SST in the NRS, with less significant local correlations (Figure 6h).

To investigate whether these spurious long-range correlations have the potential to generate predominant increments, we conducted various single-data assimilation runs using the forecast ensemble of $A_{500exp}$ on October 1st, 2011, and examined the resulting analysis increments. Comparing the results obtained from $A_{500exp}$ (Figure 7a), $SSH_{run}$ (Figure 7b), and $SST_{run}$ (Figure 7c), we observed that the salinity increments are primarily influenced by the assimilation of SST observations rather than SSH observations. For example, $A_{500exp}$ shows strong negative salinity analysis increments (up to 0.2psu) in the northeastern parts of the RS and moderate positive salinity
analysis increments in the western parts of the RS and the GoA. The spatial patterns and magnitudes
of salinity increments closely resemble those obtained from SSTrun compared to SSHrun. In Figure
7d and 7e, we present salinity increments obtained from the assimilation of SST observations at two
different locations: one in the northern RS and another in the GoA. The results from these runs
indicate that the salinity increments are prominent not only in the nearby region of the SST
observation location but also in farther regions. For instance, SSTnrsrun yields large salinity
increments in the GoA, while SSTsrsrun generates larger salinity increments in the NRS. These
findings clearly indicate that the spurious long-range cross-correlations indeed have the potential to
generate predominant increments, thereby confirming that the presence of these spurious long-range
correlations is behind the deteriorations observed in ensemble DA runs without localization.

4.3.1 The sources of spurious long-range ensemble correlations

Previous studies have noted that the perturbed atmospheric forcing ensemble from ECMWF
contains non-Gaussianity and long-range correlations due to its low rank [Bertossa et al., 2021].
When such atmospheric ensemble is used to force complex nonlinear systems like the ocean model,
the non-Gaussianity is expected to amplify [Miyoshi et al., 2014]. Additionally, the nonlinear nature
of the model itself can generate non-Gaussianity even when perturbing linear model physics
parameters [Sura and Hannachi, 2015].

To assess any systematic increase in the long-range correlations associated with atmospheric
ensemble forcing and non-linearity of the perturbed model physics, we examined the forecast
ensembles of Init_A500exp, Atm_A500exp, and A500exp (Figure 8, 6g and Table 4). Figure 8 shows
cross-correlations between SSS at a location in the SRS and SST in the rest of the domain for the
ensemble of (a) Init_A500exp, and (b) Atm_A500exp. In the ensemble of Init_A500exp, the
correlations are limited to the local neighborhoods, similar to previous findings of Toye et al. (2018)
with 1000-member ensemble. On the other hand, the ensemble of \textit{Atm\_A500exp} exhibits long-range correlations, with SSS in the SRS correlating more strongly with SST in the NRS than with its closer neighborhoods (Figure 8b). The long-range correlations in the ensemble of \textit{A500exp} are even more prominent (Figure 6g).

To examine non-Gaussianity, we analyzed skewness (s) and kurtosis (k) of the Probability Density Function (PDF) of the forecast ensemble from \textit{Init\_A500exp}, \textit{Atm\_A500exp}, and \textit{A500exp}. Table 4 summarizes the percent occurrence of non-Gaussianity in the whole domain for different variables based on the ensembles of \textit{Init\_A500exp}, \textit{Atm\_A500exp}, and \textit{A500exp}. The PDF is considered non-Gaussian when |s| > 0.3 or |k| > 0.6. The presence of non-Gaussianity is relatively low for sea surface height (SSH) across all experiments. However, for SST and SSS, non-Gaussianity is notable. It is around 14% in \textit{Init\_A500exp}, but increases to 38% in \textit{Atm\_A500exp} and 86% in \textit{A500exp}. A similar systematic increase in non-Gaussianity is observed for SST as well.

To illustrate how the bimodality and long-range correlations in the forecast ensemble caused deteriorations independently from each other, we present the scatter between SST and SSS (Figure 9). The scatter plot between SST in the GoA and SSS in the NRS (Figure 9a) suggests a prominent bimodality in the SST ensemble, with distinct warm and cold groups. The correlations computed for each of these groups within the same ensemble vary significantly from each other, indicating that the bimodal correlations cannot be well described by linear correlations commonly used in Kalman-like updates [Anderson et al., 2001; Hoteit et al., 2015]. In contrast, the long-range correlation between SST in the NRS and SSS in the SRS (Figure 9b) is strong without clear signs of bimodality. Note that the magnitude of the long-range correlation is stronger than the local correlations between SST and SSS in the SRS (Figure 6h). This result suggests that there are
instances/places where degradations were resulted only from the spurious long-rage correlations too.

Be it influenced by spurious features arising from the size-constrained atmospheric forcing ensemble or the non-Gaussian effects introduced by stochastic perturbations, our EnKF-based assimilation system's utilization of long-range correlations may prove unreliable. Consequently, the necessity for localization remains, even when the system is implemented large ensembles. Ensemble data assimilation systems that account for uncertainties in atmospheric forcing and internal physics have been shown to be beneficial. To further enhance performance of the DA systems, more advanced assimilation schemes that account for non-Gaussianity and mitigate long-range correlations should be incorporated.

5. Summary and future directions

This study focused on conducting large ensemble experiments using a real ocean data assimilation system implemented in the Red Sea. The ensemble sizes ranged from 50 to 5000 members, which significantly increased the computational cost by 130 times compared to smaller ensembles. By utilizing these large ensembles, we aimed to gain insights into the validity of the Gaussian assumption in the Ensemble Kalman Filter (EnKF) and evaluate the relative importance of addressing uncertainties in different inputs versus mitigating long-range correlations through the utilization of a large ensemble. Another objective was to examine the system's sensitivity to ensemble size and the significance of localization in a large ensemble context. Through these investigations, we aimed to enhance our understanding of the behavior and performance of the data assimilation system under different conditions.

Our results indicate that increasing the ensemble size leads to improved ocean state estimates and reduced long-range correlations. However, we observed that the these improvements
seize well below an ensemble size of 500 members. Localization continues to play a crucial role even in the context of large ensembles. We also observed that accounting for uncertainties in various inputs yields more benefits than simply increasing the ensemble size, despite the presence of amplified long-range correlations and non-Gaussianity.

The presence of non-Gaussianity and long-range correlations even in large ensembles underscores the ongoing need for localization. Interestingly, our results are not in full agreement with previous studies [Kondo and Miyoshi, 2016; Toye et al., 2018], which suggested that large ensembles lead to smoother correlations and improved assimilation solutions while being less reliant on localization. Thus, the findings presented in this study can change scientific perspectives regarding the benefit of large ensembles in data assimilation.

Based on the improvements in the ensemble DA experiments achieved after incorporating uncertainties in atmospheric forcing and internal physics, we envision that their capabilities could be further enhanced by employing more sophisticated non-Gaussian data assimilation schemes. Increasing the rank of the atmospheric forcing ensemble and implementing non-Gaussian ensemble filters such as ensemble Gaussian Mixture filters (Anderson 2010; Hoteit et al., 2008, 2012, 2015; Fletcher et al., 2023) are potential avenues to explore. As computational power advances, increasing the rank of the atmospheric and oceanic ensembles will become more affordable in the future. KAUST is acquiring its new supercomputing system SHAHEEN-III which is set to be 20 times faster than the current supercomputer SHAHEEN-II thanks to its more efficient computing resources. This will offer us new perspectives to develop and test non-Gaussian ensemble data assimilation schemes for improved ocean analyses and forecasting.
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Table 1. Summary of the experiments conducted. In the table “Unperturbed” refers to the default configuration adopted from the deterministic model. “Perturbed” model physics refers to the use of a time-varying ensemble of physics during the model integration of each ensemble member for forecasting.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Initial ensemble</th>
<th>Atmospheric Ensemble</th>
<th>Model physics</th>
<th>Assimilation</th>
<th>Localization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fexp</td>
<td>Unperturbed</td>
<td>Unperturbed</td>
<td>Unperturbed</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>A50exp_loc</td>
<td>50</td>
<td>50</td>
<td>Perturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>A100exp_loc</td>
<td>100</td>
<td>100</td>
<td>Perturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>A250exp_loc</td>
<td>250</td>
<td>250</td>
<td>Perturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>A500exp_loc</td>
<td>500</td>
<td>500</td>
<td>Perturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>A500exp</td>
<td>500</td>
<td>500</td>
<td>Perturbed</td>
<td>Yes</td>
<td>Not used</td>
</tr>
<tr>
<td>A5000exp</td>
<td>5000</td>
<td>5000</td>
<td>Perturbed</td>
<td>Yes</td>
<td>Not used</td>
</tr>
<tr>
<td>Atm_A500exp_loc</td>
<td>500</td>
<td>500</td>
<td>Unperturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>Atm_A500exp</td>
<td>500</td>
<td>500</td>
<td>Unperturbed</td>
<td>Yes</td>
<td>Not used</td>
</tr>
<tr>
<td>Init_A500exp_loc</td>
<td>500</td>
<td>Unperturbed</td>
<td>Unperturbed</td>
<td>Yes</td>
<td>300km</td>
</tr>
<tr>
<td>Init_A500exp</td>
<td>500</td>
<td>Unperturbed</td>
<td>Unperturbed</td>
<td>Yes</td>
<td>Not used</td>
</tr>
</tbody>
</table>
Table 2. Summary of the single-DA cycle EAKF runs conducted using the forecast ensemble of A500exp on 1st October, 2011. In the table, NRS, SRS, and GoA corresponds to observations in the entire northern RS (32°E-38°E & 24°N-30°N), southern RS (38°E-42°E & 12°N-18°N), and Gulf-of-Aden (42°E-50°E & 12°N-16°N), respectively.

<table>
<thead>
<tr>
<th>Assimilation Experiment</th>
<th>SSH</th>
<th>SST</th>
<th>T&amp;S profiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSHrun</td>
<td>Yes; whole domain</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>SSTrun</td>
<td>No</td>
<td>Yes; whole domain</td>
<td>No</td>
</tr>
<tr>
<td>SSTnrsrun</td>
<td>No</td>
<td>Yes; only in the NRS</td>
<td>No</td>
</tr>
<tr>
<td>SSTsrsrun</td>
<td>No</td>
<td>Yes; only in the SRS</td>
<td>No</td>
</tr>
<tr>
<td>SSTgoarun</td>
<td>No</td>
<td>Yes; only in the GoA</td>
<td>No</td>
</tr>
</tbody>
</table>
Table 3. Computational costs for one assimilation cycle in 50-member and 5000-member ensemble experiments, where assimilation is performed after integrating model for 3 days. The total core hours are calculated based on 32 cores per node.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Ensemble of Models</th>
<th>Assimilation</th>
<th>Total core hours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes</td>
<td>Wall time</td>
<td>Nodes</td>
</tr>
<tr>
<td>A50exp_loc</td>
<td>150</td>
<td>3 minutes</td>
<td>8</td>
</tr>
<tr>
<td>A5000exp</td>
<td>15000</td>
<td>3 minutes</td>
<td>590</td>
</tr>
</tbody>
</table>
Table 4. The percentage occurrence of non-Gaussianity resulted from different experiments in different surface variables.

<table>
<thead>
<tr>
<th></th>
<th>SST</th>
<th>SSS</th>
<th>SSH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Init_A500exp</td>
<td>26</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>Atm_A500exp</td>
<td>27</td>
<td>38</td>
<td>3</td>
</tr>
<tr>
<td>A500exp</td>
<td>59</td>
<td>86</td>
<td>4</td>
</tr>
</tbody>
</table>
Figure 1. Time series of RMSD for daily averaged (a) SST (°C), and (b) SSH (cm) from $F_{\text{exp}}$ (red), $A_{500}^{\text{exp \_loc}}$ (green), $A_{100}^{\text{exp \_loc}}$ (green thin line) $A_{250}^{\text{exp \_loc}}$ (blue thin line), $A_{50}^{\text{exp}}$ (blue), $A_{500}^{\text{exp}}$ (magenta), $A_{5000}^{\text{exp}}$ (pink). RMSDs of SST and SSH are computed by collocating the daily averaged model forecasts onto level-3 GHRSSST, and level-3 altimeter observations, respectively. 10-day smoothing is applied to better visualize the differences amongst the reanalyses.
Figure 2. Collocated (in space and time) subsurface temperature (a) and salinity (b) differences between the model outputs and in-situ CTD observations collected during the KAUST/WHOI summer cruise conducted from 15th September – 8th October 2011. Panels a-b, c-d, e-f, g-h, i-j, k-l, and m-n show results for $F_{exp}$, $A_{500exp\_loc}$, $A_{100exp\_loc}$, $A_{250exp\_loc}$, $A_{500exp\_loc}$, $A_{500exp}$, and $A_{5000exp}$, respectively. Temperature and salinity observations are smoothed by 1° in the latitudinal direction and 10m in the vertical to emphasize subsurface features. Latitudes corresponding to observation locations are indicated as black vertical dashes at the top of each panel.
Figure 3. Maximum ensemble salinity spread in the (a-d) upper 120m and (e-h) below 120m. Results are shown for (a,e) A50exp_loc, (b,f) A500exp_loc, (c,g) A500exp, (d,h) A5000exp on 1st October, 2011.
Figure 4. (a) Difference in SST RMSD (°C) between non-localization and localization experiments. Results from six different experiments are represented; *Init_A500exp - Init_A500exp_loc* (orange), *Atm_A500exp - Atm_A500exp_loc* (green), *A500exp - A500exp (maroon).* Panel b is same as that of a except for SSH (cm).
Figure 5. Same as Figure 2 except that the results are shown only for salinity. The salinity differences are between (a) $Atm_{A500exp_{loc}}$ and observations, (b) $Atm_{A500exp}$ and observations, (c) $Init_{A500exp_{loc}}$ and observations, (d) $Init_{A500exp}$ and observations.
Figure 6: Ensemble cross-correlations, between SST and SSS at a point location, in (a,e) \textit{A500exp\_loc}, (b,f) \textit{A500exp\_loc}, (c,g) \textit{A500exp}, (d,h) \textit{A5000exp} on 1st October, 2011. The cross-correlations are shown for two different point locations (indicated as a solid black dot), one in the NRS (upper panels) and another in the SRS (bottom panels).
Figure 7. Analysis corrections of salinity (psu) at 30m depth on 1st October, 2011, as resulted from (a) \text{A500exp}, (b) \text{SSTrun} (c) \text{SSHrun}, (d) \text{SSTnrsrun}, (e) \text{SSTsrsrun}, and (f) \text{SSTgoarun}.
Figure 8. Ensemble cross-correlations, between SST and SSS at a point location in the SRS for (a) \textit{Init\_A500exp} and (b) \textit{Atm\_A500exp}.
Figure 9. Scatter between SST and SSS in the $A500exp$ ensemble corresponds to 1st October 2011. Scatter is between (a) SST in the GoA and SSS in the NRS, and (b) SST in the NRS and SSS in the SRS.