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<table>
<thead>
<tr>
<th>Study</th>
<th>ThinSectioned objects (Train # — Test #)</th>
<th>Pixel resolution (microns/px)</th>
<th>Shape features</th>
<th>ML models tested</th>
<th>Training/Testing size</th>
<th>Testing accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghiasi-Freez et al. (2012)</td>
<td>Interparticle (134 — 35), intraparticle (39 — 15), oomoldic (62 — 17), biomoldic (25 — 8), vuggy (34 — 15)</td>
<td>- None</td>
<td>Elongation (aspect ratio), roundness, eccentricity, rectangularity, solidity, equivalent diameter/major axis diameter (they refer to as anisotropy)</td>
<td>6 Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA)</td>
<td>Train-16 = pores 100, from each testing sample = 90</td>
<td></td>
</tr>
<tr>
<td>Borazjani et al. (2016)</td>
<td>Interparticle, intraparticle, moldic, intercrystalline, vuggy (class proportions not provided)</td>
<td>Diameter (small, large), perimeter, area, ratio of area to porosity, equivalent diameter, bounding box area, convex hull area</td>
<td>Aspect ratio, roundness, extent, solidity (referred to as stability)</td>
<td>11 Multi-Layer Perceptron (MLP), k-Nearest Neighbors (kNN), Radial Basis Function Neural Network (RBF-NN), Fusion of all three</td>
<td>Train-16 = pores 100, from each testing sample = 90</td>
<td></td>
</tr>
<tr>
<td>Molalajan et al., 2012</td>
<td>Interparticle (134 — 35), intraparticle (39 — 15), oomoldic (62 — 17), biomoldic (25 — 8), vuggy (34 — 15)</td>
<td>- Equivalent diameter</td>
<td>Elongation (aspect ratio), roundness, eccentricity, rectangularity, solidity,</td>
<td>6 Polynomial Support Vector Machine (SVM), k-Nearest Neighbors (kNN), Radial Basis Function Neural Network (RBF-NN), Fusion of all three</td>
<td>Train-16 = pores 100, from each testing sample = 90</td>
<td></td>
</tr>
<tr>
<td>Li et al. Not specified features</td>
<td>Not specified Vugs and microfractures</td>
<td>Unspecified</td>
<td>Aspect ratio, shape factor, eccentricity</td>
<td>10 Support Vector Machine (SVM), fused</td>
<td>Not specified</td>
<td>Not specified</td>
</tr>
</tbody>
</table>

Note: The table summarizes the study of thin sections and the microfractures used, the pixel resolution, the shape features tested, and the ML models used for training and testing, along with the testing accuracy. The table highlights the features and models used in different studies to analyze thin sections and microfractures.
Dataset:  https://doi.org/10.7910/DVN/T2LESU
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Key Points:

• The first study to propose a binary framing for machine learning driven petrographic pore typing
• Linear and non-linear models perform equally well for idealized microfractures and pores
• We highlight the need for greater scrutiny in AI models for petrographic pore typing
Abstract

Petrographic observations represent a critical aspect of carbonate pore-typing, bridging the gap between the geological framework of a reservoir and its petrophysical behavior. Despite its significance, petrographic pore typing remains a manual endeavor, with the results not easily fitted into quantitative subsurface characterization pipelines. Recent studies have used simplistic pore morphological features within supervised machine learning and deep learning frameworks to automate the petrographic pore-typing process and report strikingly high accuracies in classifying several complex pore types. While supervised learning models are known to be excellent classifiers, most of the literature contains conceptual and technical flaws that raise questions about their validity. Two pore classes that can potentially be separated purely by geometry are microfractures and pores, as they represent intuitive morphological endmembers of the pore system, which should, in theory, maximize the discriminatory utility of simplistic shape features. Also, the use of a binary system as a test case is preferable as supervised machine learning and deep learning models tend to perform strongest for binary classification problems. In the present study, we employed an object-based approach with explainable supervised machine learning to differentiate between open microfractures and open pores viewed in petrographic thin sections. Pores and microfractures were segmented from 18 carbonate thin-sections, sourced from a range of subsurface and outcrop study areas within the USA, and represented numerically by five of the most popular shape features in the geoscientific literature: namely, compactness, aspect ratio, extent, solidity, and formfactor. We used a labeled ground truth dataset containing 400 microfractures and 400 pores to train and evaluate nine of the most widely used linear and non-linear supervised models. All the supervised models performed excellently, with testing accuracies ranging from 89.58 - 90.42%. Notably, the more complex non-linear supervised models did not significantly outperform the simpler linear models, suggesting that the classification of microfractures and pores is a simple, linearly separable problem. In this regard, compactness and aspect ratio were the two most informative features for separating microfractures and pores, with compactness consistently outranking aspect ratio in terms of contribution to the supervised classification. Despite the high accuracies, it was apparent that the labeled dataset of 800 points did not accurately reflect the overall dataset of 20,060 points. While there was excellent separation of the two classes in the labeled data, there was no discernable separation in the global dataset, indicating that the labeled data approximated a complex problem as a simple one. We argue that the high accuracies reported in related studies using similar approaches are more representative of curated datasets than the reality of carbonate pore complexity. We also argue that the simple shape features widely promoted within the geological community may be ineffective towards classifying microfractures and pores and, by extension, higher-order pore types due to their non-unique nature. It is hoped that the results of this study serve as a 'state-of-the-union' for machine learning-assisted quantitative pore typing and lay a foundation for more robust and explainable supervised modeling for pore type classification.

Plain Language Summary

Carbonate pore-typing is a critical task for determining rock types. Petrographic pore typing from thin sections is the most mature form of carbonate pore-typing and is vital in relating the geology of the studied formations to its petrophysical properties. To date, this process has remained manual, bound by human limitations, and difficult to link to quantitative digital reservoir models. Recent research has tried to automate petrographic pore-typing using machine learning and deep learning, claiming very high accuracies. However, there are concerns about these claims due to potential flaws in the methods used. There is potential in using machine learning for binary classification, especially when distinguishing between microfractures and pores, as they are quite distinct in shape. In this study we used an object-based, supervised machine learning approach to differentiate these two classes, using data from 18 carbonate thin sections sourced from
the USA. The data was represented using five popular shape features: namely, compactness, aspect ratio, extent, solidity, and formfactor. We used nine popular linear and non-linear supervised machine learning models. The machine learning models tested had an accuracy of around 90 percent. Interestingly, the more complex non-linear models didn’t perform much better than simpler, linear models, suggesting that distinguishing between microfractures and pores might be a straightforward problem. Among the shape features, compactness and aspect ratio proved the most useful in separating the two classes. However, we also report that the labeled dataset used for training the models did not represent the full dataset well, thus indicating that simple shape features cannot accurately capture the complexity of carbonate pore types even at the base binary level. The study concludes that while machine learning is promising for simplistic datasets, we must consider more complex shape features and build larger datasets to develop deep learning models. The hope is that this research will guide future efforts in machine-learning and deep-learning approaches to carbonate pore-type classification.

1 Introduction

Pore classification in carbonate lithologies is a fundamental requirement for subsurface characterization workflows, serving application areas such as carbon capture, utilization, and storage, and hydrocarbon extraction, among others. Critically, carbonate poreotyping serves as the bridge between the geological framework of the subsurface and its petrophysical behavior and is therefore vital to assessing reservoir/aquifer quality (Lønøy, 2006); (Skalinski & Kenter, 2015). Since carbonate pore systems encompass a wide range of scales (nanometric to kilometric scales), holistic pore-typing requires the integration of visual petrographic observations at the thin-section scale with petrophysical data from core plugs and/or well-logs (Skalinski & Kenter, 2015). In this study, we focus on visual petrographic pore-typing, which of the aforementioned data types presents the most direct link to the sedimentological and diagenetic framework of the reservoir and represents the most established modality for pore typing studies (Skalinski & Kenter, 2015; McCrleish et al., 1991).

Visual pore-typing involves user classification of observed pores into types according to popular schema, such as those proposed by Choquette and Pray (1970), Lucia (1983), Lucia (1995), and Lønøy (2006). Presently, visual pore-typing is conducted in a qualitative to semi-quantitative fashion (i.e., via point-counting), a practice that has evolved little since its inception. Barring the inefficiency, subjectivity, and lack of scalability of manual approaches, integrating qualitative / semi-quantitative descriptions into reservoir characterization schemes remains challenging, primarily due to the quantitative nature of the other input data modalities (e.g., well-logs, seismic lines, core plug petrophysical measurements, etc.) (Rabbani et al., 2021).

Recent studies have attempted to automate the process of visual pore-typing, fueled by recent advances in artificial intelligence (AI), and computer vision (CV). These studies attempt to emulate the heuristics employed by geologists when classifying pores by hypothesizing that all pores can be differentiated into their genetic classes purely based on shape. The de facto approach these studies employ is to use supervised machine learning models within an object-based framework, where the segmented pores are represented as objects with size and shape metadata attached (Abedini et al., 2018; Borazjani et al., 2016; Ghiasi-Freez et al., 2012; Mollajan et al., 2016; Z. Wang et al., 2022), as summarized in Table S1 (in supplementary information). Object-based methods are arguably more intuitive for quantitative pore-typing from petrographic images when compared to texture-based methods, as it is easier to recognize geological discontinuities by their size and shape than by their pixel features. Object-based approaches have also become the gold standard in remote sensing studies, collectively referred to as Geographic Object-based Image Analysis (GEOBIA) (Blaschke, 2010).
A useful framework for shape features is the quadrant shown in Fig. 1a. Simple shape features consist of combining size features (such as area, perimeter, maximum axial length of best fit ellipse, etc.) such that the output is a dimensionless ratio (e.g., the ratio of the longest axis to the shortest axis: aspect ratio), in order to remove the influence of scale. While having the benefit of being intuitive and easy to implement, simple shape features also carry the drawback of being non-unique, as several different shapes may have similar feature values (Loncaric, 1998; Neal & Russ, 2012). Conversely, complex shape features, such as Fourier descriptors (harmonic analysis) and moments analyses, while difficult to explain and implement, can reconstruct the original shape of an object and are therefore considered unique to each object (Neal & Russ, 2012). Another critical requirement for shape features is independence (Loncaric, 1998). Each feature must measure unique aspects of the object shape to be informative. If multiple features measure the same property, redundancies occur. Statistical analyses, particularly AI-based methods, can be severely hindered by such redundancies (James et al., 2021; Kuhn et al., 2013).

Relevant literature in the field of quantitative pore typing favor simple shape features to feed ML classifiers (Table S1), reporting testing accuracies well in excess of 90%. These results are remarkable given the complex pore types, such as interparticle, intraparticle, and microfractures (based on the Choquette and Pray (1970) scheme), classified in these studies. Despite these promising results, none of the proposed solutions have widely proliferated within the wider petrographic community attached (Abedini et al., 2018; Borazjani et al., 2016; Ghiasi-Freez et al., 2012; Mollajan et al., 2016; Sharifi, 2022; Z. Wang et al., 2022), with most studies relying upon conventional manual interpretation. This lack of uptake may, in part, be related to a general mistrust in the ostensibly optimistic results published, especially when considering that pore morphology is not the only determining factor when assigning pore types via conventional (i.e., qualitative) means. Notably, there are deficiencies in four key areas within the literature: (1) the use of natively binary classifiers for multi-class problems, (2) the imbalanced and/or diminu-
tive nature of the input datasets, (3) the lack of robust benchmarking, and (4) the mis-
appropriation of deep learning. Classifiers that are natively binary (esp., Support Vec-
tor Machines: SVM) have been employed to classify several different pore types (Mollaj
et al., 2016; Sharifi, 2022). For context, binary classifiers can be extended to multi-class
problems by condensing them into a series of binary classification problems, typically us-
ing a one-versus-all (OVA) or one-versus-the-rest approach (Bishop, 2006; Galar et al.,
2011; Mollajan et al., 2016). These approaches are conceptually problematic as the de-
cision boundaries from several binary classifiers are known to create ambiguous regions
within the feature space, which can result in the same object being classified as differ-
cent classes in different iterations (Bishop, 2006). Another inherent flaw is that models
are trained on imbalanced data, as the class in focus will typically be diminutive com-
pared to the other classes combined. Notably, such class imbalances are well-known to
decrease model performance (Bishop, 2006; Galar et al., 2011; Chawla et al., 2004; He
& Garcia, 2009; Sun et al., 2009). Furthermore, as the ‘other’ classes are typically merged
for each classifier, any relationships or dependencies between classes may be ignored. In
addition, since the number of binary classifiers will increase linearly with the number of
output classes, computational cost, and scalability can rapidly become limiting factors
(Bishop, 2006; Galar et al., 2011)

Supervised ML models are particularly sensitive to the nature of the labeled data.
Most related studies are opaque on their sampling protocols, which raises questions as
to whether the data was properly curated (Table S1) (e.g., Abedini et al., 2018; Boraz-
jani et al., 2016; Ghiasi-Freez et al., 2012; Mollajan et al., 2016; Sharifi, 2022; Z. Wang
et al., 2022). There are several indicators within the literature that point towards im-
proper dataset curation: firstly, the aforementioned studies contain severe class imbal-
ances in their training and testing data, which tends to give rise to model instabilities
and poor performance (Bishop, 2006; Galar et al., 2011; Chawla et al., 2004; He & Gar-
cia, 2009; Sun et al., 2009) / (Table S1). Secondly, their sample sizes are limited, even
going as low as five objects per class within some studies (Table S1) (Abedini et al., 2018;
Ghiasi-Freez et al., 2012; Mollajan et al., 2016). The sample sizes are far too insufficient
for the complexity pursued to produce robust models (Sun et al., 2009). Finally, several
pore types classified are not perceived by shape alone but by the spatial context of skele-
tal, depositional, and diagenetic components. For example, pore types such as vugs, molds,
intraparticle, interparticle, and intercrystalline pores cannot be differentiated by shape
but by examining their local neighborhoods. This raises questions about the subjectiv-
ity of the labelling process and, therefore, the validity of the training and testing dataset.

There is also a noticeable lack of model benchmarking within the related literature,
with supervised machine learning models being arbitrarily chosen to perform a given clas-
sification task (Table S1). In addition, several studies embrace deep learning (DL) mod-
els, despite the ‘excellent’ performance of ML models (Abedini et al., 2018; Borazjani
et al., 2016; Mollajan et al., 2016; Sharifi, 2022; Ansari, Abdalla, et al., 2022). The as-
associated datasets do not meet the typical class balance and quantity requirements to en-
sure DL model generalizability. Also, these studies do not provide metrics such as validation-
loss curves to provide assurances on the model’s accuracy and stability.

A more equitable approach would be to condense pore-typing into a binary clas-
sification problem, such as distinguishing between microfractures and pores, as they rep-
resent visually distinct endmembers in morphology and are distinct in the mode of gen-
esis. This framing plays to the strength of most supervised ML classifiers as some were
designed to be binary classifiers (Multiple Logistic Regression and SVM, among others),
and single decision boundaries between two classes are far simpler to construct for any
model (Bishop, 2006; Galar et al., 2011; James et al., 2021; Kuhn et al., 2013; Kuhn &
Silge, 2022; Ansari, Yang, et al., 2022). In addition, binary classifications also enable ad-
ditional model performance metrics such as the Receiver Operating Characteristic (ROC)
curves (James et al., 2021; Kuhn et al., 2013; Kuhn & Silge, 2022). It is important to
note that while performance metrics such as ROC curves can be extended for multi-class
problems, it is far more challenging to implement and interpret. Once the end members
have been satisfactorily classified and decision boundaries established, it should be pos-
sible to analyze intra-class datasets to make finer distinctions between pore and microfrac-
ture types. Additionally, due to the ease of recognizing microfractures from pores, the
quality of the labeling data would be significantly higher than dividing the pores into
genetic types.

Only two studies have employed the binary approach within macrofractures in micro-
CT models (Li et al., 2017; Singh et al., 2021), and one in the case of microfractures (Z. Wang
et al., 2022). Li et al. (2017) utilized an SVM to separate macrofractures from vugs us-
ing simple shape features, reporting an accuracy of 100%. However, the authors did not
offer sufficient details on the modeling procedure, and from the images provided, the macrofrac-
tures appeared simplistic (short and straight). Singh et al. (2021) demonstrated excel-

tent segmentation of macrofractures and pores (with classification accuracies above 96%)
using a projection-based clustering approach comprised of Principal Components Anal-
ysis (PCA) and k-means clustering. However, the proposed method cannot be scaled down
to microfractures, given that size itself served as a major discriminator between the macrofrac-
tures and pores. Z. Wang et al. (2022) reported near-perfect accuracies, nullifying the
challenge of classifying microfractures and pores. However, their classification method-
ology was not described in detail, and the objects sampled for classification were heav-
ily curated and too few to be considered representative.

We propose that employing simple shape features for object classification within
a supervised machine-learning framework can accurately determine microfractures from
pores. In this work, we pose two questions: firstly, how accurately can supervised mod-
els classify microfractures and pores using only simple shape features? We posit that the
combination of simple shape features within a supervised ML framework should accu-
rately capture the shapes of microfracture and pores, given that these shapes represent
morphological endmembers. We eschewed unsupervised models for this study as super-
vised models are known to be substantially stronger. However, we did include two clus-
tering algorithms (K-means and DBSCAN) on the global dataset as a reference against
the supervised models results (Fig. S4). Secondly, provided a sufficiently high accuracy
from the supervised classifiers, we pose the question: what are the most informative sim-
ple shape features for differentiating microfractures and pores? We hypothesize that as-
pect ratio is the most important shape feature as elongation is the primary and most in-
tuitive discriminator between the two classes.

The hypotheses in this study were tested on 18 petrographic plane-polarized light
scans of complete thin sections. The provenance of the microfractures is not considered
in this study as it is irrelevant to the tested hypotheses. We notify the reader, given the
small size of the dataset, that the results of this study are meant to be explanatory and
should not be considered as the most accurate models available. It is intended that the
results of this study will serve as a substrate for the development of highly accurate clas-
sifiers in future work. More importantly, the study was designed to address the method-
ological deficiencies of the related literature in terms of data handling and supervised
ML modeling as per the guidelines provided by Artrith et al. (2021) and Greener et al.
(2022).

Finally, we chose not to pursue DL in this study for the following reasons: firstly,
we have not fully realized the potential of ML within geo-images, and secondly, the black
box nature of DL means that we replace human subjectivity with machine subjectivity,
limiting the ability to draw translatable insights from any resulting classification. Finally,
in similitude to many geoscientific applications, difficulties in procuring sufficient train-
ing and test data make DL impracticable for the present study. To our knowledge, this
study represents the only openly available dataset solely dedicated to microfractures and
pores of carbonate thin sections within the geosciences.
2 Methods

2.1 Dataset

We selected eighteen images for this study, sourced from a repository of plane-polarized light scans of carbonate thin sections at Texas A&M University, College Station. The thin sections were scanned whole using the Nikon CoolScan 8000 film scanner at a resolution of 6.35 microns/pixel. The thin sections were sourced from a wide variety of outcrops and subsurface cores. A key criterion for selection was the presence of sufficient open-mode microfractures and pores. Healed microfractures (microveins) were ignored as they require a different form of segmentation and are not within the scope of this study. Eleven of the thin sections were half-stained with Alizarin red and seven thin sections were unstained. The staining, however, did not affect the pore segmentation as all the thin sections were impregnated with blue epoxy. The list of thin sections used and associated metadata is provided in the dataset in the GitHub repository of the study.

2.2 Image processing and segmentation

2.2.1 Pre-processing

A schematic diagram for the entire image processing and machine learning pipeline is provided in Fig. 2. For brevity, only the pertinent information is provided in the text, with the finer details of each stage provided in the Supplementary Information. The edges of all images were cropped prior to pre-processing to remove the blank slide edges. The images were of sufficient quality that pre-processing only required minimal denoising and sharpening. For denoising, the non-local means filter was applied using the ‘Non-local means denoising’ plugin from the Biomedgroup library in Fiji (Darbon et al., 2008). The non-local means filter was chosen for its excellent edge-preserving capabilities (Buades et al., 2011). An unsharp mask filter was used to restore the sharpness after denoising, using the in-built tool within Fiji, tuned according to each image. The images post-denoising and post-sharpening are included as part of the dataset attached in the supplementary information.

2.2.2 Segmentation

The segmentation of the blue-epoxy-filled pores from thin sections only required thresholding in the HSB (Hue-Saturation-Brightness) color space. However, the low resolution of the available thin-section scans presented complications for the segmentation of microfractures. Microfractures that appeared visually continuous tended to be fragmented into several smaller segments after thresholding in the HSB space despite extensive tuning of the thresholding parameters (Fig. S1). To increase the microfracture connectivity, an independent segmentation was performed in the CIELAB color space, which is a device-independent 3D color space that accurately maps all perceivable colors, thus enabling comparison. The CIELAB segmented image was combined with the original HSB segmented image after post-processing both images. While there was a notable increase in the connectivity of several microfractures (examples shown in Fig. S2), several microfractures were still heavily fragmented. Moreover, microporous matrix zones and microporous grains were segmented as macropores as a byproduct of the aggressive segmentation strategy. The sheer number of microporous zones rendered masking impracticable. For this study, they were approximated as pores, which is reasonable given the similarities in terms of shape for both pore types. Finally, any compromised image regions (e.g., scratch marks or air bubbles) were masked manually.
2.2.3 Post-processing

The post-processing pipeline was conducted on both the HSB and LAB binary masks in parallel (Fig. 2). Binary masks from both color spaces had smaller pores that were poorly resolved, whereby the perimeter of these objects becomes pixelated and/or suffers from partial area effects. As a consequence, the true shape of the pore is lost, and any downstream analysis will be flawed. A workaround is to visually estimate the smallest pore size that is adequately resolved and cull all objects below this threshold. Some studies, particularly in the SEM and Liquid Metal Injection (LMI) domain, refer to the smallest pore that is adequately resolved as the practical pore resolution (PPR) (Hemes et al., 2015). In this study, we visually estimated that the smallest pore size that was adequately resolved was 30 pixels in area (equivalent to pores of 190.5 microns). A morphological closing operation using a 4-connect was applied using the Gray Scale Attribute Filter tool in the MorphoLibJ plugin in Fiji (Legland et al., 2016), with the conservative 4-connectivity protocol used to prevent microfractures from being removed. It must be noted that, given the relatively poor pixel resolution, the smallest pore size chosen is atypically aggressive, as even at this size, discretization effects are visible in several pores. This aggressive choice was warranted to preserve the microfractures since they were limited in quantity throughout the dataset. Additionally, several of the larger pores had floating objects within them (particles/air bubbles). These were removed from the objects via a morphological opening of 1000 pixels using the Gray Scale Attribute Filter tool in the MorphoLibJ plugin in Fiji.

2.3 Labelling, Feature Extraction and Feature Engineering

The binary masks were imported into Python for labeling and feature extraction. The ‘Connected components’ function with 8-connect from the OpenCV library was used to label the microfractures and pores. The ‘regionprops’ module from the Sci-kit image library was used to extract the size and shape features of each object (Table 1). Shape
features unavailable in the regionprop module but deemed necessary based on the literature were calculated from the measured size metrics. We note here that eccentricity was discarded, despite its popularity as an elongation metric in the literature, as its distribution was extremely right skewed even after Box-Cox transformations. Representations of the selected shape features are shown in Fig. 1b.

Table 1: Feature Table

<table>
<thead>
<tr>
<th>Feature</th>
<th>Equation</th>
<th>Definition</th>
<th>Shape aspect measured</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>NA</td>
<td>The number of pixels of the object</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Filled area</td>
<td>NA</td>
<td>Number of pixels in the object with holes filled</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Convex area</td>
<td>NA</td>
<td>Number of pixels in the convex hull of object</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Perimeter</td>
<td>NA</td>
<td>The number of contour pixels</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Crofton perimeter</td>
<td>NA</td>
<td>Perimeter of object approximated by Crofton formula in 4 directions</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Major axis length</td>
<td>Normalized second central moments</td>
<td>The major axis of the best fitting ellipse</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Minor axis length</td>
<td>Normalized second central moments</td>
<td>The minor axis of the best fitting ellipse</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Equivalent diameter</td>
<td>NA</td>
<td>Diameter of the circle with equal area</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Max feret diameter</td>
<td>NA</td>
<td>Maximum caliper length of object</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Solidity</td>
<td>area/area of convex hull</td>
<td>Area of the object relative to its convex hull</td>
<td>Convexity</td>
<td>Yes</td>
</tr>
<tr>
<td>Extent</td>
<td>area/area of bounding box</td>
<td>Area of the object relative to its rigid bounding box</td>
<td>Complexity</td>
<td>Yes</td>
</tr>
<tr>
<td>Aspect Ratio</td>
<td>major axis length/ minor axis length</td>
<td>Ratio of the major axis to minor axis</td>
<td>Elongation</td>
<td>Yes</td>
</tr>
<tr>
<td>Compactness</td>
<td>$\sqrt{4\times \text{area}/\pi}$ feret diameter max</td>
<td>The ratio of the object area to its maximum Feret diameter</td>
<td>Elongation/circularity</td>
<td>Yes</td>
</tr>
<tr>
<td>Formfactor</td>
<td>$4\times \pi \times \text{area}/(\text{perimeter crofton})^2$</td>
<td>Area- and contour-based circularity of the object</td>
<td>Circularty</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Continued on next page
Table 1 – continued from previous page

<table>
<thead>
<tr>
<th>Feature</th>
<th>Equation</th>
<th>Definition</th>
<th>Shape aspect measured</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eccentricity</td>
<td>Distance from Focus</td>
<td>Measure of the ellipticity of an object</td>
<td>Elongation/circularity</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Distance from Directrix</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Circularity</td>
<td>equivalent diameter</td>
<td>Outline-based circularity of the object</td>
<td>Circularity</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>perimeter crofton</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roundness</td>
<td>$\frac{4 \times \text{area}}{\pi \times (\text{feret diameter max})^2}$</td>
<td>Area-based circularity of the object</td>
<td>Circularity</td>
<td>No</td>
</tr>
</tbody>
</table>

2.4 Statistical Analysis of the Extracted Features

2.4.1 Outlier Detection

Identifying outliers is a pre-requisite for building machine learning models, as they can hinder model performance and result in convergence to local minima. We omitted automated outlier detection methods (e.g., Tukey’s boxplot) due to the aggressive selection criteria such approaches employ. Aggressively removing a large chunk of true objects may improve model accuracy at the cost of generalizability, as the model will overfit to a heavily sanitized training dataset. Consequently, we employed a manual approach, whereby data points that were ten standard deviations from the mean of both size and shape features were visually corroborated with their corresponding thin-section image before being classified as outliers. This manual approach ensured that only the most prominent outliers per image were removed (2-5 per image), thus preserving the potential generalizability of the models. The total number of data points used for modeling was 20,060 after discarding outliers.

2.4.2 Sampling, Primary Labeling and Secondary Labeling

We applied different strategies to sample pores and microfractures, dictated by the limited number of microfractures in the images. Sampling for the pores was performed randomly, while microfractures were sampled manually. 400 microfractures and 400 pores were selected as the labeled dataset. The design of the sampling protocol was intended to maximize the quality of the ground truth. For 100 pores, sampling was performed with pore area greater than 100 pixels to ensure the larger pores were represented in the training and testing sets, given the strong skew towards smaller pores. Open gashes associated with microstylolites were avoided altogether, as these are discontinuities principally formed by pressure solution rather than brittle deformation. Moreover, open gashes were rarely observed in the dataset, and their omission is not expected to impact the results significantly.

To supplement the primary labels of ‘pore’ and ‘microfracture’, secondary labels were added to each sampled object pertaining to the type of pore or microfracture. Four types of microfracture were delineated by morphology based on the samples in this study: namely, straight, curvilinear, curved, and branching. These sub-categories were based on visual appearance and not on any established scheme. While labeling microfractures as straight and branching was relatively intuitive, the difference between curvilinear and curved was more subtle. Microfractures that were dominantly linear with negligible deviations were judged as curvilinear, whereas if there were major deviations in their trace morphology, they were classified as curved. Examples of these four types are shown in Fig. 3a. It should be noted that branching microfractures can be further subdivided into further shape-based categories (T-type / X-type, e.g., (Seers & Hodgetts, 2016)), although
for parsimony, we avoided such higher-order classes in the present study. Conversely, pore
types were defined by origin rather than morphology, namely vug, intercrystalline, in-
traparticle, and channel, as per the Choquette and Pray (1970). Vug was used as a catchall
term applied to group relatively equant pores with evidence of genesis through dissolu-
tion and those with ambiguous origin. Intercrystalline pores were those housed within
incompletely cemented spaces. Channels posed an interesting conundrum as they origi-
inated from microfractures but evolved into pores. However, apart from one sample, chan-
nels were rarely observed in the dataset and, therefore, poorly represented. We also point
out that interparticle pores were rare in the dataset and, hence, were not represented dur-
ing the random sampling. The inclusion of sufficient channels and interparticle pores in
the training data should be a target for future work.

2.5 Supervised Machine Learning Pipeline

2.5.1 Training-Testing Split

The labeled dataset was split into 70% training and 30% testing subsets in a ran-
donaly stratified manner, keeping the proportions of pores and microfractures equal within
both sets. This split resulted in 280 microfractures and pores in the training set and 120
microfractures and pores in the testing set. The training-testing split was performed prior
to the subsequent data processing to prevent data leakage.

2.5.2 Feature Transformation

All the shape features within the training data exhibited varying degrees of non-
normality, with compactness and extent containing visible bimodality, and roundness,
aspect ratio, and formfactor showing a degree of right skew. These right-skewed feature
sets were log-transformed to balance their data range, mitigating data paucity and pot-
tentially increasing model accuracies. We emphasize that the transformation approach
was not designed to satisfy the assumption of multivariate normality by parametric mod-
els, such as multiple logistic regression (MLR), linear discriminant analysis (LDA), and
quadratic discriminant analysis (QDA). The fact that several of the features, post-transformation,
were significantly bimodal precludes the possibility of forcibly converting them into nor-
mal distributions. Moreover, Graf et al. (2022) showed that LDA is ostensibly robust against
lognormal skewed and bimodal distributions, thus indicating that the assumption of nor-
mality is not critical. Post-transformation, the features in the training and testing data
were centered and scaled to ensure comparability between the features. We note that
all features in the testing data were centered and scaled using the mean and standard
deviation derived from the training data.

2.5.3 Feature Selection

Feature selection was entirely supervised based on a priori knowledge of the fea-
tures and their correlations. As discussed above, feeding redundant features into ML mod-
els can undermine each feature’s true impact and cause model instabilities: a problem
known as multicollinearity (James et al., 2021; Kuhn et al., 2013). Furthermore, reduc-
ing the number of features decreases the possibility of sparse distributions in feature space,
often referred to as the ‘curse of dimensionality’ (Kuhn & Johnson, 2019). We expected
high correlations between the features as each was derived from the same pool of size
features. Features with Pearson’s correlation coefficient $r^2$ values exceeding 0.95 were
candidates for elimination, a clause satisfied by roundness and circularity (Fig. 4). Round-
ness was strongly correlated with compactness ($r^2 = 0.97$), which was expected as both
features are essentially a ratio of the object area to its maximum Feret diameter. Due
to their equivalence, compactness was preserved. Similarly, circularity and formfactor
showed a similarly high correlation ($r^2 = 0.96$) as both features are a ratio of the ob-
ject’s area to its perimeter, meaning either could be chosen (for this study, we chose form-
Figure 3. (a) Examples of pore and microfracture types from the dataset. (b) Proportion of pore and microfracture type in training data.
factor). Aspect ratio was the only exceptional feature, as it was negatively correlated with every other feature, and in particular, compactness. The final features selected were form-factor, compactness, extent, solidity, and aspect ratio. The selected features are conceptually independent of one another, with the exception of extent and solidity, which are both area-ratio variants, thus by-in-large, satisfying the independence requirement put forward by (Loncaric, 1998; Neal & Russ, 2012). A caveat to the feature selection process is that correlation analysis assumes univariate normality, an assumption that was violated by most of the features. However, since the correlation was only used to detect redundant features and was not involved in the modeling process, the impact of violating the assumptions is not an issue.

2.5.4 High Dimensional Visualization: Principal Components Analysis (PCA)

Principal Components Analysis (PCA) was used to visualize the relationships in five-dimensional space. PCA is a wholly unsupervised technique that reduces the dimensionality of data to those that explain the maximal variance (Jolliffe & Cadima, 2016; Vogelstein et al., 2021). PCA is arguably the most popular dimensionality-reduction technique (Vogelstein et al., 2021). Details on the conceptual and mathematical underpinnings of PCA can be reviewed in Jolliffe and Cadima (2016). The covariance matrix of the dataset was constructed and factorized using eigen decomposition to find its prin-
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**Figure 4.** Correlation matrix of all input features. The yellow boxes mark the highest correlations among the features.
We performed PCA on the whole dataset and the labeled subset, with the same processing steps used for the training and testing data applied to both datasets.

2.5.5 Model Selection

Several supervised ML models were tested as we had no prior knowledge as to which was best suited to our problem. This practice is colloquially known as the ‘No free lunch theorem’ (Kuhn & Silge, 2022). The ‘best’ model does not necessarily mean the most accurate, but rather the model that balances accuracy with generalizability and efficiency. We tested nine models in this study: multiple logistic regression (MLR), linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), K-nearest neighbors (kNN), Naive-Bayes (NB), Random forest (RF), and three variants of Support Vector Machines (SVM); linear, radial, and polynomial. Further details on each model can be found in James et al. (2021) and Kuhn et al. (2013). These models can be broadly classified into two categories: linear and non-linear. Linear models generate linear decision boundaries in high-dimensional feature space, whereas non-linear models create non-linear decision boundaries in feature space such as polynomial, radial, or more complex non-parametric curves. All models were run using the ‘caret’ package in R (Kuhn, 2022).

2.5.6 Hyperparameter Optimization

Most of the tested models possessed hyperparameters that require user definition. Optimal parametrization is critical to maximize the performance of supervised models. For models without tunable hyperparameters, such as MLR, LDA, and QDA, the models were trained using 10-fold cross-validation repeated ten times with accuracy as the chosen metric. For models that contained tunable hyperparameters, a grid search technique was employed for each hyperparameter, with 10-fold cross-validation repeated ten times applied to each set of hyperparameters. The hyperparameter combination with the highest average accuracy was selected to train the final model. The list of the hyperparameters for each model (if present) and the chosen values are provided in Table S2. The hyperparameter optimization curves for each of the models are provided in the supplementary information (Fig. S6) (hyperparameter optimization was implemented using the ‘trainControl’ function in the ‘caret’ library in R).

2.5.7 Learning Curves

Learning curves were generated for the models to assess their stability and to detect any overfitting (Fig. S6). Learning curves graphically represent how well the ML model learns the classification task on incrementally larger portions of a training dataset (Kuhn et al., 2013). The typical trend is a sharp increase in training accuracy at the start as the model learns new data, eventually leading to a plateau as the model masters the task. For this study, the training and resampling increments were set at 10% of the training dataset. This meant 56 data points were used to train the model for the first run, with another 56 data points added for the second run. This incremental training was executed for ten runs till the entire training dataset was used to train the model. To check for overfitting, at each of the ten learning stages, a randomly resampled subset of the training dataset was used to test the accuracy of the model. The difference between the training and resampling curves is called the generalization gap. Typically, the lesser the gap, the more generalizable the model is considered to be (Kuhn et al., 2013).

2.5.8 Model Accuracies

As this is a binary classification study, the training and testing accuracy was measured using a confusion matrix. A confusion matrix is composed of four options: true positive (TP), false positive (FP), true negative (TN), and false negative (FN), as de-
Table 2. Confusion Matrix

<table>
<thead>
<tr>
<th></th>
<th>True positive</th>
<th>False positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive class</td>
<td>Positive class predicted correctly as positive</td>
<td>Positive class predicted incorrectly as negative</td>
</tr>
<tr>
<td>False negative</td>
<td>Positive class predicted incorrectly as negative</td>
<td>Negative class predicted correctly as negative</td>
</tr>
</tbody>
</table>

fined in Table 2. Either of the classes can be designated as the positive class, with microfractures denoted as positive. Correctly predicted microfractures were classed as TP, and correctly predicted pores were classed as TN, whereas incorrect predictions for each pore type fell under FP or FN. The training and testing accuracy was calculated using (1). Whilst accuracy gives an overall picture of how accurate the model is, it does not provide information about how well the model predicted each class separately. Sensitivity, a measure of how accurately the model predicted the positive class (microfractures) (2), and specificity, a measure of how accurately the model predicted the negative class (pores), were calculated to address this deficiency (3).

\[
\text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}} \tag{1}
\]

\[
\text{Sensitivity} = \frac{\text{TP}}{\text{TP} + \text{FN}} \tag{2}
\]

\[
\text{Specificity} = \frac{\text{TN}}{\text{TN} + \text{FP}} \tag{3}
\]

2.5.9 Feature Importance

We used Shap values to evaluate the explanatory power of shape features. Initially intended to provide a means for the equitable distribution of winnings (Shapley, 1953; Lundberg & Lee, 2017), Shapley values have been appropriated from cooperative game theory into AI as a way to impute the importance of features in black-box models: a field now known as ‘Explainable AI’ (note that authors have coined the term ‘Shap values’ to differentiate from the usage of Shapley values in Game Theory: (Lundberg & Lee, 2017)). Shap values are model-agnostic and post-hoc in that they are not part of the model-building process but instead offer an external check used to explain the feature contributions to predictions. It is important to note that Shap values calculate the local importance of features, which is the importance of a particular feature to specific data points. An aggregation is performed to provide the global importance of each feature with regard to the entire dataset. For this study, both the local and global importance were measured for each model. It is also essential to acknowledge that some of the models, as an inherent aspect of their mechanics, can list the features in order of importance, namely MLR, LDA, QDA, and RF. However, we computed Shap values for all models to ensure comparison between the models.
3 Results

3.1 Statistical Analysis of the Extracted Features

3.1.1 Univariate Distributions

The shape features for the entire dataset displayed no bimodality (Fig. S3), thus precluding any trivial assignment of decision boundaries between microfractures and pores. The lack of clear bimodality suggests the need for a high-dimensional combinatorial approach to separate the classes. However, in the labeled dataset, most of the shape features (aspect ratio, compactness, formfactor, and extent: Fig. S3) exhibited varying degrees of bimodality related to the disparate signatures of microfractures and pores (Fig. 5). However, the presence of intermediate values between the observed modes precludes the placement of straightforward decision boundaries. Visual inspection of the class populations of each shape feature suggests that compactness and aspect ratio exhibit the greatest separation between microfractures and pores, with solidity and formfactor showing the least difference, as quantified by the d-statistic from the Kolmogorov-Smirnov (K-S) test (Fig. 5).

3.1.2 PCA

The PCA biplot in the PC1-PC2 domain for the whole dataset (Fig. 6a) shows no discernable grouping but rather resembles a dense, compact cloud. The lack of separation is noteworthy, provided that PC1 and PC2 account for 93.76% of the variation in the data. The PCA visualizations containing the labeled data (Fig. 6b-c) show that the pores cluster in the direction of compactness, formfactor, and the area ratios (solidity...
and extent). Conversely, the more elongated microfractures cluster slightly away from the pores in the opposing direction of the aforementioned features, but in the direction of aspect ratio. It is also apparent that labeled microfractures offer a more tightly concentrated cluster, whereas the pores are more widely dispersed, with some pores overlapping within the microfractures cluster. There is also a noticeable separation between the loadings of the selected shape features, which supports the notion of independence previously alluded to. The separation of extent and solidity suggests that both features are potentially informative despite being similar area ratios.

The clustering of the labeled microfractures and pores becomes more evident when PCA is performed on the labeled dataset (Fig. 6c). PC1 and PC2 now explain a marginally higher proportion of the variance in the data (95.82%). Based upon the directions of the feature loadings, compactness and aspect ratio separate the two classes into two clusters. Furthermore, solidity and form factor appear to extend both classes, but not sufficiently to form new clusters. This intra-class extension is further highlighted in Fig. 6d, where the datapoints are denoted by their secondary labels. In terms of pores, the two dominant pore types, intercrystalline, and vugs, show considerable overlap with no visible trend. Conversely, microfractures show a slightly discernible trend where the straight sub-class is concentrated at the base of the microfracture cluster (in the direction of increasing solidity and form factor), and the branching and curved sub-classes concentrated near the top (in the direction of decreasing solidity and form factor), with the curvilinear occupying the central portion of the variable space.
3.2 Supervised Machine Learning

Based on the learning curves (Fig. S6), all models show a narrow generalization gap, which indicates a lack of overfitting, except random forest, which showed overfitting to the training data (as the training accuracy was a constant 100%). In addition, most models appear to stabilize at roughly 300 data points, which points to the sufficiency of the training data for the models to learn the classification task. Another significant finding is that the linear models displayed stability and generalizability despite the lack of multi-variate normality within the training data.

Table 3. Training and testing accuracies for the supervised models

<table>
<thead>
<tr>
<th>Model</th>
<th>Train Acc.</th>
<th>Train Kappa</th>
<th>Test Acc.</th>
<th>Test Kappa</th>
<th>95% Lower CI</th>
<th>95% Upper CI</th>
<th>Sens.</th>
<th>Spec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLR</td>
<td>94.48</td>
<td>88.96</td>
<td>90.00</td>
<td>80.00</td>
<td>85.49</td>
<td>93.49</td>
<td>96.67</td>
<td>83.33</td>
</tr>
<tr>
<td>LDA</td>
<td>94.00</td>
<td>88.00</td>
<td>89.58</td>
<td>79.17</td>
<td>85.01</td>
<td>93.14</td>
<td>97.50</td>
<td>81.67</td>
</tr>
<tr>
<td>QDA</td>
<td>94.29</td>
<td>88.57</td>
<td>90.83</td>
<td>81.67</td>
<td>86.45</td>
<td>94.17</td>
<td>97.50</td>
<td>84.17</td>
</tr>
<tr>
<td>kNN</td>
<td>94.70</td>
<td>89.39</td>
<td>90.00</td>
<td>80.00</td>
<td>85.49</td>
<td>93.49</td>
<td>94.17</td>
<td>85.83</td>
</tr>
<tr>
<td>NB</td>
<td>93.64</td>
<td>87.29</td>
<td>89.58</td>
<td>79.17</td>
<td>85.01</td>
<td>93.14</td>
<td>95.83</td>
<td>83.33</td>
</tr>
</tbody>
</table>

*CI: Confidence Interval, Sens.: Sensitivity, Spec.: Specificity

3.2.1 Training Accuracy

All supervised models performed highly accurately, with a strikingly narrow envelope of 93.64% to 94.63% (Table 3). To facilitate comparison between the models, the upper and lower performance bounds were measured by resampling the same training data for each model. All models perform identically, with no apparent differences between the linear and non-linear supervised models.

3.2.2 Testing Accuracy

The excellent performances of the models on the training data were also reflected in the testing data. Testing accuracies were only slightly lower than those of the training set and had a similarly narrow performance envelope of 89.58% to 90.83%. All models appeared to detect microfractures with greater accuracy than pores, with testing sensitivities exceeding 95%, while specificities were capped at 86%. Furthermore, the ROC curves of all the models in Fig. 7a show Area Under Curve (AUC) values > 0.95 with no observable differences between them. Despite the conceptual differences between the models, similarities in performance strongly suggest that each model’s decision boundaries are similar and linear.

Despite the overall excellent performance of the models, there were systematic misclassifications. To better understand the misclassifications per model, the predicted microfracture probability of all the test data objects was derived for the sub-classes of microfractures and pores, as shown by the Polynomial SVM example in Fig. 8 (the plots for the other models are shown in Fig. S8). Most microfracture types are well above the 50% threshold across all models and, therefore, not likely to be predicted as pores. However, the branching sub-class shows the widest range of probabilities, dropping below 50% into pore prediction space in some cases. Amongst the pore types, vugs are the only class that spans nearly the entire probability range and are, therefore, responsible for the significantly lower specificities of the models. Upon closer examination, the vugs that cross the 50% threshold are dominantly bivalve molds (Fig. 8), which strongly resemble curvilinear microfractures.
Figure 7. (a) ROC curves for all the tested models. All models show exceptionally high sensitivities and specificities across all probability thresholds. (b) Calibration curves for all the tested models. Same color scheme as (a). (c) Boxplot of training accuracies with confidence intervals derived from identical resampling.
Figure 8. Microfracture prediction probability for each pore and microfracture type for Polynomial SVM model. Example masks of pore types are provided to illustrate the variation per class. The green ellipse represents the best-fitting ellipse with the red lines are the major and minor axes of the ellipse. The pink line represents the maximum Feret diameter. The blue box represents the bounding box.
3.2.3 Feature Importance

Shap plots ranking feature importance for all models are shown in Fig. S9 with only Polynomial SVM presented in Fig. 9 as a representative case. Feature rankings per model are listed in Table 4. Compactness was consistently the most important feature across models, while aspect ratio was the second-most important feature in most models tested (i.e., seven out of the nine), with MLR and LDA serving as the exceptions. Solidity was the third most important feature for most models, except for MLR and LDA (2), QDA (4), and Naive-Bayes (5). Solidity and formfactor appear to interchange positions in QDA and Naive-Bayes, which could be explained by their close correlation seen in the PCA biplot in Fig. 8b. The shape feature with the least contribution to most models is extent. It is also apparent that the models fall into three broad groups in terms of the feature importance profiles. The first group includes MLR and LDA, the second group includes the majority of the models, such as RF, KNN, linear SVM, radial SVM, and polynomial SVM, and the third group consists of QDA and Naive-Bayes.

Table 4. Rankings of the shape feature importance per model

<table>
<thead>
<tr>
<th>Feature</th>
<th>MLR</th>
<th>LDA</th>
<th>QDA</th>
<th>NB</th>
<th>kNN</th>
<th>RF</th>
<th>LSVM</th>
<th>RSVM</th>
<th>PSVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compactness</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Solidity</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Formfactor</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Extent</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
4 Discussion

4.1 Performance of the Supervised ML models

The excellent performance of all the tested supervised ML models shows their efficacy in the presented classification task, in similitude to the high accuracies of supervised pore-type classification reported in the related literature (Table S1). However, a straight comparison with the related literature is impossible due to the difference in the predicted classes. The equivalent performance of both linear and non-linear ML models indicates ample separation between the microfractures and pores in the feature space, and the decision boundary was likely linear, thus posing a relatively simple classification task. Notably, this separation is discernable in the PCA biplot for the labeled data (Fig. 6c). Furthermore, all models contained errors related to the misclassification of bi-valves as microfractures, indicating that the models did not fit complex, non-linear decision boundaries through the microfractures cluster.

4.2 The importance of compactness and aspect ratio in the labelled dataset

The importance of compactness and aspect ratio in creating discernable separation is evident from the PC1-PC2 visualization of the labeled data (Fig. 6c). Both features also ranked the highest amongst the shape features across most of the ML models based on Shap values (Fig. 9 and Fig. S9). However, compactness consistently out-ranked aspect ratio across most models, which is perhaps counter-intuitive given the popularity of aspect ratio as a unique identifier for microfractures in the geological community (Table S1). To better understand the ranking, the aspect ratio of an object, using the best-fitting ellipse, essentially strips the object of its natural shape by assuming that two orthogonal axes can adequately represent it. We observe in Fig. 8 that best-fitting ellipses are reasonably faithful to the geometries of the more linear microfracture types (straight and curvilinear). In contrast, more curved or branched microfractures diverge from the low aspect ratio character and start to approach more pore-like values. Fig. 6d displays this to some extent, as the curving and branching microfractures are slightly closer to the pores than the straight variety. Conversely, compactness uses the original area of the object and only approximates its maximum length (the Feret diameter), which is a reasonably robust measure of object length and approximately equivalent to the major axis of the best-fitting ellipse. In addition, compactness places less weight on the area of the object and more emphasis on its maximum length: a construct that works well in the context of microfractures as they have significantly smaller areas than most similarly sized pores and always contain an outsized axis, except for a subset of branching microfractures. We note that any feature that adequately captures the salient characteristics of microfractures, namely the elongation and relatively narrow aperture, can contribute significantly to model performance. We also note that extent proved to be the least informative across all models. The lack of information can be attributed to its sensitivity to rotation, as illustrated in Fig. 8, where the same object can have different bounding boxes based on its orientation. Therefore, extent violates the rotation-invariance requirement of shape features (Loncaric, 1998). While extent contains information on the complexity of the pore (as more complex pores only take up a smaller portion of the bounding box), the rotation sensitivity means that solidity is a better replacement information-wise.

4.3 The weaknesses of the approach when extended to the global dataset

The results of the study indicate that the classification of microfractures and pores is a simple problem, which conforms to the visual perception that these pore types are separable by simple geometric features alone (Z. Wang et al., 2022). However, whether the labeled dataset of 800 points used in this study adequately represents the global dataset of 20,060 pores is questionable. Fig. 6a-6c highlights the major differences between both
sets of data, with the unlabelled data showing none of the separation seen in the labeled data, thus strongly indicating that the classification is not straightforward. The difference between the global and labeled datasets can be attributed to two main factors: geological complexity and technical considerations.

The complexity of carbonate pore types is well-known (Ehrenberg, 2022). Dissolution and cementation are spatio-temporally variable processes controlled by a myriad of depositional and diagenetic agents, which typically result in complex pore morphologies that often do not fit conveniently into classification schemes. The most popular of the pore-typing schemes, Choquette and Pray (1970), and Lucia (1983, 1995), do not contain morphology as a diagnostic attribute for this reason. To further highlight pore complexity, intercrystalline pores, and vugs overlap significantly in the PC1-PC2 space (Fig. 6d) despite their contrasting origins attributable to cementation and dissolution, respectively. In addition, microfractures can develop complex morphologies (Fig. 8) based on the heterogeneity of the rock and the stress regimes acting therein.

Further to this, the non-unique nature of simple shape features used in this study and the related literature (Abedini et al., 2018; Borazjani et al., 2016; Ghiasi-Freez et al., 2012; Mollajan et al., 2016; Z. Wang et al., 2022) could not adequately separate the pore types in hyperspace, as illustrated in Fig. 6a-d. These features can be informative for idealized objects where microfractures are mostly linear to curvilinear and pores are mostly equant. However, such scenarios are rare in the carbonate realm, and the continued reliance upon simple feature sets will likely produce dense point clouds for which classification is problematic.

4.4 The weaknesses of the approach when extended to the global dataset

4.4.1 Biased Sampling

Selection bias during the sampling phase is a likely cause for the excellent separation in the labeled data. Operator discretion was required during the random sampling procedure to filter out noise, such as microporous patches or pores below the feature resolution. While this mitigated the noise fed into the models, it also meant that the most characteristic pores would be selected, thereby compromising the objectivity of the sampling procedure. Data curation is a typical stage for pore typing studies, often resulting in overly optimistic results in supervised ML (Table S1). Comparatively, most other related studies use at most 250 data points for labeling, while we used 800.

It is evident that studies claiming excellent performance of supervised ML for pore typing have not fully considered the true complexity of the task and instead report the results of highly curated datasets (Abedini et al., 2018; Borazjani et al., 2016; Ghiasi-Freez et al., 2012; Mollajan et al., 2016; Z. Wang et al., 2022). We expect that this research avenue will continue to grow exponentially given the importance of automated pore-typing for a multitude of value-generating processes, mainly as we are well into the era of big data. Besides data curation, most related studies have only used a fraction of our ground truth size to build their models, which cannot be considered representative and will only exacerbate model accuracies (Abedini et al., 2018; Borazjani et al., 2016; Ghiasi-Freez et al., 2012; Mollajan et al., 2016; Z. Wang et al., 2022).

4.4.2 Possible weaknesses within the projection method

Another potential explanation for the lack of separation within the unlabelled data is the problematic nature of PCA with respect to the visualization of the feature space. While PCA is the most popular dimensionality-reduction approach within the scientific literature, it is also the weakest in projecting the true distances between points in 2D (Van Der Maaten et al., 2009; Thrun, 2018). In essence, large distances between points in feature space may appear close in the 2D-projected PCA space as PCA only rotates
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the data points to the axis containing the greatest variance. Unlike non-linear projection methods, such as Connected Components Analysis (CCA), t-distributed Stochastic Neighbor Embedding (t-SNE), and Multi-dimensional Scaling (MDS), PCA does not disaggregate the data into clusters (Van Der Maaten et al., 2009; Thrun, 2018; Thrun & Ultsch, 2021). Therefore, PCA would unlikely display clusters unless the feature space already contains appreciable clustering within the higher dimensions. Hence, it can be argued that the unlabelled feature space may contain clusters by pore type that are collapsed into one another within the PCA space. It should be noted, however, that the density-based DBSCAN method only showed one cluster for the unlabelled data (Fig. S4b), and k-means only managed to bisect the cloud through its centroid (Fig. S4a). Both results are independent of the projection and suggest that there is no discernible separation between the classes in the global feature space, which makes the use of any projection method moot for this case.

4.4.3 Dataset Size

Another factor that may have contributed to disparities in separability between the labeled and unlabeled data is the limited size of the dataset (18 images / 20060 objects), which cannot be considered representative of carbonates. Several pore types commonly observed in carbonate studies, such as interparticle pores, intraparticle molds, and channels, were limited in quantity, meaning that random sampling emphasized the more dominant intercrystalline pores and vugs. Including the former pores would potentially have resulted in a more complex feature space in the labeled dataset and be more representative of the range of pore types observed within carbonate rocks. Indeed, even the observed spectrum of pore types within the 18 thin sections studied herein was not fully representative, as only 2% of the available pores were selected as ground truth compared to approximately 90% in the case of microfractures, thereby making this study more representative of the latter. Barring a community-wide effort, scant ground truth datasets for pore typing will likely continue to be a significant bottleneck for quantitative pore typing studies in carbonate lithologies.

4.4.4 Fragmentation of microfractures

Another likely cause for the separation in the labeled data was the microfractures’ fragmentation due to the scans’ poor resolution. Several curved and branching microfractures were fragmented into smaller, more linear segments, resulting in a disproportionate number of linear and curvilinear microfractures (Fig. S1). This oversimplification of complex microfracture networks masked the true complexity of the feature space. The geometric complexity of microfractures would be honored more accurately with higher-resolution scans, allowing the power of supervised ML models to be benchmarked more effectively. Spatial aliasing of fractures from image datasets is a ubiquitous issue related to their characterization (Seers & Hodgetts, 2014; Biber et al., 2018). We expect that the related literature also faced similar challenges related to resolution-dependent censoring of fracture networks reported herein, though it did not address it explicitly.

4.5 Study Design Issues in Related Studies

However, the larger problem with the related studies is that they bypass the separation of microfractures and pores and directly classify pores into their sub-classes (Table S1). We show that there is heavy overlap between the pore types within the simple shape feature space, thus raising questions on the predictive accuracies of the proposed models in the literature. Again, the current dataset does not contain several pore types that share morphological similarities with microfractures, such as interparticle pores and channels, which would further convolute the feature space utilized for pore classification herein.
A related problem with most studies is that they do not explain the importance of the simple shape features in the ML models. The fact that all related studies re-use the same features without any explanation of their importance to the models only propagates poor practices in the field. For example, extent is commonly utilized within automated pore typing studies (Table S1). However, we report that extent was the least informative feature across all models (i.e., based on the Shap values: Fig 9 and S9), due to its sensitivity to rotation violating the rotation-invariance requirement of shape features (Loncaric, 1998). While extent contains information on the complexity of the pore, as more complex pores take up a smaller portion of the bounding box, the rotation sensitivity means that solidity offers a more attractive alternative.

Finally, most related studies lack robust supervised ML methodologies (Abedini et al., 2018; Borazjani et al., 2016; Ghiiasi-Freez et al., 2012; Mollajan et al., 2016; Sharifi, 2022; Z. Wang et al., 2022). Feature selection appears to be related more to the ease of acquisition rather than any proven utility. Most studies do not undertake visualization of the data in hyperspace using PCA (Abedini et al., 2018; Borazjani et al., 2016; Ghiiasi-Freez et al., 2012; Mollajan et al., 2016; Z. Wang et al., 2022), thereby obfuscating the underpinning drivers of their reported excellent model accuracies. Almost all related studies do not furnish details on hyperparameter tuning, perhaps as the default parameters produce excellent results (Abedini et al., 2018; Borazjani et al., 2016; Ghiiasi-Freez et al., 2012; Mollajan et al., 2016; Z. Wang et al., 2022). Also, there needs to be more comparison across several different models, particularly with simpler classifier paradigms, to provide a baseline performance (Table S1).

### 4.6 Moving Forward

The classification of microfractures and pores is still a complex problem that requires attention. Given that these features are ostensibly geometric end members, it is more prudent to approach this problem prior to drawing finer distinctions in pore types using multiclass ML frameworks. Macrofracture segmentation studies follow this template with emphasis on extracting the macrofractures in microCT models by all possible means, with the other class inherently being pores (Lee et al., 2021). Ideally, enhancing the separation of microfractures and pores into natural clusters in the feature space should be prioritized. The presence of natural clusters would enable the use of unsupervised clustering models directly on the dataset or even on the dimensionally reduced projection (referred to as projection-based clustering) (Van Der Maaten et al., 2009; Thrun, 2018; Thrun & Ultsch, 2021). An unsupervised approach is scalable and has the added benefit of not requiring labeled data. However, natural clustering in the feature space is not likely using simple shape features. We hypothesize that more complex shape features such as the contour-based Fourier descriptors and region-based invariant moments (invariant Hu moments and Zernike moments) might create better separations in hyperspace, albeit with an attendant decrease in explainability of the features (Neal & Russ, 2012; Singh et al., 2021). It is also possible that in concert with more complex features, more powerful methods of dimensionality-reduction, such as CCA, MDS, and t-SNE, may enhance the presence of natural clusters for projection-based clustering (Thrun, 2018; Thrun & Ultsch, 2021). We note that a DL approach would likely offer the best results; however, to be feasible, it would require data sharing and ground truth labeling on a hitherto unprecedented scale within the geoscience community. It is pertinent to not only have a global representation of pore and microfracture types but also of a range of instruments with different acquisition parameters to ensure the generalizability of the classifiers. It would also require a community effort to find the best shape features and AI models, potentially borrowing from equivalent studies within the fields of computer vision and bioinformatics, for example, where similar applications of supervised and unsupervised machine learning towards object clustering and classification from image data is already mature (Butler et al., 2018; Chen et al., 2019; Doerr & Florence, 2020; Stafford et al., 2020; Urbanowicz et al., 2020; A. Y.-T. Wang et al., 2020). Studies utilizing lim-
ited data, such as the present study, are likely to succumb to the problems of lack of representation, selection bias, and technical issues related to the imaging process, which can be conveniently masked by overly optimistic results that cannot be translated to other datasets (Sun et al., 2009).

The findings of this study serve as a benchmark for ideal datasets with limited scope of pore types. Even simple linear models such as MLR and LDA can perform excellently within such scenarios. However, we argue that the overly optimistic results from related supervised ML studies using only simple shape features are more reflective of the sampling process than the underlying geometric complexity of the pore system. We also emphasize the methodological requirement of measuring the feature importance based on the PCA loadings and their Shap values per model. This essential exploratory data analysis step will ensure that only the most important features will be carried forward into future studies rather than needlessly recycled.

5 Conclusions

All the tested supervised models performed excellently in discriminating between microfractures and pores, with testing accuracies approaching 90% for all models. Notably, all tested supervised models exhibited near identical performance, indicating a significant separation between the two classes in hyperspace such that a linear boundary was adequate. The presence of a linear decision boundary was further supported by PCA visualization of the hyperspace and the systematic misclassification of bivalve molds as microfractures. However, upon comparing the feature spaces of the labeled data and the overall dataset, it is apparent that the labeled feature space presented a highly sanitized version of the larger dataset despite efforts toward the development of an objective sampling scheme. The sanitized dataset converted a complex problem requiring complex non-linear decision boundaries to a simple, linearly separable problem. While our study can provide a useful benchmark for those that contain more idealized datasets with limited microfracture and pore types, we demonstrate that the pore-typing problem is more complex than postulated by the related literature. Finally, we report that, contrary to expectations, compactness contributed more towards the ML classification of microfractures from pores than aspect ratio, as compactness only approximates one measure of the object compared to the two metrics approximated by aspect ratio. These results serve as a useful template for future studies on this first-order challenge of separating microfractures and pores and on higher-order challenges involving more complex multiclass pore typing.

6 Open Research

The image data used for the classification in the study and the R code developed are published at the GitHub repository for this study via https://github.com/issacadjay92/Microfractures-And-Pores-ML with no restriction on usage. The entire code was developed in R (version 4.2.1) (R Core Team, 2022) using the RStudio IDE. Figures were made using ggplot2 package (Wickham, 2016). The ML models were run using ‘caret’ version 6.0.93 (Kuhn, 2022). Data analytics and visualizations were implemented using the following packages: ‘tidyverse’ (Wickham et al., 2019), ‘MASS’ (Venables & Ripley, 2002), ‘factoextra’ (Kassambara & Mundt, 2020), ‘FactoMineR’ (Lè et al., 2008), ‘ggfortify’ (Tang et al., 2016), ‘GGally’ (Schloerke et al., 2021), ‘klaR’ (Weihs et al., 2005), and ‘reshape2’ (Wickham, 2007). Model performance evaluation was implemented using the ‘MLeval’ package (John, 2020). fastshap (Greenwell, 2021), and shapviz (Mayer, 2023) were essential to implementing and visualizing the Shap values for the ML models.
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Introduction

We expand on the methodological decisions made for our study. We also provide brief descriptions on the conceptual underpinnings of the supervised models used for our study. In addition, we include the results of the unsupervised clustering algorithms we tested (K-means and DBSCAN) as our study was limited to supervised models in scope. Univariate analytics on the simple shape features per secondary pore types is provided as well.
Text S1.

**Pre-processing of the Images**

**Denoising**

The kernel size of the non-local means filter was automatically estimated using the approach of Immerkaer (1996), with the smoothness factor maintained at a value of one for all images to limit over-smoothing of edges.

**Sharpening**

A standard unsharp mask radius of 1 with a mask value of 0.7 was applied for all images, using the built-in unsharp mask filter within Fiji. The pre-processed images after both denoising and sharpening are included in the dataset attached to this study.

**Segmentation**

To increase the connectivity of the microfractures, a more aggressive form of segmentation was pursued. The segmentation protocol implemented was performed in two phases. The first phase was manual thresholding of the blue epoxy impregnated pixels in the HSB (Hue, Saturation, Brightness) color space. The blue hue corresponding to the epoxy was delineated within 120 to 180, with the saturation unaltered. The lower threshold for brightness was decreased to accommodate all the blue epoxy, with values ranging from 30 to 255. The quality of the segmentation was evaluated visually in real time and parameters tuned accordingly. The second phase involved thresholding in the CIELAB color space. CIELAB color space is a device-independent method to objectively classify colors, where L stands for lightness, A for the continuum from red to green, and B for the continuum from blue to yellow (Mlynarczuk et al., 2013). Since the microfractures were filled with blue epoxy, the B channel was especially sensitive. The image was first converted from RGB to LAB color space using a Fiji built-in tool. The B channel was extracted and a simple contrast enhancement was needed to binarize the image. Both segmentation steps were performed independently. The post-processing pipeline was conducted on both the HSB and LAB binary masks in parallel, as shown in Fig. 2a.

**Combining the Processed HSB and CIELAB Binary Masks**

The post-processed binary masks from both color spaces were then added together using the Image Calculator tool in Fiji. The combination of both segmentations did not offer a significant boost in terms of pore connectivity as in both cases the segmentation results were similar, with the HSB binary mask offering visibly better results. Instead, the greatest effect was observed in microfractures as several individual microfractures which were disjointed from HSB thresholding displayed improved continuity in the composite image (Fig. S2). The microporous matrix zones and microporous grains were segmented as macropores as a byproduct of the aggressive segmentation. Additionally, the large quantities of these zones rendered manual masking impracticable. For this study, they...
were approximated as pores, which is not entirely unreasonable for grain molds and small patches of blue haze in terms of shape. However, larger microporous patches are among the major artifacts present in the data. Moreover, the thin sections used herein were not purposed for digital image analysis and as such contain damage of different forms such as pen markings and microsampling scratches amongst others. However, due to their limited quantities these scene artifacts were removed using manual masking.

**Feature Extraction**

Labelling of the binary masks was performed in Python using the ‘Connected components’ function with 8-connect from the OpenCV library. The ‘regionprops’ function from the sci-kit image library was used to extract size and shape features of each object (Table 1). Two associated features metrics that require special mention are the major and minor axes of the best-fitting ellipse. These axes were fit using the normalized second central moments of the object, which is a region-based approach. Region-based approaches are generally more robust than contour-based approaches as the area of the object is less sensitive to noise (Mulchrone and Choudhury, 2004; Neal and Russ, 2012). The ‘regionprops’ features are mostly related to object size. This required supplementing with shape features engineered from these size metrics. Feature engineering was performed in the R programming language based on derivations laid out in Neal and Russ (2012) and Weger (2006). Engineered features were selected based on their popularity in the geological community (Anselmetti et al., 1998; Weger, 2006; Weger et al., 2009; Norbisrath et al., 2015; Abedini et al., 2018; Borazjani et al., 2016; Ghiasi-Freez et al., 2012; Mollajan et al., 2016; Sharifi et al., 2022; Wang et al., 2022).

**Clustering Algorithms**

The objective of clustering algorithms is to group similar datapoints into discrete clusters. Two independent clustering algorithms: k-means and DBSCAN, were utilized to check for the presence of natural clusters in the feature space, ideally corresponding to microfractures and pores. The clustering algorithms were applied directly on the data. Hierarchical clustering was ignored for this study on conceptual and practical grounds. Conceptually, the objects do not necessarily follow a hierarchy, so this form of clustering is not appropriate. From a practical perspective, hierarchical clustering is also computationally expensive for large datasets such as the one in this study.

**K-means Clustering**

K-means was chosen as it is one of the most widely used clustering algorithms (James et al., 2021). As K-means is distance-based, it uses distance mapping to measure the distances between each of the ‘n’ datapoints to each other within the feature space. It then attempts to minimize the total inter-cluster distance of all clusters (James et al., 2021). The number of clusters K = 2 was selected since this study is a binary classification problem. K-Means clustering was implemented using the ‘kmeans’ function from the ‘stats’ library with euclidean distance mapping. The resultant clustering was visualized via PCA, as the feature space exceeded three dimensions, with the boundary of the clusters defined via their convex hull (Fig. S4a). It can be observed in Fig. S4a that the k-means
algorithm essentially bisected the point cloud, which typically indicates a lack of natural clusters (Thrun, 2018; Thrun, 2021).

**DBSCAN Clustering**

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) was first proposed by Ester et al. (1996). The most significant advantages of this method compared to K-means are that it is not necessary to predefine the number of clusters and is significantly more robust to the presence of outliers (Schubert et al., 2017). DBSCAN attempts to classify the densest clusters with lower density collections of points potentially classed as outliers. This method contains two definable parameters: the cluster radius (epsilon), and the minimum number of points each cluster should contain to be considered a viable group (cluster density). Any point with the number of neighbors greater than the minimum points is considered a core point. Any point that does not have the threshold minimum points but is part of another core point neighborhood is designated a border point. If a point is neither core nor border, it is considered an outlier. For this study, the epsilon value (ε = 0.4) was determined by identifying the elbow of a 5-NN plot. The DBSCAN results in Fig. S4b show a single dense cluster with a few outliers, which supports the lack of natural clusters within the feature space.

**Supervised ML**

This section furnishes details on the conceptual underpinnings of each of the supervised ML models used in this study. Further details on each model can be found in Kuhn (2013) and James et al. (2021). The tested models can be broadly classified into two categories: linear and non-linear. Linear models generate linear decision boundaries in high-dimensional feature space, whereas non-linear models create non-linear decision boundaries, such as polynomial, radial, and more complex non-parametric curves.

**Linear Models**

Multiple Logistic regression (MLR) is designed for binary classification problems (Kuhn, 2013; James et al., 2021), where ‘multiple’ refers to the features used to train the model. Is based upon the concept of the logistic function, where the probability of classifying datapoints into the two classes resembles an S-shaped curve from 0 to 1. The logistic function is fit using maximum likelihood estimation. A major benefit of MLR is that it does not contain any tuning parameters, as the maximum likelihood estimate of the logistic function will provide the best possible model.

Linear Discriminant Analysis (LDA) and MLR only differ in their fitting procedure: whilst MLR uses maximum likelihood estimation for finding the best fitting model, LDA utilizes the Bayes’ theorem. LDA assumes that the datapoints of each class belong to a Gaussian distribution, with all classes sharing a common covariance matrix. It is important to note that MLR does not require that the datapoints be drawn from multivariate Gaussian distributions and can potentially outperform LDA if the assumptions are unmet (James et al., 2021).
Non-Linear Models

Quadratic Discriminant Analysis (QDA) is similar to LDA in that it assumes the datapoints have been drawn from multivariate Gaussian distributions with the exception that each of the classes is considered to have its own covariance matrix. This difference results in a quadratic decision boundary. The greater flexibility in shape means that QDA has lower bias compared to LDA, although this typically comes at a cost of higher variance (James et al., 2021). Like MLR and LDA, QDA does not possess any tuning parameters.

Naive-Bayes, just like LDA, and QDA, is part of a family of models based on the Bayes' theorem. The ‘Naive’ refers to the classifier’s assumption that each of the input features are uncorrelated to each other, which in this study and most other cases, is a flawed assumption. The Naive-Bayes implementation used in this study has three tunable parameters: namely the Laplace correction, distribution type, and the bandwidth adjustment.

K-nearest neighbors (KNN) is one of the simplest models commonly deployed for classification (Murphy, 2022). KNN classifies a datapoint as belonging to a certain class based on the classes of the datapoints closest to it. Thus, it does not depend on the underlying distributions of the classes, and is therefore non-parametric (James et al., 2021). The only tuning parameter for KNN is the number of neighbours (K) to each datapoint. The number of neighbors has to be odd to ensure a tiebreaker in the case of binary classification. Choosing the optimum K is non-trivial. If the number of neighbors chosen is too low, then there is a greater chance of. Conversely, if the number of neighbors is too high then decision boundaries are too general, potentially leading to underfitting.

Random Forest (RF) is an ensemble method that is based on aggregating the votes of several decision trees (Breiman, 2001; Kuhn, 2013). For each split of a decision tree, RF only allows a subset of the features to be selected. This restriction ensures that features that strongly influence the datapoints will not be preferred as several trees will not have the option to select it. Essentially, RF decorrelates the trees and therefore makes the results more reliable (Kuhn, 2013). The implementation of RF chosen only had one tunable parameter: the number of randomly selected predictors available for each tree split.

Support Vector Machines (SVM) were first proposed by (Cortes and Vapnik, 1995). This family of classifiers are the most complex models tested in this study. SVMs have two notable features: firstly, they are inherently binary classifiers, and secondly, they create linear hyperplanes (Murphy, 2022; Kuhn, 2013). SVM initiates by identifying datapoints of opposing classes proximal to one another. It then attempts to find the hyperplane that is equidistant from both sets of points, known as the maximum margin hyperplane. The opposing datapoints used to create this hyperplane are referred to as the support vectors. By this definition, SVMs are linear classifiers, but have been adapted
to create non-linear decision boundaries. Three SVM models are used in this study; linear SVM, SVM with radial basis function, and SVM with polynomial kernel. The linear SVM only has one tunable parameter: the cost. The radial SVM has two parameters: sigma and cost. The polynomial SVM has three parameters: the degree, scale, and cost.

**Hyperparameter Optimization**
For models which did not have any tunable hyperparameters, such as MLR, LDA, and QDA, the training was conducted using 10-fold cross-validation repeated 10 times with accuracy used as the metric. For models which contained tunable hyperparameters, a grid search technique was employed for each of the hyperparameters, with 10-fold cross-validation repeated 10 times applied to each set of hyperparameters. Hyperparameters for each model (if present), and the selected values are presented in Table S2. The hyperparameter optimization curves for each of the models are shown in Fig. S5.

**Feature Importance using Shap Values**
Shapley values were used to test the hypothesis regarding the importance of aspect ratio with respect to the other shape features in supervised ML models. Shapley values were first introduced by Lloyd Shapley in 1953 (Shapley, 1953) to fairly distribute winnings between players based on their contribution to the game. The two pillars of Shapley values are additivity, where the sum of the winnings of each player must equal the total winnings, and fairness, where the highest performers cannot receive a lower share than the lowest performers. A concise explanation of the mechanism is as follows; in a scenario containing 4 players, in order to identify the importance of Player 1, all possible subsets of the players are made with and without Player 1. In the subset containing Player 1, the amount Player 1 receives is calculated, and in the subset without Player 1, the other players share Player 1’s winnings. The difference between the amounts of both subsets gives the marginal contribution of Player 1, and therefore the overall importance of Player 1. Shapley values were theoretically proven as the fairest possible manner to distribute winnings. Lundberg et al. (2017) appropriated this concept from cooperative game theory into artificial intelligence (AI) to impute the importance of input features within black-box models (a field now known as ‘Explainable AI’). To differentiate from its usage in game theory, the authors coined the term Shap values. Some models such as MLR and Random Forest have built-in variable importance measures. For MLR it is the magnitude of the coefficient, whereas Random Forest computes variable importance from the mean decrease in Gini impurity at each split of the decision trees, as well as the mean decrease in overall out-of-bag accuracy. However, most models do not provide this information and are effectively black boxes. Shap values are advantageous in that they are model-agnostic and retroactive with respect to the model building process, offering an external check used to explain the feature contributions to the predictions. It is important to note that Shap values calculate the local importance of features, which is the importance of a particular feature to a specific subset of datapoints. An aggregation is performed to provide the global importance of each feature with regards to the entire dataset.
**Figure S1.** Fragmentation of microfractures from the thin section images. The red outlines indicate the segmented portions of the microfracture.
Figure S2. Composites of the HSB and LAB binary masks. Red signifies the HSB binary mask, green is the LAB binary mask, and yellow is the union of both masks. The HSB mask displays a stronger segmentation overall, but the LAB mask provides a notable boost in connectivity.
**Figure S3.** Univariate distributions of the shape features for the raw global dataset, the raw labelled dataset, and the transformed labelled dataset.
Figure S4. (a) Result of k-means on the global dataset. (b) Result of DBSCAN on the global dataset.
**Figure S5.** Hyperparameter optimization visualizations for the supervised ML models. MLR, LDA, and QDA did not contain any tunable hyperparameters and hence not included.
Figure S6. Learning curves for all the supervised models. Random forest was the only model which showed overfitting as the training accuracy was constantly 100% with the resampling accuracy significantly lower.
Figure S7a. Boxplot of aspect ratio ranges for the secondary labels of pore and microfracture types.

Figure S7b. Boxplot of extent ranges for the secondary labels of pore and microfracture types.
Figure S7c. Boxplot of formfactor ranges for the secondary labels of pore and microfracture types.

Figure S7d. Boxplot of compactness ranges for the secondary labels of pore and microfracture types.
Figure S7e. Boxplot of solidity ranges for the secondary labels of pore and microfracture types.
Figure S8. Probability of microfracture prediction per secondary label for each supervised model. The dashed line represents the 50% decision threshold, any objects above 50% are classified as microfractures and any object below the threshold are classified as pores.
**Figure S9.** Probability of microfracture prediction per secondary label for each supervised model. The dashed line represents the 50% decision threshold, any objects above 50% are classified as microfractures and any object below the threshold are classified as pores.
Table S1. Studies on automated pore typing using AI.

Table S2. List of hyperparameters for each supervised ML model and the final values chosen.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of hyperparameters</th>
<th>Hyperparameters</th>
<th>Final values</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLR</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LDA</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>QDA</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>kNN</td>
<td>1</td>
<td>Number of neighbours (k)</td>
<td>k = 3</td>
</tr>
<tr>
<td>Naive-Bayes</td>
<td>3</td>
<td>Laplace (fL), Kernel, bandwidth adjust (BA)</td>
<td>fL = 2, Kernel = True, BA = 2</td>
</tr>
<tr>
<td>Random Forest</td>
<td>1</td>
<td>Number of randomly selected variables at each split (mtry)</td>
<td>mtry = 2</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>1</td>
<td>Cost (C)</td>
<td>C = 0.3</td>
</tr>
<tr>
<td>Radial SVM</td>
<td>2</td>
<td>Cost (C) and Sigma</td>
<td>C = 22.63, Sigma = 0.04</td>
</tr>
<tr>
<td>Polynomial SVM</td>
<td>3</td>
<td>Cost (C), degree of polynomial, and scale</td>
<td>C = 0.974 , degree = 4, scale = 0.1</td>
</tr>
</tbody>
</table>

Data Set S1. Image data for the study.