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Abstract

Earthquake forecasting is a challenging goal for seismologists and geophysicists due to the complex nature of the earthquake phenomenon. Delivering reliable forecasts is crucial for public safety. This study derives the probability of extreme events in any seismic cluster generated by the Epidemic Type Aftershock Sequence (ETAS) model. This probability is obtained as a function of time, space and magnitude. The results contribute to understanding the distinguishing features between mainshocks and foreshocks and provide insights into earthquake prediction and the probability assessment of extreme events within seismic clusters.

Plain Language Summary

Forecasting extreme events in a seismic sequence is a challenging but crucial goal for statistical seismologists to prevent catastrophic disasters. To date, the most used model in earthquake forecasting applications is the Epidemic-Type-Aftershock-Sequence (ETAS) model. It accounts for the most widely recognized feature of seismicity, that is, events’ spatiotemporal clustering. In this work, we explicitly derive the probability for the largest event, in any seismic ETAS cluster, to occur in the time-space-magnitude location \((t, x, y, m)\). To do that, we use some advanced mathematical tools, such as Laplace transforms, Tauberian theorems, Bessel/Struve functions. In the pure-temporal case, depending on the specific stability condition considered (explosion or not of the process), we derive the probability of the largest event occurring in \((t, m)\) as the product between an only-time function and an only-magnitude function. Numerical results show that an ETAS synthetic catalogue fits well the theoretical prediction. When including the spatial component in the analysis, due to the high-complexity of the functions involved, we cannot analytically derive the probability of the largest event to occur in \((t, x, y, m)\); we derive instead its Laplace transform, which is shown to decrease with time and increase with space. A numerical procedure is suggested to obtain the inverse transform.

1 Introduction

Earthquake forecasting represents one of the most important and challenging goal for statistical seismologists and seismic-modeling researchers. The earthquake phenomenon is very complex, as it represents an example of self-organized criticality (Bak & Tang, 1989; Sornette & Sornette, 1989; Jagla et al., 2014; Lippiello et al., 2019; Petrillo et al., 2020; Lippiello et al., 2021), but at the same time it is concretely very often tangible and the need to deliver reliable forecasts is essential for public safety.

Seismic hazard assessment is based on several scaling laws, which have been found to represent a good approximation for earthquake sequences, such as the constitutive laws in the Epidemic Type Aftershock Sequence (ETAS) model, briefly illustrated in Section 2, and representing the most used model for operational forecasting issues (Marzocchi, 2008; Marzocchi & Lombardi, 2009; Jordan et al., 2011; Marzocchi et al., 2012; Jordan et al., 2014; Marzocchi et al., 2014; Page et al., 2016; Marzocchi et al., 2017; Llenos & Michael, 2017; Omi et al., 2018; Spassiani, Falcone, et al., 2023; Spassiani, Yaghmaei-Sabegh, et al., 2023).

Retrospective analyses are mostly focused on aftershock sequences following a large event, named mainshock, and the results obtained are used for analyses of perspective type. However, a lot of attention has been paid in the literature also to the largest event in the earthquake sequence: the forecast of extreme events is crucial to prevent disasters causing the death of several people. More precisely, in Saichev and Sornette (2005), Zhuang and Ogata (2006), Vere-Jones and Zhuang (2008) and Luo and Zhuang (2016), the distribution of the largest event in the critical ETAS model is related to the magnitude distribution of foreshocks, which are defined as background events that have at
2. The ETAS model

The Epidemic Type Aftershock Sequence (ETAS) model (Ogata, 1988, 1989, 1998) represents a benchmark in statistical seismology and belongs to the class of linear, marked, self-exciting Hawkes processes of branching type: each seismic event represents an element of the process, it is identified with its space-time location and it is marked by the magnitude. According to the branching framework, all the events may give birth to their own progeny independently of the others, resulting in a cluster-type structure. The clusters’ elements represent the aftershocks component of the process, associated with the stress perturbations due to previous shocks and modeled as a space-time non-homogeneous Poisson process. Instead, the initial events constitute the background component of the process, not triggered by precursory shocks and modeled as a time-stationary non-homogeneous Poisson process.

The ETAS model, completely characterizing the process, is

\[ \lambda(t, x, y, m | \mathcal{H}_t) = \lambda(t, x, y | \mathcal{H}_t) s(m), \]

with \( \lambda(t, x, y | \mathcal{H}_t) = \mu(x, y) + \sum_{i: t_i < t} \kappa(m_i) g(t - t_i) f(x - x_i, y - y_i), \)  

(1)

where \( \mathcal{H}_t \) is the past history of the event \( (t, x, y, m) \) and:

1. \( \mu(x, y) \) is the time-stationary background rate;
2. \( \kappa(m) = A \exp\{\alpha(m - m_c)\} \), \( m \geq m_c \), is the productivity law, representing the fertility of the event with magnitude \( m \). The magnitude \( m_c \) is the completeness threshold, that is the value such that all the events with a higher magnitude are surely recorded in the seismic catalog;
3. \( g(t) = \frac{c_1}{t^p} (1 + \frac{c_2}{t})^{-p}, t > 0 \), is the Omori-Utsu law for the aftershocks’ decay;
4. \( f(x, y) \) is the probability density function (PDF) for the location of the event, typically of power law type, that is \( f(x, y) = \frac{q-1}{2\pi De(x-m_c, y)} \left[ 1 + \frac{x^2 + y^2}{De(x-m_c, y)} \right]^{-q} \);
5. \( s(m) = \beta \exp\{-\beta(m-m_c)\}, m \geq m_c \), is the decreasing exponential Gutenberg-Richter (GR) law for the magnitudes of all the events in the process.

All the parameters in the ETAS conditional intensity are positive and typically estimated through maximum likelihood techniques, where the log-likelihood function is easily derived as

---

\[
\ln L = \sum_i \lambda(t_i, x_i, y_i, m_i|H_t) - \int \int \int_{T \times S} \lambda(t, x, y|H_t) \, dt \, dx \, dy + \sum_i \ln s(m_i).
\]

A seismic sequence modeled by the space-time-magnitude ETAS is non-explosive under the conditions \( p > 1, \beta > \alpha \) and \( \bar{n} = A \beta - \alpha > 1 \), where the latter is the critical parameter of the process; in the specific case of the ETAS model, it coincides also to the branching ratio: it is the average number of first generation aftershocks per mother event, but can be defined also as the proportion of triggered events with respect to all the shocks (Helmstetter & Sornette, 2002; Zhuang et al., 2012).

3 Theoretical derivation of the probability for the extreme event \((t, m)\)

In Saichev and Sornette (2005), Zhuang and Ogata (2006), Vere-Jones and Zhuang (2008) and Luo and Zhuang (2016), the authors consider the probability \( \zeta(m, m') \) for an event with magnitude \( m \) to have no offspring larger than a given magnitude \( m' \). It is obtained as

\[
\zeta(m, m') = \exp \{ -\kappa(m) F(m') \},
\]

where \( F(m') = 1 - \int_{m_{c}}^{m'} s(m^*) \exp \{-\kappa(m^*) F(m')\} \, dm^* \)

represents the probability for the largest earthquake in an arbitrary cluster, including the initial event and all its descendants, to be greater than \( m' \). In the above formulas, \( \kappa(\cdot) \) and \( s(\cdot) \) are respectively the productivity law and the GR law introduced in the previous section.

Here, we want to integrate over the magnitude of the mother event, and we want to add the temporal component of the ETAS rate. We then focus on the probability for the largest event to have magnitude \( m \) and to occur in time \( t \) or, briefly, to be the \((t, m)\) event:

\[
\eta(t, m) = \mathbb{P}\{\text{The largest event in any cluster is the } (t, m) \ \text{event}\}.
\]

The probability \( \eta(t, m) \) can be obtained as the union of two disjoint conditions:

\[
I_1 = \text{"the largest event is the mother, occurring in } t = 0, \text{ and none of its children has magnitude greater than } m; \text{ that is, the largest event is } (0, m) \text{ and any other } (\bar{m}, t > 0) \text{ event is such that } \bar{m} < m \"; \]

\[
I_2 = \text{"the largest event } (t, m) \text{ belongs to one subcluster, that is, } t > 0 \text{ and neither the mother nor any other event in all the other subclusters have magnitude greater than } m \".
\]

These two events represent a partition of \( \Omega = \{\text{The largest event in any cluster is the } (t, m) \ \text{event}\} \), therefore \( \eta(t, m) \) is obtained as the sum of their probabilities. In other words, it holds

\[
\eta(t, m) = \mathbb{P}\{I_1\} + \mathbb{P}\{I_2\}.
\]

To derive the two probabilities \( \mathbb{P}\{I_1\} \) and \( \mathbb{P}\{I_2\} \) of above, we have to compute the probability \( R(m') \) for the largest event in a cluster to be less than \( m' \), which is obviously \( R(m') = 1 - F(m') \), in fact:

\[
R(m') = 1 - \int_{m_{c}}^{m'} s(m^*) \exp \{-\kappa(m^*) F(m')\} \, dm^*.
\]
\[
R(m') = \mathbb{P}\{\text{The largest event in a cluster is less than } m'\},
\]
\[
= \int_0^{m'} \mathbb{P}\{\text{The largest event in the cluster generated by initial event with mag } m^* \text{ is less than } m' \mid \text{The initial event in the cluster has mag } m^*\} \cdot \mathbb{P}\{\text{The initial event in the cluster has mag } m^*\} \, dm^*
\]
\[
= \int_0^{m'} \sum_{n=0}^{\infty} [R(m')]^n \frac{[\kappa(m^*)]^n}{n!} e^{-\kappa(m^*)} s(m^*) \, dm^*
\]
\[
= \int_0^{m'} e^{-\kappa(m^*)[1-R(m')]} s(m^*) \, dm^*,
\]
where we have set \( m_* = 0 \) to shorten notations (hereafter), and we summed over all the subclusters of the initial event’s \( n \) children.

Now, recalling that the number of events is Poisson distributed, we derive the first term in the Right-Hand-Side (RHS) of (2) as follows:

\[
\mathbb{P}\{I_1\} = \delta(t) s(m) \sum_{n=0}^{\infty} [R(m)]^n \frac{[\kappa(m)]^n}{n!} e^{-\kappa(m)} = \delta(t) s(m) e^{-\kappa(m)[1-R(m)]},
\]

where the term \( \delta(t) s(m) \) says that the initial event occurred in \( t = 0 \) and is randomly selected from a GR distribution. Instead, as regards the second term in the RHS of (2), we have to randomly select one of the subclusters of the initial event’s \( n \) children, which is assumed to contain the largest event, and to impose that both the mother and all the other shocks have a lower magnitude:

\[
\mathbb{P}\{I_2\} = \int_0^{m'} s(m^*) \sum_{n=1}^{\infty} \frac{[\kappa(m^*)]^n}{n!} e^{-\kappa(m^*)} \left( \frac{n}{1} \int_0^t \eta(t - t_i, m) [R(m)]^{n-1} g(t_i) \, dt_i \right) \, dm^*
\]
\[
= \int_0^{m'} s(m^*) \sum_{n=0}^{\infty} \frac{[\kappa(m^*)]^{n-1}}{(n-1)!} e^{-\kappa(m^*)} [R(m)]^{n-1} \int_0^t \eta(t - t_i, m) g(t_i) \, dt_i \, dm^*
\]
\[
= \int_0^{m'} s(m^*) \kappa(m^*) \sum_{n=0}^{\infty} \frac{[\kappa(m^*)]^n}{n!} e^{-\kappa(m^*)} [R(m)]^n \int_0^t \eta(t - t_i, m) g(t_i) \, dt_i \, dm^*
\]
\[
= \int_0^{m'} s(m^*) \kappa(m^*) e^{-\kappa(m^*)[1-R(m)]} \int_0^t \eta(t - t_i, m) g(t_i) \, dt_i \, dm^*.
\]
where we used the symbol \( \circ \) for the convolution. Then, setting

\[
A(m) = s(m) e^{-\kappa(m)[1-R(m)]},
\]
\[
B(m) = \int_0^{m'} s(m^*) \kappa(m^*) e^{-\kappa(m^*)[1-R(m)]} \, dm^*.
\]

We can rewrite the probability \( \eta(t, m) \) in (2) as a recursive equation:
\[
\eta(t, m) = \delta(t) A(m) + B(m) \left( \eta \circ g \right)(t, m)
\]

\[
= \delta(t) A(m) + B(m) \left\{ \delta(t) A(m) + B(m) \left( \eta \circ g \right) \circ g \right\}(t, m)
\]

\[
= \delta(t) A(m) + A(m) B(m) g(t) + B^2(m) \left( \eta \circ g^{(2)} \right)(t, m)
\]

\[
= \delta(t) A(m) + A(m) B(m) g(t) + A(m) B^2(m) g^{(2)}(t) + B^3(m) \left( \eta \circ g^{(3)} \right)(t, m) + \ldots
\]

\[
= A(m) \sum_{i=0}^{\infty} B^i(m) g^{(i)}(t),
\]

(7)

where \(g^{(0)}(t) = \delta(t)\), and we used that the Delta function is the identity for convolution power; furthermore, \(g^{(i)}(\cdot)\) indicates the \(i\)th convolution of \(g(\cdot)\) with itself.

By the Leibniz integral rule, one easily obtains a relationship between \(\frac{dR(m)}{dm} = R'(m)\), \(A(m)\) and \(B(m)\), that is

\[
R'(m) = A(m) + B(m) R'(m) \iff R'(m) = \frac{A(m)}{1 - B(m)},
\]

which is a first order non-homogeneous differential equation that can be solved with the standard techniques of differential calculus.

To the aim of solving the implicit equation in \(\eta(t, m)\), we stop at the first equality in (7), and we apply the Laplace transform with respect to \(t\) to both the terms (we use the hat sign to indicate the transformed functions):

\[
\hat{\eta}(s, m) = A(m) + B(m) \hat{\eta}(s, m) \hat{g}(s) \iff \hat{\eta}(s, m) = \frac{A(m)}{1 - B(m) \hat{g}(s)},
\]

(8)

where

\[
\hat{g}(s) = (p - 1) \left( sc \right)^{p-1} e^{-sc} \Gamma(1 - p, sc)
\]

(9)

is the Laplace transform of the Omori-Utsu function introduced in Section 2, and \(\Gamma(u, v) = \int_{v}^{\infty} x^{u-1} e^{-x} dx\) is the upper incomplete Gamma function (Bateman, 1953; Temme, 1996).

In Fig.(1) we plot the function \(\hat{g}(s)\) defined above for different values of its parameters \(p, c\). It shows quasi-constancy for small values of the variable, turning into a decreasing trend as \(s\) becomes larger. The rate of decrease does not change with \(p\), whose variability only induces a vertical shift: the smaller \(p\), the larger \(\hat{g}(s)\); the increase of the parameter \(c\) induces instead a faster decrease of the function as \(s\) gets larger.

Since the inverse Laplace transform of the left hand side in (8) is difficult to compute analytically, we follow the same approach as in Molchan (2005) and we make use of the Tauberian theorems (Feller, 1971) to obtain an approximation of the probability \(\eta(t, m)\) for the largest event in any time-magnitude ETAS cluster to be the \((t, m)\) event.

More precisely, given

\[
\hat{\eta}(s, m) = \int_{0}^{\infty} e^{-st} \eta(t, m) dt = \int_{0}^{\infty} e^{-st} H(dt, m),
\]

where \(H(\cdot, m)\) is the cumulative distribution function (c.d.f.) corresponding to \(\eta(\cdot, m)\), we observe that for every \(y > 0\) and for \(p > 1\) it holds
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\[
\lim_{s \to 0} \frac{\hat{\eta}(sy, m)}{\eta(s, m)} = \lim_{s \to 0} \frac{1 - B(m)\hat{\eta}(s)}{1 - B(m)\hat{\eta}(sy)}
\]

\[
= \lim_{s \to 0} \frac{1 - B(m)(p - 1)(sc)^{p-1}e^{sc} \Gamma(1 - p, sc)}{1 - B(m)(p - 1)(scy)^{p-1}e^{scy} \Gamma(1 - p, scy)}
\]

\[
= \lim_{s \to 0} \frac{1 - B(m)(p - 1)e^{sc} \frac{1}{p - 1}}{1 - B(m)(p - 1)e^{scy} \frac{1}{p - 1}}
\]

\[
= \frac{1 - B(m)}{1 - B(m)} = 1,
\]

where we used that \(\Gamma(z, x) \sim \Gamma(z) - x^z/z\) for \(x \to 0^+\) and \(\Re(z) < 0\) if \(z \neq -1\). In fact, in the case of \(\Re(z) < 0\), from Bender and Orszag (1999) we can write

\[
\Gamma(z, x) = \int_x^{+\infty} t^{z-1} \left(1 - t + \cdots + (-1)^N \frac{t^N}{N!}\right) dt - \int_0^x t^{z-1} \left(\exp(-t) - \sum_{n=0}^N \frac{(-t)^N}{n!}\right) dt
\]

where \(N\) is the largest integer less than \(-z\). Solving the first two integrals term by term and integrating the last one by part, we obtain

\[
\Gamma(z, x) = \Gamma(z) - \sum_{n=0}^{+\infty} (-1)^N \frac{x^{z+n}}{n!(z+n)}.
\]

Then, we can apply the first Tauberian theorem (Feller, 1971), which states as follows.

**Tauberian Theorem 1**

Let \(U\) be a measure (c.d.f.) and \(\hat{u}(s) = \int_0^\infty e^{-st} U(dt)\). For \(y > 0\), \(\varrho \geq 0\) and with \(s \cdot t = 1\), it holds:

\[
\lim_{s \to 0} \frac{\hat{u}(sy)}{\hat{u}(s)} = \left(1 + \frac{\varrho}{y}\right)^\varrho \quad \Leftrightarrow \quad \lim_{t \to \infty} \frac{U(tx)}{U(t)} = xe^\varrho \quad \Leftrightarrow \quad \hat{u}(s) \sim U \left(\frac{1}{s}\right) \Gamma(y + 1).
\]

In our case, we have to set \(\varrho = 0\), obtaining that the approximated solution \(H(t, m)\) for the implicit equation (8) verifies

\[
H(t, m) \sim \hat{\eta} \left(\frac{1}{t}, m\right)
\]

\[
= \frac{A(m)}{1 - B(m)\hat{\eta} \left(\frac{1}{t}\right)}
\]

\[
= \frac{s(m) e^{-\kappa(m)[1-R(m)]}}{1 - \left[\int_0^m s(m^*) \kappa(m^*) e^{-\kappa(m^*)[1-R(m^*)]} dm^*\right] (p - 1) \left(\frac{1}{t}\right)^{p-1} e^\varrho \Gamma(1 - p, \frac{1}{t})}.
\]

\[
(10)
\]
where we used (6) and (9).

To obtain \( \eta(t, m) \), we calculate the derivative of \( H \) with respect to \( t \), i.e.,

\[
\eta(t, m) = \frac{\partial H(t, m)}{\partial t} \sim \frac{d\hat{g}(1/t)}{dt} \frac{A(m) B(m)}{(1 - B(m) \hat{g}(\frac{1}{t}))^2}. \tag{11}
\]

It is straightforward to show that \( \eta(t, m) \) is asymptotically separable. In fact, using that \( \Gamma(z, x) \sim \Gamma(z) - x^z/z \) for \( x \to 0 \) and \( \Re(z) < 0 \) if \( z \neq -1 \), we obtain

\[
\hat{g}(0^+) = (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \Gamma(1 - p, c/t) \sim (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \left( \Gamma(1 - p) - \frac{1}{1 - p} \right) = 1.
\]

Therefore, for \( t \to \infty \), we have

\[
\eta(t, m) \sim \frac{d\hat{g}(1/t)}{dt} \frac{A(m) B(m)}{(1 - B(m))^2} = \eta(t) \ h(m). \tag{12}
\]

As regards the temporal function, we get

\[
\frac{d\hat{g}(\frac{1}{t})}{dt} = \hat{g}(\frac{1}{t}) \left( \frac{p - 1}{t} - \frac{c}{t^2} + \frac{\Gamma'(1 - p, c/t)}{\Gamma(1 - p, c/t)} \right)
\]

\[
= (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \Gamma(1 - p, c/t) \left( \frac{1 - \frac{c}{t}}{1 - p} \right) + (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \Gamma'(1 - p, c/t)
\]

\[
= (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \left( \Gamma(1 - p) + e^{c/t} \right) \left( \frac{1 - \frac{c}{t}}{1 - p} \right) + \frac{p - 1}{t}
\]

\[
= - (p - 1)^2 \left( \frac{c}{t} \right)^{p-1} \Gamma(1 - p) \sim t^{-p}. \tag{13}
\]

It is very interesting to observe that the asymptote of \( \eta(t) \) depends only on \( g(t) \) and that \( \kappa(m) \) and \( s(m) \) have no effect on it.

To obtain instead the final expression for \( h(m) \), the productivity and GR functions introduced in Section 2 can also be substituted, as well as the explicit expressions of \( F(m) = 1 - R(m) \), that can be derived from Luo and Zhuang (2016) and Vere-Jones and Zhuang (2008), depending on the specific case considered. Precisely, we obtain the following.

**Subcritical case, \( \mu < 1 \)**

From Vere-Jones and Zhuang (2008), \( F(m) = \frac{1}{1 - \mu} e^{-\beta m} \left[ 1 + o(1) \right] \) for \( m \to \infty \), then:

\[
h(m) \sim \frac{\beta e^{-\beta m} e^{-\alpha m} \int_0^m A \beta e^{-(\beta - \alpha)m} e^{-\alpha n} \left\{ \frac{1}{r \cdot \rho e^{-\rho m}} \right\} \, dn^*}{\left( 1 - \int_0^m A \beta e^{-(\beta - \alpha)m} e^{-\alpha n} \left\{ \frac{1}{r \cdot \rho e^{-\rho m}} \right\} \, dn^* \right)^2}. \tag{14}
\]

**Critical case, \( \mu = 1, \, \alpha < \frac{\beta}{2} \)**
From Vere-Jones and Zhuang (2008), $F(m) = \left(1 - \frac{\alpha}{\beta}\right)^{-1} \sqrt{2 \left(1 - 2\frac{\alpha}{\beta}\right)} e^{-\frac{\alpha m}{2\beta}} [1 + o(1)]$ for $m \to \infty$, then:

$$h(m) \sim \beta e^{-\beta m} e^{-Ae^{\alpha m}} \left\{(1-\beta)^{-1} \sqrt{2(1-2\beta)} e^{-\frac{\alpha m}{2\beta}}\right\} \int_{0}^{m} A\beta e^{-(\beta-\alpha)m} \cdot e^{-Ae^{\alpha m}} \left\{(1-\beta)^{-1} \sqrt{2(1-2\beta)} e^{-\frac{\alpha m}{2\beta}}\right\} dm^* \left[1 - \int_{0}^{m} A\beta e^{-(\beta-\alpha)m} \cdot e^{-Ae^{\alpha m}} \left\{(1-\beta)^{-1} \sqrt{2(1-2\beta)} e^{-\frac{\alpha m}{2\beta}}\right\} dm^* \right]^{2}. \quad (15)$$

**Critical case, $\mu = 1$, $\alpha = \frac{\beta}{2}$**

From Luo and Zhuang (2016), $F(m) = \frac{2\sqrt{2}}{\sqrt{3}m} e^{-\alpha m} [1 + o(1)]$ for $m \to \infty$, then:

$$h(m) \sim \beta e^{-\beta m} e^{-Ae^{\alpha m}} \left\{\frac{2\sqrt{2}}{\sqrt{3}m} e^{-\alpha m}\right\} \int_{0}^{m} A\beta e^{-(\beta-\alpha)m} \cdot e^{-Ae^{\alpha m}} \left\{\frac{2\sqrt{2}}{\sqrt{3}m} e^{-\alpha m}\right\} dm^* \left[1 - \int_{0}^{m} A\beta e^{-(\beta-\alpha)m} \cdot e^{-Ae^{\alpha m}} \left\{\frac{2\sqrt{2}}{\sqrt{3}m} e^{-\alpha m}\right\} dm^* \right]^{2}. \quad (16)$$

**Critical case, $\mu = 1$, $\beta > \alpha > \frac{\beta}{2}$**

From Luo and Zhuang (2016), $F(m) = \xi e^{-\alpha m} [1 + o(1)]$ for $m \to \infty$, where $\xi$ is the constant to which the function $F(m)$ converges; then:

$$h(m) \sim \beta e^{-\beta m} e^{-Ae^{\alpha m}} \left\{\xi e^{-\alpha m}\right\} \int_{0}^{m} A\beta e^{-(\beta-\alpha)m} \cdot e^{-Ae^{\alpha m}} \left\{\xi e^{-\alpha m}\right\} dm^* \left[1 - \int_{0}^{m} A\beta e^{-(\beta-\alpha)m} \cdot e^{-Ae^{\alpha m}} \left\{\xi e^{-\alpha m}\right\} dm^* \right]^{2}. \quad (17)$$

**Supercritical case, $\mu > 1$**

From Zhuang and Ogata (2006), $F(m) = Const. C > 0$, for $m \to \infty$, then:

$$h(m) \sim \beta e^{-\beta m} e^{-Ae^{\alpha m}} C \int_{0}^{m} A\beta e^{-(\beta-\alpha)m} \cdot e^{-Ae^{\alpha m}} C \left[1 - \int_{0}^{m} A\beta e^{-(\beta-\alpha)m} \cdot e^{-Ae^{\alpha m}} C \right]^{2}. \quad (18)$$

### 4 Numerical results

It follows from Eq.(12) that $\eta(t, m)$ is asymptotically separable, since it can be written as the product $\eta(t) h(m)$.

The function $h(m)$ represents the probability to observe, as largest event, the magnitude $m$ event at any time in any cluster, and in Fig.(2) we show the trend of the function $h(m)$ as the criticality varies: from the subcritical to supercritical regime. We show both the analytical and the numerical results. The implementation of the ETAS model is carried out as follows.

1. The first step is to choose the background seismicity. This represents the zero-th order generation in a self-exiting point process and a certain number $n_0$ of events is created.
2. Each of the background element generates a certain number of offspring. The number \( n_1 \) and the occurrence space-time position of the offspring depends of the functional form implemented in \( \lambda(t, x, y) \). This is the first order generation of events.

3. The previous step is repeated considering \( n_j = n_{j-1} \) and is iterated until we have \( n_{j^*} = 0 \), for a certain \( j^* \).

We observe that the simulated results fit very well the theoretical prediction. The temporal decay from Eq.(13) is plotted in Fig.(3) together with the ETAS numerical simulations. Also in this case we confirm that the asymptotic theoretical prediction fits very well the results from the ETAS synthetic catalogue.

5 Inclusion of the spatial rate in the extreme event distribution

In this section we will include the spatial component in the ETAS rate to derive the probability for the largest event in any cluster to have magnitude \( m \), occur in \( t \) and nucleate in the spatial location \((x, y)\), that is,

\[
\eta(t, x, y, m) = \mathbb{P}\{\text{The largest event in any cluster is the } (t, x, y, m) \text{ event}\}.
\]

Since the ETAS rate is separable in the space-time-magnitude domain, we can repeat exactly the same reasoning as in Section 3 to obtain an implicit, recursive expression for \( \eta(t, x, y, m) \):

\[
\eta(t, x, y, m) = \delta(t, x, y) A(m) + B(m) \left( \eta \circ (g \cdot f) \right)(t, x, y, m)
\]

\[
= \ldots
\]

\[
= A(m) \sum_{i=0}^{\infty} B^i(m) (g \cdot f)^{(i)}(t, x, y), \quad (19)
\]

where \((g \cdot f)^{(0)}(t, x, y) = \delta(t, x, y)\) and \( \cdot \) is the usual multiplicative sign. To solve the above equation, we will stop at the first equality in (19), apply the Laplace transform and make use of the Tauberian Theorem 1. Recalling again that the temporal and spatial components in the ETAS rate are separated, the solution of (19) is simply

\[
\hat{\eta}(s, u, v, m) = A(m) + B(m) \hat{\eta}(s, u, v, m) \hat{g}(s) \hat{f}(u, v),
\]

that is,

\[
\hat{\eta}(s, u, v, m) = \frac{A(m)}{1 - B(m) \hat{g}(s) \hat{f}(u, v)}, \quad (20)
\]

where \( \hat{g}(s) \) is the Omori-Utsu Laplace transform of equation (9) and we used (8). We need then to explicitly derive the two-dimensional Laplace transform of the spatial component \( f(x, y) \) in the ETAS rate, that is (Voelker, 2013)

\[
\hat{f}(u, v) = \int_0^\infty \int_0^\infty e^{-ux-vy} f(x, y) \, dx \, dy.
\]

We implement here the formulation typically adopted in the literature for the spatial component (Zhuang, 2011; Zhuang et al., 2019):

\[
f(x, y) = \frac{q - 1}{\pi De^{\gamma(m-m_c)}} \left[ 1 + \frac{x^2 + y^2}{De^{\gamma(m-m_c)}} \right]^{-q}. \quad (21)
\]
In order to simplify the calculus and to interpreter better the results, we set $x^2 + y^2 = z^2$, $De^{\gamma(m-m_c)} = \delta_1$ and $\frac{q-1}{\pi De^{\gamma(m-m_c)}} = \delta_2$. Eq.(21) then reads

$$f(z) = \delta_2 \left[ 1 + \frac{z^2}{\delta_1} \right]^{-q}.$$  \hfill (22)

Recalling that the Laplace transform of a function $f(z)$ is defined as $\hat{f}(w) = \int_0^\infty e^{-wz} f(z) dz$, by performing the substitution $x = z/\sqrt{\delta_1}$ we can compute the Laplace transform of $f(z)$ in Eq.(22) as

$$\hat{f}(w) = \delta_2 \sqrt{\delta_1} \int_0^\infty e^{-w\sqrt{\delta_1}x} \left[ 1 + x^2 \right]^{-q} dx$$

$$= \frac{1}{\Gamma(q)} \pi^{3/2} \delta_2 2^{-q-1} \frac{1}{(\sqrt{\delta_1})}^{-\frac{3}{2}-\frac{1}{2}} \left[ \frac{1}{\csc(\pi q)} H_{\frac{1}{2}-q} \left( \sqrt{\delta_1} w \right) + 2 \csc(2\pi q) J_{\frac{1}{2}-q} \left( \sqrt{\delta_1} w \right) - \sec(\pi q) J_{\frac{1}{2}-q} \left( \sqrt{\delta_1} w \right) \right].$$  \hfill (23)

where $J_n(\zeta)$ is the Bessel function of the first type and $H_n(\zeta)$ is the Struve function, which is the solution of a given non-homogeneous Bessel’s differential equation (Abramowitz \& Stegun, 1972). In Fig.(4) we plot the trend of $\hat{f}(w)$ for different values of its parameters $D, \gamma, q$: the function is shown to decrease with its variable $w$, and to assume smaller values for smaller $q$ and larger $\gamma$ and $D$, with the largest (smallest) differences observed when varying $D$ ($q$).

Consequently, we can rewrite the Eq.(20) as

$$\dot{\eta}(s, w, m) = \frac{A(m)}{1 - B(m)\hat{g}(s)\hat{f}(w)},$$  \hfill (24)

where $\dot{g}(s)$ and $\hat{f}(w)$ are respectively defined in Eqs. (9) and (23). Now, in order to find the solution $\eta(t, z, m)$ from Eq.(24), we state and prove the following Tauberian theorem specific for functions in two-variables (see also Diamond (1987) and Bender and Orszag (2013)).

**Tauberian Theorem 2**

Let $U(x, y)$ be a monotone non-decreasing function and $\hat{u}$ its Laplace transform, i.e., $\hat{u} = \int_0^\infty \int_0^\infty e^{-xp-\eta q} dU(x, y)$. If, for $\alpha, \beta, a, b > 0$, it holds

$$\lim_{(p, q) \rightarrow (0, 0)} \frac{\hat{u}(\alpha p, \beta q)}{\hat{u}(p, q)} = \alpha^{-a} \beta^{-b},$$

then:

$$U \left( \frac{\xi}{p}, \frac{\eta}{q} \right) = \xi^a \eta^b \frac{\hat{u}(p, q)}{\Gamma(a+1)\Gamma(b+1)}.$$

**Proof.** Given the function $G(x, y) = \frac{x^a y^b}{\Gamma(a+1)\Gamma(b+1)}$, it holds

$$\dot{\eta}(s, w, m) = \frac{A(m)}{1 - B(m)\hat{g}(s)\hat{f}(w)},$$  \hfill (24)

where $\dot{g}(s)$ and $\hat{f}(w)$ are respectively defined in Eqs. (9) and (23). Now, in order to find the solution $\eta(t, z, m)$ from Eq.(24), we state and prove the following Tauberian theorem specific for functions in two-variables (see also Diamond (1987) and Bender and Orszag (2013)).
It then follows that
\[
\hat{u}(\alpha p, \beta q) \frac{\hat{u}(p, q)}{\hat{u}(p, q)} = \int_0^\infty \int_0^\infty e^{-\alpha px - \beta qy} dU(x, y) = \int_0^\infty \int_0^\infty e^{-\alpha \xi - \beta \eta} d\tilde{U}(\xi, \eta),
\]
where in the second equality we imposed \(x = \xi/p\) and \(y = \eta/q\), while in the third \(\tilde{U}(\xi, \eta) = \frac{\hat{u}(\alpha p, \beta q)}{\hat{u}(p, q)}\). The last equality is the Laplace transform of the function \(\tilde{U}(\xi, \eta)\). Since for \((p, q) \to (0, 0)\) it holds \(\hat{u}(\alpha p, \beta q) \to \alpha^{-a} \beta^{-b}\) by hypothesis, we can deduce that \(\tilde{U}(\xi, \eta) \to G(\xi, \eta) \forall (\xi, \eta)\), that is
\[
U \left( \frac{\xi}{p}, \frac{\eta}{q} \right) \sim \xi^a \eta^b \frac{\hat{u}(p, q)}{\Gamma(a+1)\Gamma(b+1)}.
\]

In our case one can show that the Tauberian Theorem 2 is satisfied, in fact, from Eq. (24), it holds
\[
\lim_{(s, w) \to (0, 0)} \frac{\hat{u}(\alpha s, \beta w, m)}{\hat{u}(s, w, m)} = 1.
\]

Therefore, setting \(a, b = 0\) and \(\xi, \eta = 1\), we can obtain the approximated solution
\[
U(t, z, m) \sim \hat{u} \left( \frac{1}{t}, \frac{1}{z}, m \right) = \frac{A(m)}{1 - B(m) \hat{g} \left( \frac{1}{t} \right) \hat{f} \left( \frac{1}{z} \right)}.
\]
is that shown in Fig. (5), but with inverted monotonicity, plus a vertical shift corresponding to the constant obtained from the explicit values of $A(m)$ and $B(m)$.

Since $U(t, z, m)$ is the joint CDF of $t$ and $z$, the joint PDF $\eta$ can be obtained through

$$\eta(t, z, m) = \frac{\partial^2}{\partial t \partial z} U(t, z, m).$$

(27)

However, due to the high complexity of the functions involved, the analytical explicit expression is hard to be obtained, thus making the numerical procedure the fast track. We expect it will certainly depend again on the specific stability case considered.

6 Conclusions

Earthquake forecasting is a challenging task that plays a crucial role in both social safety and research science. The self-organized criticality of the earthquake phenomenon piles on the complexity of the problem. Seismic hazard assessment, based on the Epidemic Type Aftershock Sequence (ETAS) model, has been instrumental in providing reliable forecasts for operational purposes. While retrospective analyses have mainly focused on aftershock sequences, attention has also been given to the largest event in the sequence, as predicting extreme events is vital for preventing catastrophic disasters. The distribution of foreshocks, which are background events with offspring of larger magnitudes, is considered essential in earthquake prediction and assessing the probability of occurrence of the largest event in a sequence.

This paper extends previous research by deriving the probability for the largest event within any ETAS cluster to occur at a specific space, time and magnitude, considering both the temporal and spatial components of the process. By examining the distinguishing features between mainshocks and foreshocks, these findings contribute to a better understanding of earthquake prediction and provide valuable insights into assessing the probability of extreme events within seismic clusters.

Open Research

All data and software used in this paper will be available by the time of publication in a specific repository.
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Figure 1. The time function $\hat{g}(s)$, given in Eq. (9), varying the parameter $p$ keeping fixed $c = 0.07$ (left), and varying the parameter $c$ keeping fixed $p = 1.1$ (right).


Figure 2. The magnitude dependent function \( h(m) \) of Eq. (12) for different cases: subcritical, \( \mu < 1 \) (black); critical, \( \mu = 1, \alpha < \beta/2 \) (red); critical, \( \mu = 1, \alpha = \beta/2 \) (green); critical, \( \mu = 1, \alpha > \beta/2 \) (blue); supercritical, \( \mu > 1 \) (orange). The lines represent the analytical results, whereas the circles are the ETAS numerical simulations.
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Figure 3. The function $\eta(t)$ of Eq. (12) computed from an ETAS synthetic catalogue (black circles). The magenta dashed line represents the asymptotic prediction for the temporal decay $\eta(t)$. In our simulation we set the parameter $p$ of the Omori-Utsu law equal to 1.2.


Figure 4. The space function $\hat{f}(z)$, given in Eq. (23), varying the parameter $D$ keeping fixed $\gamma = 0.50$ and $q = 1.7$ (left), varying the parameter $\gamma$ keeping fixed $D = 0.005$ and $q = 1.7$ (central) and varying the parameter $q$ keeping fixed $D = 0.005$ and $\gamma = 0.50$ (right). The values of $m_{c}$ and $m$ used to obtain $\delta_1$ and $\delta_2$ are 2 and 5, respectively.
Figure 5. The product function $\hat{g}\left(\frac{1}{t}\right)\hat{f}\left(\frac{1}{z}\right)$ of Eq. (26) - $\hat{g}, \hat{f}$ are respectively defined in Eqs. (9) and (23) - with respect to: the temporal variable $\frac{1}{t}$ and fixing five different values of the spatial variable $\frac{1}{z}$ (left panel); the spatial variable $\frac{1}{z}$ in the and fixing five different values of the temporal variable $\frac{1}{t}$ (right panel). The plot has been obtained by setting $(p, c, D, q, \gamma, m_c, m) = (1.1, 0.07, 0.005, 1.7, 0.5, 2, 5)$. 
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Abstract

Earthquake forecasting is a challenging goal for seismologists and geophysicists due to the complex nature of the earthquake phenomenon. Delivering reliable forecasts is crucial for public safety. This study derives the probability of extreme events in any seismic cluster generated by the Epidemic Type Aftershock Sequence (ETAS) model. This probability is obtained as a function of time, space and magnitude. The results contribute to understanding the distinguishing features between mainshocks and foreshocks and provide insights into earthquake prediction and the probability assessment of extreme events within seismic clusters.

Plain Language Summary

Forecasting extreme events in a seismic sequence is a challenging but crucial goal for statistical seismologists to prevent catastrophic disasters. To date, the most used model in earthquake forecasting applications is the Epidemic-Type-Aftershock-Sequence (ETAS) model. It accounts for the most widely recognized feature of seismicity, that is, events’ spatiotemporal clustering. In this work, we explicitly derive the probability for the largest event, in any seismic ETAS cluster, to occur in the time-space-magnitude location \((t, x, y, m)\). To do that, we use some advanced mathematical tools, such as Laplace transforms, Tauberian theorems, Bessel/Struve functions. In the pure-temporal case, depending on the specific stability condition considered (explosion or not of the process), we derive the probability of the largest event occurring in \((t, m)\) as the product between an only-time function and an only-magnitude function. Numerical results show that an ETAS synthetic catalogue fits well the theoretical prediction. When including the spatial component in the analysis, due to the high-complexity of the functions involved, we cannot analytically derive the probability of the largest event to occur in \((t, x, y, m)\); we derive instead its Laplace transform, which is shown to decrease with time and increase with space. A numerical procedure is suggested to obtain the inverse transform.

1 Introduction

Earthquake forecasting represents one of the most important and challenging goal for statistical seismologists and seismic-modeling researchers. The earthquake phenomenon is very complex, as it represents an example of self-organized criticality (Bak & Tang, 1989; Sornette & Sornette, 1989; Jagla et al., 2014; Lippiello et al., 2019; Petrillo et al., 2020; Lippiello et al., 2021), but at the same time it is concretely very often tangible and the need to deliver reliable forecasts is essential for public safety.

Seismic hazard assessment is based on several scaling laws, which have been found to represent a good approximation for earthquake sequences, such as the constitutive laws in the Epidemic Type Aftershock Sequence (ETAS) model, briefly illustrated in Section 2, and representing the most used model for operational forecasting issues (Marzocchi, 2008; Marzocchi & Lombardi, 2009; Jordan et al., 2011; Marzocchi et al., 2012; Jordan et al., 2014; Marzocchi et al., 2014; Page et al., 2016; Marzocchi et al., 2017; Llenos & Michael, 2017; Omi et al., 2018; Spassiani, Falcone, et al., 2023; Spassiani, Yaghmaei-Sabegh, et al., 2023).

Retrospective analyses are mostly focused on aftershock sequences following a large event, named mainshock, and the results obtained are used for analyses of perspective type. However, a lot of attention has been paid in the literature also to the largest event in the earthquake sequence: the forecast of extreme events is crucial to prevent disasters causing the death of several people. More precisely, in Saichev and Sornette (2005), Zhuang and Ogata (2006), Vere-Jones and Zhuang (2008) and Luo and Zhuang (2016), the distribution of the largest event in the critical ETAS model is related to the magnitude distribution of foreshocks, which are defined as background events that have at
least one offspring, direct or indirect, with a larger magnitude. Although the difference between mainshocks and foreshocks is still not rigorously defined and accepted in the literature (Helmstetter et al., 2002; Helmstetter & Sornette, 2003; Felzer et al., 2004; Mignan, 2014; Lippiello et al., 2020; Petrillo & Lippiello, 2021), the derivation of the probability of foreshocks under a clustering model can be used as a test to find distinguishing features between these kinds of events. The distribution of foreshocks is in fact considered essential in the earthquake prediction (Abercrombie & Mori, 1994; Savage & Rupp, 2000; Merrifield et al., 2004; Marzocchi et al., 2019), as it allows us to evaluate the probability of occurrence of the largest event in a sequence.

In this paper, we extend the results of Saichev and Sornette (2005), Zhuang and Ogata (2006), Vere-Jones and Zhuang (2008) and Luo and Zhuang (2016) by deriving the probability for the largest event, in any ETAS cluster, to occur in time $t$ and have magnitude $m$. It is related to all the samples and to the extreme events in the sequence, as here we do not consider a fixed initial event’s magnitude and we include the temporal component of the process. The same procedure can be adopted to include the spatial component and then, thanks to the separability between space and time in the ETAS rate, to derive the probability for the largest event in any ETAS cluster to occur in $(t, x, y, m)$, $(x, y)$ being the epicenter coordinates, that is, the final expression for that probability in the complete ETAS setting.

2 The ETAS model

The Epidemic Type Aftershock Sequence (ETAS) model (Ogata, 1988, 1989, 1998) represents a benchmark in statistical seismology and belongs to the class of linear, marked, self-exciting Hawkes processes of branching type: each seismic event represents an element of the process, it is identified with its space-time location and it is marked by the magnitude. According to the branching framework, all the events may give birth to their own progeny independently of the others, resulting in a cluster-type structure. The clusters’ elements represent the aftershocks component of the process, associated with the stress perturbations due to previous shocks and modeled as a space-time non-homogeneous Poisson process. Instead, the initial events constitute the background component of the process, not triggered by precursory shocks and modeled as a time-stationary non-homogeneous Poisson process, non-homogeneous in space. The conditional intensity of the space-time-magnitude ETAS model, completely characterizing the process, is

$$
\lambda(t, x, y, m | \mathcal{H}_t) = \lambda(t, x, y | \mathcal{H}_t) s(m),
$$

with

$$
\lambda(t, x, y | \mathcal{H}_t) = \mu(x, y) + \sum_{i: t_i < t} \kappa(m_i) g(t - t_i) f(x - x_i, y - y_i),
$$

(1)

where $\mathcal{H}_t$ is the past history of the event $(t, x, y, m)$ and:

1. $\mu(x, y)$ is the time-stationary background rate;
2. $s(m) = A \exp\{\alpha(m - m_c)\}$, $m \geq m_c$, is the productivity law, representing the fertility of the event with magnitude $m$. The magnitude $m_c$ is the completeness threshold, that is the value such that all the events with a higher magnitude are surely recorded in the seismic catalog;
3. $g(t) = \frac{c}{t - c} (1 + \frac{c}{t})^{-p}$, $t > 0$, is the Omori-Utsu law for the aftershocks’ decay;
4. $f(x, y)$ is the probability density function (PDF) for the location of the event, typically of power law type, that is $f(x, y) = \frac{q - 1}{\pi D e^{-(x^2 + y^2)}} \left[ 1 + \frac{x^2 + y^2}{D e^{-(x^2 + y^2)}} \right]^{-q}$;
5. $s(m) = \beta \exp\{-\beta(m - m_c)\}$, $m \geq m_c$, is the decreasing exponential Gutenberg-Richter (GR) law for the magnitudes of all the events in the process.

All the parameters in the ETAS conditional intensity are positive and typically estimated through maximum likelihood techniques, where the log-likelihood function is easily derived as
\[ \ln L = \sum_i \lambda(t_i, x_i, y_i, m_i|\mathcal{H}_i) - \int \int \int_{T \times S} \lambda(t, x, y|\mathcal{H}) dt dx dy + \sum_i \ln s(m_i). \]

A seismic sequence modeled by the space-time-magnitude ETAS is non-explosive under the conditions \( p > 1, \beta > \alpha \) and \( n = \frac{A\beta}{\beta - \alpha} > 1 \), where the latter is the critical parameter of the process; in the specific case of the ETAS model, it coincides also to the branching ratio: it is the average number of first generation aftershocks per mother event, but can be defined also as the proportion of triggered events with respect to all the shocks (Helmstetter & Sornette, 2002; Zhuang et al., 2012).

### 3 Theoretical derivation of the probability for the extreme event \((t, m)\)

In Saichev and Sornette (2005), Zhuang and Ogata (2006), Vere-Jones and Zhuang (2008) and Luo and Zhuang (2016), the authors consider the probability \( \zeta(m, m') \) for an event with magnitude \( m \) to have no offspring larger than a given magnitude \( m' \). It is obtained as

\[
\zeta(m, m') = \exp \{-\kappa(m)F(m')\},
\]

where \( F(m') = 1 - \int_{m}^{m'} s(m^*) \exp \{-\kappa(m^*)F(m')\} dm^* \)

represents the probability for the largest earthquake in an arbitrary cluster, including the initial event and all its descendants, to be greater than \( m' \). In the above formulations, \( \kappa(\cdot) \) and \( s(\cdot) \) are respectively the productivity law and the GR law introduced in the previous section.

Here, we want to integrate over the magnitude of the mother event, and we want to add the temporal component of the ETAS rate. We then focus on the probability for the largest event to have magnitude \( m \) and to occur in time \( t \) or, briefly, to be the \((t, m)\) event:

\[ \eta(t, m) = P\{ \text{The largest event in any cluster is the (t, m) event} \}. \]

The probability \( \eta(t, m) \) can be obtained as the union of two disjoint conditions:

\[ I_1 = \text{“the largest event is the mother, occurring in t = 0, and none of its children has magnitude greater than m; that is, the largest event is (0, m) and any other (m, t > 0) event is such that } \bar{m} < m”. \]

\[ I_2 = \text{“the largest event (t, m) belongs to one subcluster, that is, t > 0 and neither the mother nor any other event in all the other subclusters have magnitude greater than m"}. \]

These two events represent a partition of \( \Omega = \{ \text{The largest event in any cluster is the (t, m) event} \} \), therefore \( \eta(t, m) \) is obtained as the sum of their probabilities. In other words, it holds

\[ \eta(t, m) = P\{I_1\} + P\{I_2\}. \] (2)

To derive the two probabilities \( P\{I_1\} \) and \( P\{I_2\} \) of above, we have to compute the probability \( R(m') \) for the largest event in a cluster to be less than \( m' \), which is obviously

\[ R(m') = 1 - F(m'), \]

in fact:
\[ R(m') = \mathbb{P}\{ \text{The largest event in a cluster is less than } m' \}, \]
\[ = \int_0^{m'} \mathbb{P}\{ \text{The largest event in the cluster generated by initial event with mag } m^* \text{ is less than } m' \mid \text{The initial event in the cluster has mag } m^* \} \cdot \mathbb{P}\{ \text{The initial event in the cluster has mag } m^* \} \, dm^* \]
\[ = \int_0^{m'} \sum_{n=0}^{\infty} [R(m')]^n \frac{[\kappa(m^*)]^n}{n!} e^{-\kappa(m^*)} s(m^*) \, dm^* \]
\[ = \int_0^{m'} e^{-\kappa(m^*)[1-R(m')]} s(m^*) \, dm^*, \tag{3} \]

where we have set \( m_c = 0 \) to shorten notations (hereafter), and we summed over all the subclusters of the initial event’s \( n \) children.

Now, recalling that the number of events is Poisson distributed, we derive the first term in the Right-Hand-Side (RHS) of (2) as follows:

\[ \mathbb{P}\{ I_1 \} = \delta(t) s(m) \sum_{n=0}^{\infty} [R(m)]^n \frac{[\kappa(m)]^n}{n!} e^{-\kappa(m)} = \delta(t) s(m) e^{-\kappa(m)[1-R(m)]}, \tag{4} \]

where the term \( \delta(t) s(m) \) says that the initial event occurred in \( t = 0 \) and is randomly selected from a GR distribution. Instead, as regards the second term in the RHS of (2), we have to randomly select one of the subclusters of the initial event’s \( n \) children, which is assumed to contain the largest event, and to impose that both the mother and all the other shocks have a lower magnitude:

\[ \mathbb{P}\{ I_2 \} = \int_0^{m} s(m^*) \sum_{n=1}^{\infty} \frac{[\kappa(m^*)]^n}{n!} e^{-\kappa(m^*)} \left( \int_0^t \eta(t - t_i, m) [R(m)]^{n-1} g(t_i) \, dt_i \right) \, dm^* \]
\[ = \int_0^{m} s(m^*) \sum_{n=1}^{\infty} \frac{[\kappa(m^*)]^n}{(n-1)!} e^{-\kappa(m^*)} [R(m)]^{n-1} \int_0^t \eta(t - t_i, m) g(t_i) \, dt_i \, dm^* \]
\[ = \int_0^{m} s(m^*) \kappa(m^*) \sum_{n=0}^{\infty} \frac{[\kappa(m^*)]^n}{n!} e^{-\kappa(m^*)} [R(m)]^{n} \int_0^t \eta(t - t_i, m) g(t_i) \, dt_i \, dm^* \]
\[ = \int_0^{m} s(m^*) \kappa(m^*) e^{-\kappa(m^*)[1-R(m)]} \int_0^t \eta(t - t_i, m) g(t_i) \, dt_i \]
\[ = \int_0^{m} s(m^*) \kappa(m^*) e^{-\kappa(m^*)[1-R(m)]} \, dm^* \cdot (\eta \circ g)(t, m), \tag{5} \]

where we used the symbol \( \circ \) for the convolution. Then, setting

\[ A(m) = s(m) e^{-\kappa(m)[1-R(m)]}, \]
\[ B(m) = \int_0^{m} s(m^*) \kappa(m^*) e^{-\kappa(m^*)[1-R(m)]} \, dm^*. \tag{6} \]

We can rewrite the probability \( \eta(t, m) \) in (2) as a recursive equation:
\[
\eta(t, m) = \delta(t)A(m) + B(m) \left( \eta \circ g \right)(t, m)
\]
\[
= \delta(t)A(m) + B(m) \left\{ \delta(t)A(m) + B(m) \left( \eta \circ g \right) \right\}(t, m)
\]
\[
= \delta(t)A(m) + A(m)B(m)g(t) + B^2(m)\left( \eta \circ g^{(2)} \right)(t, m)
\]
\[
= \delta(t)A(m) + A(m)B(m)g(t) + A(m)B^2(m)g^{(2)}(t) + B^3(m)\left( \eta \circ g^{(3)} \right)(t, m) + \ldots
\]
\[
= A(m) \sum_{i=0}^{\infty} B^i(m)g^{(i)}(t),
\]
(7)

where \(g^{(0)}(t) = \delta(t)\), and we used that the Delta function is the identity for convolution power; furthermore, \(g^{(i)}(\cdot)\) indicates the \(i\)th convolution of \(g(\cdot)\) with itself.

By the Leibniz integral rule, one easily obtains a relationship between \(\frac{dR(m)}{dm} = R'(m), A(m)\) and \(B(m)\), that is

\[
R'(m) = A(m) + B(m)R'(m) \iff R'(m) = \frac{A(m)}{1 - B(m)},
\]

which is a first order non-homogeneous differential equation that can be solved with the standard techniques of differential calculus.

To the aim of solving the implicit equation in \(\eta(t, m)\), we stop at the first equality in (7), and we apply the Laplace transform with respect to \(t\) to both the terms (we use the hat sign to indicate the transformed functions):

\[
\tilde{\eta}(s, m) = A(m) + B(m)\tilde{\eta}(s, m)\tilde{g}(s) \iff \tilde{\eta}(s, m) = \frac{A(m)}{1 - B(m)\tilde{g}(s)},
\]
(8)

where

\[
\tilde{g}(s) = (p - 1) \left( sc \right)^{p-1}e^{sx}\Gamma(1 - p, sc)
\]
(9)

is the Laplace transform of the Omori-Utsu function introduced in Section 2, and \(\Gamma(u, v) = \int_{v}^{\infty} x^{u-1}e^{-x}dx\) is the upper incomplete Gamma function (Bateman, 1953; Temme, 1996). In Fig. (1) we plot the function \(\tilde{g}(s)\) defined above for different values of its parameters \(p, c\). It shows quasi-constancy for small values of the variable, turning into a decreasing trend as \(s\) becomes larger. The rate of decrease does not change with \(p\), whose variability only induces a vertical shift: the smaller \(p\), the larger \(\tilde{g}(s)\); the increase of the parameter \(c\) induces instead a faster decrease of the function as \(s\) gets larger.

Since the inverse Laplace transform of the left hand side in (8) is difficult to compute analytically, we follow the same approach as in Molchan (2005) and we make use of the Tauberian theorems (Feller, 1971) to obtain an approximation of the probability \(\eta(t, m)\) for the largest event in any time-magnitude ETAS cluster to be the \((t, m)\) event.

More precisely, given

\[
\tilde{\eta}(s, m) = \int_{0}^{\infty} e^{-st}\eta(t, m)dt = \int_{0}^{\infty} e^{-st}H(dt, m),
\]

where \(H(\cdot, m)\) is the cumulative distribution function (c.d.f.) corresponding to \(\eta(\cdot, m)\), we observe that for every \(y > 0\) and for \(p > 1\) it holds
\[
\lim_{s \to 0} \frac{\hat{\eta}(sy, m)}{\eta(s, m)} = \lim_{s \to 0} \frac{1 - B(m) \hat{g}(s)}{1 - B(m) \hat{g}(sy)} = \frac{1 - B(m)(p - 1) e^{sc} \Gamma(1 - p, sc)}{1 - B(m)(p - 1) e^{scy} \Gamma(1 - p, scy)} = \frac{1 - B(m)(p - 1) e^{sc} \frac{1}{p - 1}}{1 - B(m)(p - 1) e^{scy} \frac{1}{p - 1}} = \frac{1 - B(m)}{1 - B(m)} = 1,
\]

where we used that \(\Gamma(z, x) \sim \Gamma(z) - x^z/z\) for \(x \to 0^+\) and \(\Re(z) < 0\) if \(z \neq -1\). In fact, in the case of \(\Re(z) < 0\), from Bender and Orszag (1999) we can write

\[
\Gamma(z, x) = \int_x^{+\infty} t^{z-1} \left(1 - t + \cdots + (-1)^N \frac{t^N}{N!}\right) dt - \int_0^x t^{z-1} \exp(-t) - \sum_{n=0}^N \frac{(-t)^N}{n!} dt
\]

where \(N\) is the largest integer less than \(-z\). Solving the first two integrals term by term and integrating the last one by part, we obtain

\[
\Gamma(z, x) = \Gamma(z) - \sum_{n=0}^{+\infty} (-1)^N \frac{x^{z+n}}{n!(z+n)}.
\]

Then, we can apply the first Tauberian theorem (Feller, 1971), which states as follows.

**Tauberian Theorem 1**

Let \(U\) be a measure (c.d.f.) and \(\tilde{u}\) its Laplace transform, i.e., \(\tilde{u}(s) = \int_0^\infty e^{-st} U(dt)\). For \(y > 0, \varrho \geq 0\) and with \(s \cdot t = 1\), it holds:

\[
\lim_{s \to 0} \frac{\tilde{u}(sy)}{\tilde{u}(s)} = \left(\frac{1}{y}\right)^\varrho \quad \Leftrightarrow \quad \lim_{t \to \infty} \frac{U(tx)}{U(t)} = x^\varrho \quad \Leftrightarrow \quad \tilde{u}(s) \sim U \left(\frac{1}{s}\right) \Gamma(\varrho + 1).
\]

In our case, we have to set \(\varrho = 0\), obtaining that the approximated solution \(H(t, m)\) for the implicit equation (8) verifies

\[
H(t, m) \sim \frac{1}{A(m)}\left(\frac{1}{\hat{\eta}}\right) = \frac{s(m) e^{-\kappa(m)}[1 - R(m)]}{1 - \left[\int_0^m s(m^*) \kappa(m^*) e^{-\kappa(m^*)} [1 - R(m^*)] \, dm^*\right] (p - 1) \left(\frac{1}{2}\right)^{p-1} e^{\hat{\kappa}} \Gamma(1 - p, \frac{1}{2})}.
\]

\[\text{(10)}\]
where we used (6) and (9).

To obtain \( \eta(t, m) \), we calculate the derivative of \( H \) with respect to \( t \), i.e.,

\[
\eta(t, m) = \frac{\partial H(t, m)}{\partial t} \sim \frac{d\hat{g}(1/t)}{dt} \frac{A(m) B(m)}{(1 - B(m) \hat{g}(1/t))^2}.
\]

(11)

It is straightforward to show that \( \eta(t, m) \) is asymptotically separable. In fact, using that \( \Gamma(z, x) \sim \Gamma(z) - x^z / z \) for \( x \to 0 \) and \( \Re(z) < 0 \) if \( z \neq -1 \), we obtain

\[
\hat{g}(0^+) = (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \Gamma(1 - p, c/t) \sim (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \left( \Gamma(1 - p) - \frac{(\hat{z})^{1-p}}{1-p} \right) = 1.
\]

Therefore, for \( t \to \infty \), we have

\[
\eta(t, m) \sim \frac{d\hat{g}(1/t)}{dt} \frac{A(m) B(m)}{(1 - B(m))^2} = \eta(t) h(m).
\]

(12)

As regards the temporal function, we get

\[
\frac{d\hat{g}(1/t)}{dt} = \frac{\hat{g}(1/t)}{t} \left( \frac{p-1}{t} - \frac{c}{t^2} + \Gamma'(1 - p, c/t) \right)
\]

\[
= (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \Gamma(1 - p, c/t) \left( \frac{1-p}{t} - \frac{c}{t^2} \right) + (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \Gamma'(1 - p, c/t)
\]

\[
= (p - 1) \left( \frac{c}{t} \right)^{p-1} e^{c/t} \Gamma(1 - p) + \left( \frac{1-p}{t} - \frac{c}{t^2} \right) + \frac{p-1}{t}
\]

\[
= - (p - 1)^2 \frac{e^{c/t} \Gamma(1 - p)}{t^p} \sim t^{-p}.
\]

(13)

It is very interesting to observe that the asymptote of \( \eta(t) \) depends only on \( g(t) \) and that \( \kappa(m) \) and \( s(m) \) have no effect on it.

To obtain instead the final expression for \( h(m) \), the productivity and GR functions introduced in Section 2 can also be substituted, as well as the explicit expressions of \( F(m) = 1 - R(m) \), that can be derived from Luo and Zhuang (2016) and Vere-Jones and Zhuang (2008), depending on the specific case considered. Precisely, we obtain the following.

**Subcritical case, \( \mu < 1 \)**

From Vere-Jones and Zhuang (2008), \( F(m) = \frac{1}{1 - \mu} e^{-\beta m} [1 + o(1)] \) for \( m \to \infty \), then:

\[
h(m) \sim \frac{\beta e^{-\beta m} e^{-\alpha m}}{1 - \beta e^{-\beta m}} \frac{\int_{0}^{m} A \beta e^{-(\beta - \alpha)m^*} e^{-\alpha m^*} \left\{ \frac{1}{1 - \beta e^{-\beta m}} \right\} m^* \, dm^*}{\left( 1 - \int_{0}^{m} A \beta e^{-(\beta - \alpha)m^*} e^{-\alpha m^*} \left\{ \frac{1}{1 - \beta e^{-\beta m}} \right\} m^* \right)^2}.
\]

(14)

**Critical case, \( \mu = 1, \alpha < \frac{\beta}{2} \)**
From Vere-Jones and Zhuang (2008), \( F(m) = \left(1 - \frac{\alpha}{\beta}\right)^{-1}\sqrt{2\left(1 - 2\frac{\alpha}{\beta}\right)e^{-\frac{\beta m}{2}}} [1 + o(1)] \) for \( m \to \infty \), then:

\[
h(m) \sim \beta e^{-\beta m} e^{-Ae^{\alpha m}} \left\{ \left(1 - \frac{\alpha}{\beta}\right)^{-1} \sqrt{2\left(1 - 2\frac{\alpha}{\beta}\right)e^{-\frac{\beta m}{2}}} \right\} \int_0^m A\beta e^{-(\beta-\alpha)m^{*}} e^{-Ae^{\alpha m^{*}}} \left\{ \left(1 - \frac{\alpha}{\beta}\right)^{-1} \sqrt{2\left(1 - 2\frac{\alpha}{\beta}\right)e^{-\frac{\beta m^{*}}{2}}} \right\} dm^{*}.
\]

Critical case, \( \mu = 1, \alpha = \frac{\beta}{2} \)

From Luo and Zhuang (2016), \( F(m) = \frac{2\sqrt{2}}{\sqrt{\beta m}} e^{-\alpha m}[1 + o(1)] \) for \( m \to \infty \), then:

\[
h(m) \sim \beta e^{-\beta m} e^{-Ae^{\alpha m}} \left\{ \frac{\alpha \sqrt{\beta}}{\sqrt{\beta m}} e^{-\alpha m} \right\} \int_0^m A\beta e^{-(\beta-\alpha)m^{*}} e^{-Ae^{\alpha m^{*}}} \left\{ \frac{\alpha \sqrt{\beta}}{\sqrt{\beta m}} e^{-\alpha m} \right\} dm^{*}.
\]

Critical case, \( \mu = 1, \beta > \alpha > \frac{\beta}{2} \)

From Luo and Zhuang (2016), \( F(m) = \xi e^{-\alpha m}[1 + o(1)] \) for \( m \to \infty \), where \( \xi \) is the constant to which the function \( F(m) \) converges; then:

\[
h(m) \sim \beta e^{-\beta m} e^{-Ae^{\alpha m}} \left\{ \xi e^{-\alpha m} \right\} \int_0^m A\beta e^{-(\beta-\alpha)m^{*}} e^{-Ae^{\alpha m^{*}}} \left\{ \xi e^{-\alpha m} \right\} dm^{*}.
\]

Supercritical case, \( \mu > 1 \)

From Zhuang and Ogata (2006), \( F(m) = \text{Const}. \, C > 0 \), for \( m \to \infty \), then:

\[
h(m) \sim \beta e^{-\beta m} e^{-Ae^{\alpha m}C} \int_0^m A\beta e^{-(\beta-\alpha)m^{*}} e^{-Ae^{\alpha m^{*}}C} dm^{*}.
\]

4 Numerical results

It follows from Eq.(12) that \( \eta(t, m) \) is asymptotically separable, since it can be written as the product \( \eta(t) h(m) \).

The function \( h(m) \) represents the probability to observe, as largest event, the magnitude \( m \) event at any time in any cluster, and in Fig.(2) we show the trend of the function \( h(m) \) as the criticality varies: from the subcritical to supercritical regime. We show both the analytical and the numerical results. The implementation of the ETAS model is carried out as follows.

1. The first step is to choose the background seismicity. This represents the zero-th order generation in a self-exiting point process and a certain number \( n_0 \) of events is created.
2. Each of the background element generates a certain number of offspring. The number \( n_1 \) and the occurrence space-time position of the offspring depends on the functional form implemented in \( \lambda(t, x, y) \). This is the first order generation of events.

3. The previous step is repeated considering \( n_j = n_{j-1} \) and is iterated until we have \( n_{j^*} = 0 \), for a certain \( j^* \).

We observe that the simulated results fit very well the theoretical prediction.

The temporal decay from Eq.(13) is plotted in Fig.(3) together with the ETAS numerical simulations. Also in this case we confirm that the asymptotic theoretical prediction fits very well the results from the ETAS synthetic catalogue.

5 Inclusion of the spatial rate in the extreme event distribution

In this section we will include the spatial component in the ETAS rate to derive the probability for the largest event in any cluster to have magnitude \( m \), occur in \( t \) and nucleate in the spatial location \((x, y)\), that is,

\[ \eta(t, x, y, m) = \mathbb{P}\{ \text{The largest event in any cluster is the } (t, x, y, m) \text{ event} \}. \]

Since the ETAS rate is separable in the space-time-magnitude domain, we can repeat exactly the same reasoning as in Section 3 to obtain an implicit, recursive expression for \( \eta(t, x, y, m) \):

\[ \eta(t, x, y, m) = \delta(t, x, y) A(m) + B(m) \left( \eta \circ (g \cdot f) \right)(t, x, y, m) \]

\[ = \ldots \]

\[ = A(m) \sum_{i=0}^{\infty} B^i(m) (g \cdot f)^{(i)}(t, x, y), \]

where \( (g \cdot f)^{(i)}(t, x, y) = \delta(t, x, y) \) and \( \cdot \) is the usual multiplicative sign. To solve the above equation, we will stop at the first equality in (19), apply the Laplace transform and make use of the Tauberian Theorem 1. Recalling again that the temporal and spatial components in the ETAS rate are separated, the solution of (19) is simply

\[ \hat{\eta}(s, u, v, m) = A(m) + B(m) \hat{\eta}(s, u, v, m) \hat{g}(s) \hat{f}(u, v), \]

that is,

\[ \hat{\eta}(s, u, v, m) = \frac{A(m)}{1 - B(m) \hat{g}(s) \hat{f}(u, v)}, \]

where \( \hat{g}(s) \) is the Omori-Utsu Laplace transform of equation (9) and we used (8). We need then to explicitly derive the two-dimensional Laplace transform of the spatial component \( f(x, y) \) in the ETAS rate, that is (Voelker, 2013)

\[ \hat{f}(u, v) = \int_0^\infty \int_0^\infty e^{-ux-uv} f(x, y) \, dx \, dy. \]

We implement here the formulation typically adopted in the literature for the spatial component (Zhuang, 2011; Zhuang et al., 2019):

\[ f(x, y) = \frac{q-1}{\pi De^\gamma(m-m_0)} \left[ 1 + \frac{x^2 + y^2}{De^\gamma(m-m_0)} \right]^{-q}. \]
In order to simplify the calculus and to interpret better the results, we set \( x^2 + y^2 = z^2 \), \( De^{(m-m_c)} = \delta_1 \) and \( \frac{q-1}{\pi De^{(m-m_c)}} = \delta_2 \). Eq. (21) then reads

\[
 f(z) = \delta_2 \left[ 1 + \frac{z^2}{\delta_1} \right]^{-q}.
\]  

(22)

Recalling that the Laplace transform of a function \( f(z) \) is defined as \( \hat{f}(w) = \int_0^\infty e^{-wz} f(z) dz \), by performing the substitution \( x = z/\sqrt{\delta_1} \) we can compute the Laplace transform of \( f(z) \) in Eq. (22) as

\[
 \hat{f}(w) = \delta_2 \sqrt{\delta_1} \int_0^\infty e^{-w\sqrt{\delta_1}x} \left[ 1 + x^2 \right]^{-q} dx
\]

\[
 = \frac{1}{\Gamma(q)} \pi^{3/2} \delta_2 2^{-q-1/2} \left[ \frac{1}{\delta_1} \right]^{-\frac{3}{2} - \frac{1}{2} - q} \left( \csc(\pi q) H_{\frac{1}{2} - q} \left( \sqrt{\delta_1} w \right) + 2 \csc(2\pi q) J_{\frac{1}{2} - q} \left( \sqrt{\delta_1} w \right) \right),
\]  

(23)

where \( J_n(\zeta) \) is the Bessel function of the first type and \( H_n(\zeta) \) is the Struve function, which is the solution of a given non-homogeneous Bessel’s differential equation (Abramowitz & Stegun, 1972). In Fig. (4) we plot the trend of \( \hat{f}(w) \) for different values of its parameters \( D, \gamma, q \); the function is shown to decrease with its variable \( w \), and to assume smaller values for smaller \( q \) and larger \( \gamma \) and \( D \), with the largest (smallest) differences observed when varying \( D \) (or \( q \)).

Consequently, we can rewrite the Eq. (20) as

\[
 \hat{\eta}(s, w, m) = \frac{A(m)}{1 - B(m) \hat{g}(s) \hat{f}(w)},
\]  

(24)

where \( \hat{g}(s) \) and \( \hat{f}(w) \) are respectively defined in Eqs. (9) and (23). Now, in order to find the solution \( \eta(t, z, m) \) from Eq. (24), we state and prove the following Tauberian theorem specific for functions in two-variables (see also Diamond (1987) and Bender and Orszag (2013)).

**Tauberian Theorem 2**

Let \( U(x, y) \) be a monotone non-decreasing function and \( \hat{u} \) its Laplace transform, i.e., \( \hat{u} = \int_0^\infty \int_0^\infty e^{-xp-uy} dU(x, y) \). If, for \( \alpha, \beta, a, b > 0 \), it holds

\[
 \lim_{(p, q) \to (0, 0)} \frac{\hat{u}(\alpha p, \beta q)}{\hat{u}(p, q)} = \alpha^{-a} \beta^{-b},
\]

then:

\[
 U \left( \frac{\xi}{p}, \frac{\eta}{q} \right) = \xi^a \eta^b \frac{\hat{u}(p, q)}{\Gamma(a+1)\Gamma(b+1)}.
\]

**Proof.** Given the function \( G(x, y) = \frac{x^a y^b}{\Gamma(a+1)\Gamma(b+1)} \), it holds

\[
 \alpha^{-a} \beta^{-b} = \int_0^\infty \int_0^\infty e^{-x^\alpha - y^\beta} dG(x, y).
\]

-11-
It then follows that

\[
\hat{u}(\alpha p, \beta q) = \frac{\int_0^\infty \int_0^\infty e^{-\alpha px - \beta qy} dU(x, y)}{\hat{u}(p, q)} = \frac{\int_0^\infty \int_0^\infty e^{-\alpha x - \beta y} dU(\xi/p, \eta/q)}{\hat{u}(p, q)} = \int_0^\infty \int_0^\infty e^{-\alpha \xi - \beta \eta} d\hat{U}(\xi, \eta),
\]

where in the second equality we imposed \(x = \xi/p\) and \(y = \eta/q\), while in the third \(\hat{U}(\xi, \eta) = \frac{U(\xi/p, \eta/q)}{\hat{u}(p, q)}\). The last equality is the Laplace transform of the function \(\hat{U}(\xi, \eta)\). Since for \((p, q) \to (0, 0)\) it holds \(\hat{u}(\alpha p, \beta q) \to \alpha^{-a} \beta^{-b}\) by hypothesis, we can deduce that

\[
\hat{U}(\xi, \eta) \to G(\xi, \eta) \quad \forall (\xi, \eta),
\]

that is

\[
U\left(\frac{\xi}{p}, \frac{\eta}{q}\right) \sim \xi^a \eta^b \frac{\hat{u}(p, q)}{\Gamma(a + 1) \Gamma(b + 1)}.
\]

In our case one can show that the Tauberian Theorem 2 is satisfied, in fact, from Eq.(24), it holds

\[
\lim_{(s, w) \to (0, 0)} \frac{\hat{g}(as, \beta w, m)}{\hat{g}(s, w, m)} = 1.
\]

Therefore, setting \(a, b = 0\) and \(\xi, \eta = 1\), we can obtain the approximated solution

\[
U(t, z, m) \sim \hat{g}\left(\frac{1}{t}, \frac{1}{z}, m\right) = \frac{A(m)}{1 - B(m)\hat{g}\left(\frac{1}{t}, \frac{1}{z}\right)}.
\]

where \(\hat{g}\) and \(\hat{f}\) are defined in Eqs. (9) and (23), respectively. The graphical representation of the product \(\hat{g}\left(\frac{1}{t}\right) \hat{f}\left(\frac{1}{z}\right)\) is given in Fig.(5) with respect to the temporal variable \(\frac{1}{t}\) and fixing five different values of the spatial variable \(\frac{1}{z}\) in the left panel, vice-versa in the right panel. Note that the x-axes contain the “Laplace variables” \(\left(\frac{1}{t}, \frac{1}{z}\right) = (s, w)\). By looking at the left panel, we can see that the product of the two Laplace transforms \(\hat{g}\left(\frac{1}{t}\right) \hat{f}\left(\frac{1}{z}\right)\) increases with time \(t\), getting quasi-constant upward vertical shifts as we use lower values for the space variable \(z\). Instead, the right panel shows that the product decreases with this latter variable, but the upward vertical shifts observed when considering higher \(t\) become progressively smaller, until blurring the lines for \(t > 50\) (equivalently, \(\frac{1}{t} < 0.02\)). Finally, we stress that the final expression of \(U(t, z, m)\) in Eq. (26) will rely on the specific choice of the function \(F(m) = 1 - R(m)\), which is needed to obtain \(A(m)\) and \(B(m)\) as given in Eq. (6), depending on the stability cases discussed in Section 3. In general, for typical values of \(m, m_c, \alpha, \beta\) we expect \(A(m), B(m) > 0\), but with a negative denominator in Eq. (26). Therefore, the trend of the function \(U(t, z, m)\)
is that shown in Fig. (5), but with inverted monotonicity, plus a vertical shift corresponding to the constant obtained from the explicit values of $A(m)$ and $B(m)$.

Since $U(t,z,m)$ is the joint CDF of $t$ and $z$, the joint PDF $\eta$ can be obtained through

$$\eta(t,z,m) = \frac{\partial^2}{\partial t \partial z} U(t,z,m).$$  \hfill (27)

However, due to the high complexity of the functions involved, the analytical explicit expression is hard to be obtained, thus making the numerical procedure the fast track. We expect it will certainly depend again on the specific stability case considered.

6 Conclusions

Earthquake forecasting is a challenging task that plays a crucial role in both social safety and research science. The self-organized criticality of the earthquake phenomenon piles on the complexity of the problem. Seismic hazard assessment, based on the Epidemic Type Aftershock Sequence (ETAS) model, has been instrumental in providing reliable forecasts for operational purposes. While retrospective analyses have mainly focused on aftershock sequences, attention has also been given to the largest event in the sequence, as predicting extreme events is vital for preventing catastrophic disasters. The distribution of foreshocks, which are background events with offspring of larger magnitudes, is considered essential in earthquake prediction and assessing the probability of occurrence of the largest event in a sequence.

This paper extends previous research by deriving the probability for the largest event within any ETAS cluster to occur at a specific space, time and magnitude, considering both the temporal and spatial components of the process. By examining the distinguishing features between mainshocks and foreshocks, these findings contribute to a better understanding of earthquake prediction and provide valuable insights into assessing the probability of extreme events within seismic clusters.
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Figure 1. The time function $\hat{g}(s)$, given in Eq. (9), varying the parameter $p$ keeping fixed $c = 0.07$ (left), and varying the parameter $c$ keeping fixed $p = 1.1$ (right).


Figure 2. The magnitude dependent function $h(m)$ of Eq. (12) for different cases: subcritical, $\mu < 1$ (black); critical, $\mu = 1$, $\alpha < \beta/2$ (red); critical, $\mu = 1$, $\alpha = \beta/2$ (green); critical, $\mu = 1$, $\alpha > \beta/2$ (blue); supercritical, $\mu > 1$ (orange). The lines represent the analytical results, whereas the circles are the ETAS numerical simulations.
Figure 3. The function $\eta(t)$ of Eq. (12) computed from an ETAS synthetic catalogue (black circles). The magenta dashed line represents the asymptotic prediction for the temporal decay $\eta(t)$. In our simulation we set the parameter $p$ of the Omori-Utsu law equal to 1.2.


Figure 4. The space function $\hat{f}(z)$, given in Eq. (23), varying the parameter $D$ keeping fixed $\gamma = 0.50$ and $q = 1.7$ (left), varying the parameter $\gamma$ keeping fixed $D = 0.005$ and $q = 1.7$ (central) and varying the parameter $q$ keeping fixed $D = 0.005$ and $\gamma = 0.50$ (right). The values of $m_c$ and $m$ used to obtain $\delta_1$ and $\delta_2$ are 2 and 5, respectively.


Figure 5. The product function $\hat{g} \left( \frac{1}{t} \right) \hat{f} \left( \frac{1}{z} \right)$ of Eq. (26) - $\hat{g}$, $\hat{f}$ are respectively defined in Eqs. (9) and (23) - with respect to: the temporal variable $\frac{1}{t}$ and fixing five different values of the spatial variable $\frac{1}{z}$ (left panel); the spatial variable $\frac{1}{z}$ in the and fixing five different values of the temporal variable $\frac{1}{t}$ (right panel). The plot has been obtained by setting $(p, c, D, q, \gamma, m_c, m) = (1.1, 0.07, 0.005, 1.7, 0.5, 2, 5)$.


