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Abstract

Geoscientists use observed data to estimate properties of the Earth’s interior. This often requires non-linear inverse problems to be solved and uncertainties to be estimated. Bayesian inference solves inverse problems under a probabilistic framework, in which uncertainty is represented by a so-called posterior probability distribution. Recently, variational inference has emerged as an efficient method to estimate Bayesian solutions. By seeking the closest approximation to the posterior distribution within any chosen family of distributions, variational inference yields a fully probabilistic solution. It is important to define expressive variational families so that the posterior distribution can be represented accurately. We introduce boosting variational inference (BVI) as a computationally efficient means to construct a flexible approximating family comprising all possible finite mixtures of simpler component distributions. We use Gaussian mixture components due to their fully parametric nature and the ease to optimise. We apply BVI to seismic travel time tomography and full waveform inversion, comparing its performance with other methods. The results demonstrate that BVI achieves reasonable efficiency and accuracy while enabling the construction of a fully analytic expression for the posterior distribution. Samples that represent major components of uncertainty in the solution can be obtained analytically from each mixture component. We demonstrate that these samples can be used to solve an interrogation problem: to assess the size of a subsurface target structure. To the best of our knowledge, this is the first method in geophysics that provides both analytic and reasonably accurate solutions to fully non-linear, high-dimensional Bayesian full waveform inversion problems.
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\textbf{Key Points:}

- We apply boosting variational inference to Bayesian inversion, which uses a mixture of Gaussians to approximate the posterior distribution.
- The method is shown to be efficient and accurate, and constructs a fully analytic expression for high-dimensional posterior distribution.
- The analytic solution allows extremely efficient methods to be used to answer scientific questions with minimum bias.

Corresponding author: Xuebin Zhao, xuebin.zhao@ed.ac.uk
**Abstract**

Geoscientists use observed data to estimate properties of the Earth’s interior. This often requires non-linear inverse problems to be solved and uncertainties to be estimated. Bayesian inference solves inverse problems under a probabilistic framework, in which uncertainty is represented by a so-called posterior probability distribution. Recently, variational inference has emerged as an efficient method to estimate Bayesian solutions. By seeking the closest approximation to the posterior distribution within any chosen family of distributions, variational inference yields a fully probabilistic solution. It is important to define expressive variational families so that the posterior distribution can be represented accurately. We introduce *boosting variational inference* (BVI) as a computationally efficient means to construct a flexible approximating family comprising all possible finite mixtures of simpler component distributions. We use Gaussian mixture components due to their fully parametric nature and the ease to optimise. We apply BVI to seismic travel time tomography and full waveform inversion, comparing its performance with other methods. The results demonstrate that BVI achieves reasonable efficiency and accuracy while enabling the construction of a fully analytic expression for the posterior distribution. Samples that represent major components of uncertainty in the solution can be obtained analytically from each mixture component. We demonstrate that these samples can be used to solve an interrogation problem: to assess the size of a subsurface target structure. To the best of our knowledge, this is the first method in geophysics that provides both analytic and reasonably accurate solutions to fully non-linear, high-dimensional Bayesian full waveform inversion problems.

**Plain Language Summary**

This paper introduces an efficient method to solve non-linear problems in which Bayesian uncertainties in the solution are to be estimated given some observed data set. The method uses a flexible mathematical function which is optimised to best approximate the set of possible solutions. This enables a fully analytic expression to be estimated for the inversion results. We use the method to solve tomographic imaging problems using first seismic wave travel times, and then full waveform inversion. By interrogating the resulting distribution, we show how the answer to a specific scientific question of interest, “How large is a particular subsurface structure of interest?”, can be found highly efficiently and with minimum bias.
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2 Introduction

In many geophysical problems, information about the Earth is inferred using data recorded either on or beneath the Earth’s surface, or in the oceans, atmosphere or near-Earth orbits. These properties of interest are usually described by so-called latent parameters, and it is often the case that observed data can be predicted approximately given values for those parameters. This calculation is called the forward problem, and the parameter-data relationship is usually non-linear. Yet typically in the same problem, no inverse relationship, which predicts the parameter values given the data, exists. The process of inferring the values of parameters is therefore formulated as an inverse problem. In practice, inverse problem solutions are always non-unique, so it is crucial to estimate the range of properties that are consistent with observations if solutions are to be interpreted in a reliable manner (Tarantola, 2005).

Geophysical inverse problems are often solved without estimating the true uncertainty structure. Usually such approaches seek a solution that best fits the observations, using a variant of the following procedure: the non-linear forward function is linearised around an initial reference Earth model (a set of parameter values) to yield approximate forward relationships. Using linear algebra, these approximations allow the parameter values to be perturbed so as to better fit recorded data. The process of linearisation and updating of parameter values is iterated using successive estimates as new reference models until convergence is observed. The final set of parameter values is used as a best estimate of the true model (Iyer & Hirahara, 1993).

Unfortunately, in many cases the result does not accurately represent the true Earth due to non-uniqueness of the inverse problem solution (Boyd & Vandenberghhe, 2004), particularly in cases where the initial model is significantly different from the true solution. Moreover, within the above framework it is impossible to evaluate uncertainty in the inversion results that originates from non-linearity of the forward relations (Gallagher et al., 2009). It is therefore challenging to solve interrogation problems, in which the so-
lution is interpreted to answer scientific questions of interest (Arnold & Curtis, 2018; Ely et al., 2018; X. Zhang & Curtis, 2022; X. Zhao et al., 2022; Siahkoohi et al., 2022).

As an alternative, a suite of methods collectively referred to as Bayesian inversion or Bayesian inference allow statistics of the full uncertainty structure of the solution to be estimated. These methods employ Bayes’ rule to update prior (initial) knowledge about the parameter values that is described probabilistically, using new information provided by the observed data. The result of the inversion is represented by the posterior probability distribution (or density) function (pdf): in principle this provides a complete solution which describes all parameter values that are consistent with the data, and quantifies their relative probabilities.

Bayesian inference often uses global search methods such as random sampling to characterise the family of values in parameter space that yield acceptable data fits (Rothman, 1986; Stoffa & Sen, 1991; Sen & Stoffa, 2013; Sambridge, 1999). Monte Carlo methods (Press, 1968; Anderssen & Seneta, 1971; Maliunverno, 2002) and their variants, including Metropolis-Hastings Markov chain Monte Carlo (MH-McMC – Mosegaard & Tarantola, 1995), reversible-jump McMC (rj-McMC – Bodin & Sambridge, 2009; Bodin et al., 2012; Galetti et al., 2015, 2017; Biswas & Sen, 2022), informed proposal Monte Carlo (Khoshkholgh et al., 2021; Khoshkholgh, Zunino, & Mosegaard, 2022; Khoshkholgh, Orozova-Bekkevold, & Mosegaard, 2022), Hamiltonian Monte Carlo (HMC – Fichtner & Simutė, 2018; Gebraad et al., 2020; de Lima et al., 2023), Langevin dynamics McMC (Izzatullah et al., 2020; Siahkoohi et al., 2022), and others, have been studied extensively for various geophysical inversion problems. However, such methods still have notable issues that can become problematic in practical problems: (1) slow convergence, sometimes converging only in infinite time (Atchadé & Rosenthal, 2005; Andrieu & Thoms, 2008); (2) poor scalability to problems with many parameters due to the curse of dimensionality (Scales, 1996; Curtis & Lomax, 2001); and (3) parallelising some methods at the sample level is not possible (Neiswanger et al., 2013).

A different approach to finding Bayesian solutions is referred to as variational inference. In variational methods, a family of simple probability distributions (often referred to as the variational family) is defined, and an optimal member within this family is sought which best approximates the true (unknown) posterior pdf. This can be found by minimising the difference (or mathematically speaking, the distance) between the pos-
terior and variational distributions. The Kullback-Leibler (KL) divergence (Kullback & Leibler, 1951) is typically used for measuring the distance between two distributions. Thus, variational methods solve Bayesian problems using potentially efficient and parallelisable optimisation processes and offer well understood convergence criteria (Blei et al., 2017; C. Zhang et al., 2018).

In recent years, sophisticated variational algorithms have been proposed due to advances in computational power and the development of modern deep learning frameworks such as TensorFlow (Abadi et al., 2016) and PyTorch (Paszke et al., 2019), which enable tractable construction and learning of large scale probabilistic models. These methods either deterministically generate a set of posterior samples (Liu & Wang, 2016; Gallego & Insua, 2018) or directly model a parametric probability distribution to approximate the true posterior pdf (Kingma & Welling, 2014; Rezende & Mohamed, 2015; Kingma et al., 2016; Kucukelbir et al., 2017). In geophysics, novel variational inference methods were developed for rock physical interpretation and inversion of seismic data by Nawaz and Curtis (2018, 2019) and Nawaz et al. (2020). Since then the methodology has been applied to a variety of problems including travel time tomography (X. Zhang & Curtis, 2020a; X. Zhao et al., 2021; Levy et al., 2022), seismic denoising (Siahkoohi et al., 2021, 2023), seismic amplitude inversion (Zidan et al., 2022), earthquake hypocentre inversion (Smith et al., 2022), slip distribution inversion (Sun et al., 2023), full waveform inversion in 2D (X. Zhang & Curtis, 2020b; Urozayev et al., 2022; Wang et al., 2023) and in 3D (X. Zhang et al., 2023; Lomas et al., 2023), and survey or experimental design (Strutz & Curtis, 2023). In addition, a variety of other methods that train neural networks to emulate inverse operators, such that they produce an approximation to the posterior pdf of a problem given any recorded data set as input, could be regarded as variational methods (Devilee et al., 1999; Meier et al., 2007a, 2007b; A. K. Ray & Biswal, 2010; Shahraeeni & Curtis, 2011; Shahraeeni et al., 2012; de Wit et al., 2013; Käufl et al., 2014, 2016; Earp & Curtis, 2020; Earp et al., 2020; Cao et al., 2020; Lubo-Robles et al., 2021; X. Zhang & Curtis, 2021b; Hansen & Finlay, 2022; Bloem et al., 2023).

The performance of variational inference methods depends on the complexity and expressiveness of the predefined variational family. There is an inherent trade-off involved in selecting a tractable set of distributions: increasing the capacity of the variational family to approximate the posterior distribution usually also increases the complexity of the optimisation problem. In most variational methods, the approximating family is fixed.
and constrained in ways which might exclude neighbourhoods surrounding the posterior distribution, preventing an accurate approximation to the true posterior distribution, no matter for how long the algorithm is run (F. Guo et al., 2016; Miller et al., 2017). This mismatch between the variational family and the true posterior pdf often results in underestimation of posterior variances of the model parameters and an inability to capture posterior correlations (Miller et al., 2017). For instance, the mean field approximation is commonly employed in variational methods in order to simplify the optimisation problem. This assumes a factorised structure for the variational distribution such as a Gaussian distribution with a diagonal covariance matrix. However, the method ignores correlation between different parameters and can therefore yield poor inversion results (Bishop, 2006; Blei et al., 2017; X. Zhang et al., 2023). The trend in defining an expressive variational family has mainly focused on designing more complex models, often using neural network based structures, to achieve greater flexibility. Examples of such models include normalising flows (Rezende & Mohamed, 2015) and their improved versions (Dinh et al., 2015; Kingma et al., 2016; Durkan et al., 2019; Kobyzev et al., 2019; Papamakarios et al., 2019). However, building effective variational models and solving the corresponding optimisation problems, which involve a large number of parameters to be optimised, pose significant challenges.

A mixture model is a weighted sum of component probability distributions, and is useful because a general mixture model has the capability to represent any complex probability distribution to any desired level of accuracy (Bishop, 1994, 2006). It is therefore reasonable to construct a variational family using a finite mixture of simple and parametric component distributions such as Gaussians. However, directly optimising a mixture model is a non-convex problem, so components can easily become trapped in suboptimal solutions. Additionally, it is challenging to determine the appropriate number of mixture components in advance.

Recently, a variational method called Boosting Variational Inference (BVI – F. Guo et al., 2016; Miller et al., 2017) has been investigated, which draws inspiration from classical gradient boosting techniques (Friedman, 2001; Meir & Rätsch, 2003). BVI starts by fitting a single component (a single variational distribution such as a Gaussian); this is equivalent to an existing method called automatic differential variational inference (ADVI: Kucukelbir et al., 2017). BVI then iteratively enhances that model by adding a new component distribution at each iteration. As more components are included, the posterior
approximation becomes progressively more accurate, in theory thereby improving the
results offered by ADVI. An efficient, greedy algorithm is implemented by fixing the so-

lution from the previous iteration, and optimising only the shape of the new component
and its relative weight at each iteration. This approach avoids the need to design com-

plex variational models a priori, but requires an additional optimisation for each added
component. Similar to conventional mixture models, BVI is capable of capturing mul-
timodality and incorporating rich covariance structures. However, unlike conventional
methods, BVI simplifies the objective function by focusing solely on the optimisation of
a single new component at each step (Locatello, Khanna, et al., 2018). This makes the
optimisation process more manageable and facilitates the construction of an expressive
variational family.

BVI was originally proposed in two independent works (Miller et al., 2017; F. Guo
et al., 2016). Miller et al. (2017) employed the re-parametrisation trick (Kingma & Welling,
2014) to jointly optimise the variational parameters of the new component and the cor-
responding weight coefficient. However, this method is highly sensitive to initialisation:
a new component should be initialised in a region that is under-represented by the pre-
vious components and an appropriate initial weight should be close to the proportion
of the probability mass in that region. On the other hand, F. Guo et al. (2016) pointed
out the non-convexity of jointly optimising these two parameters, making it challenging
in general. They proposed a two-step approach where the new component is first opti-
mised using typical gradient descent, and then the weight is optimised while keeping the
new component fixed. Subsequently, Locatello, Khanna, et al. (2018) investigated the
convergence properties of BVI from a modern optimisation viewpoint and established
connections to the classic Frank-Wolfe framework (Frank & Wolfe, 1956; Jaggi, 2013).
To ensure convergence, they imposed restrictions on the mixture components by using
truncated distributions, such as truncated Gaussians. In follow-up work, Locatello, Dres-
dner, et al. (2018) relaxed this condition and proposed a modified objective function for
variational optimisation, making BVI suitable for black box solvers (Ranganath et al.,
2014). Giaquinto and Banerjee (2020) used parametric distribution models called nor-
malising flows (Rezende & Mohamed, 2015) as mixture components, which improved the
performance of existing flows based models. On the other hand, Campbell and Li (2019)
proposed an alternative BVI scheme based on the Hellinger distance (Ghosal et al., 2000)
instead of the KL divergence.
Previous studies in geophysics demonstrated that ADVI can be implemented efficiently and provides results that are straightforward to interpret. However, while ADVI provides an accurate posterior mean model, it tends to underestimate uncertainties (X. Zhang & Curtis, 2020a; X. Zhao et al., 2021). In this paper, our goal is to investigate whether the performance of ADVI can be improved while preserving its advantages by deploying the boosting strategy.

This paper is organised as follows. In section 2, we provide an introduction to variational Bayesian inversion and establish the BVI framework. We analyse the analytical properties of the posterior distribution and demonstrate the use of BVI for solving interrogation problems using representative samples obtained from BVI components. In subsequent sections we apply the method to two typical geophysical inversion problems: travel time tomography and full waveform inversion, and we compare the results to those obtained by using other existing methods. Finally, we discuss our findings and draw conclusions based on our study.

3 Methodology

3.1 Variational Bayesian Inversion

Bayesian inference solves inverse problems in a probabilistic manner by evaluating the so-called posterior probability distribution function (pdf) using Bayes’ rule:

\[
p(m|d_{obs}) = \frac{p(d_{obs}|m)p(m)}{p(d_{obs})}
\]

where \(p(m)\) is the prior distribution of model parameters \(m\), which describes our knowledge about \(m\) prior to the inversion. The conditional probability \(p(d_{obs}|m)\) is the likelihood of observing data \(d_{obs}\) given an Earth model \(m\). The denominator \(p(d_{obs}) = \int_m p(d_{obs}|m)p(m)dm\) is a normalisation constant called the evidence. By combining these three terms on the right hand side, we obtain the posterior distribution \(p(m|d_{obs})\), which describes the probability of all possible models that are consistent with the observed data, prior information and physical forward functions used to evaluate the likelihood. Therefore, Bayesian inference provides a full inversion solution and quantifies the post inversion state of uncertainty.

Variational inference solves Bayesian problems by estimating the fixed but unknown posterior pdf. The variational goal is to select one optimal distribution \(q^*(m)\) that best
approximates the posterior pdf within a family of known distributions (called the variational family) \( \mathcal{Q}(m) = \{q(m)\} \). This can be accomplished by finding the distribution \( q(m) \) that minimises the following Kullback-Leibler (KL) divergence (Kullback & Leibler, 1951) between the variational and posterior distributions:

\[
\text{KL}[q(m)||p(m|d_{obs})] = \mathbb{E}_{q(m)}[\log q(m) - \log p(m|d_{obs})]
\]

The KL-divergence measures the distance between two distributions \( q(m) \) and \( p(m|d_{obs}) \). It has the property \( \text{KL}[q(m)||p(m|d_{obs})] \geq 0 \), with equality only when \( q(m) = p(m|d_{obs}) \). Evaluating the KL-divergence requires that the posterior probability \( p(m|d_{obs}) \) is calculated, which is infeasible in many problems since the evidence term \( p(d_{obs}) \) is often intractable. However, it can be shown that minimising the KL-divergence is equivalent to maximising the evidence lower bound of \( \log p(d_{obs}) \) (ELBO\([q(m)]\)) defined as:

\[
\text{ELBO}[q(m)] = \mathbb{E}_{q(m)}[\log p(m,d_{obs})] - \mathbb{E}_{q(m)}[\log q(m)]
\]

This only requires that the joint probability \( p(m,d_{obs}) \) is calculated, which is computationally tractable (Blei et al., 2017). By maximising equation 3 with respect to \( q(m) \), we can estimate fully probabilistic solutions to Bayesian inverse problems using optimisation methods.

It is evident that the accuracy of variational inference depends on the expressiveness of the variational family \( \mathcal{Q}(m) \). However, increasing the complexity of \( \mathcal{Q}(m) \) to improve accuracy also tends to make the optimisation problem more challenging, or at least leads to higher-dimensional inverse problems. In the next section we will demonstrate how to mitigate this issue by employing mixtures of simpler distributions as the variational family.

### 3.2 Boosting Variational Inference

In boosting variational inference (BVI), we define the variational family to comprise the set of distributions that can be represented by a mixture of \( n \) simpler component distributions

\[
q^n(m) = \sum_{i=1}^{n} w_i g_i(m)
\]

where each \( g_i(m) \) represents a chosen mixture component. The component pdfs are chosen to be parametric (meaning that an explicit formula describes their form, with pa-
parameters that define their shape). In this work we choose Gaussian component distributions \( g_i(m) = \mathcal{N}(m; \mu_i, \Sigma_i) \) parametrised by a mean vector \( \mu_i \) and a covariance matrix \( \Sigma_i \). The weight \( w_i \) controls the magnitude of the contribution of each component \( g_i(m) \), satisfying \( 0 \leq w_i \leq 1 \) and \( \sum_{i=1}^{n} w_i = 1 \). Remarkably, the mixture in equation 4 can approximate any target distribution to any level of accuracy, even when using a simple base distribution \( g_i(m) \) (Bishop, 1994; Meier et al., 2007b; Shahraeeni & Curtis, 2011; Earp & Curtis, 2020; Earp et al., 2020).

Directly maximising \( \text{ELBO}[q^n(m)] \) with respect to the variational parameters \( \{w_i, g_i(m); i = 1, 2, ..., n\} \) is a non-convex problem so algorithms may converge to local minima at which one component dominates while the weights of other components become negligible (F. Guo et al., 2016). The gradient boosting approach (Friedman, 2001; Meir & Rätsch, 2003) can be used to solve this problem. The main idea is to sequentially add components to an ensemble, each being used to correct errors of its predecessors. Inspired by this, we determine an optimal variational distribution \( q_n(m) \) through an iterative procedure, adding one new component distribution to the mixture model at each step. The procedure begins with a single component \( q^1(m) = g_1(m) \) with \( w_1 = 1 \). We fit \( g_1(m) \) using a traditional variational objective function (Blei et al., 2017; C. Zhang et al., 2018). In each subsequent step \( t = 2, 3, ..., n \), BVI adds one new component \( g_t \) to the mixture model, with weight \( w_t \in [0, 1] \). The new distribution \( q^t(m) \) is constructed by combining the previous mixture distribution \( q^{t-1}(m) \), weighted by \( (1-w_t) \), with the new component \( g_t(m) \) weighted by \( w_t \):

\[
q^t(m) = (1 - w_t)q^{t-1}(m) + w_t g_t(m)
\]  

We then maximise \( \text{ELBO}[q^t(m)] \) with respect to \( w_t \) and \( g_t \).

Since jointly optimising \( w_t \) and \( g_t(m) \) is also a non-convex problem, we adopt a sequential approach which finds the optimal component \( g_t(m) \) first, then finds the corresponding weight \( w_t \). Based on equation 5, we treat the new mixture pdf \( q^t(m) \) as a perturbation from the current distribution \( q^{t-1}(m) \), where the component distribution \( g_t(m) \) describes the shape of the perturbation and \( w_t \in [0, 1] \) describes the size of the perturbation. We take the first-order Taylor expansion of \( \text{ELBO}[q^t(m)] \) around \( q^{t-1}(m) \):

\[
\text{ELBO}[q^t(m)] = \text{ELBO}[q^{t-1}(m) + w_t g_t(m) - w_t q^{t-1}(m)] \\
= \text{ELBO}[q^{t-1}(m)] + w_t \langle g_t(m), \nabla \text{ELBO}[q^{t-1}(m)] \rangle - w_t \langle q^{t-1}(m), \nabla \text{ELBO}[q^{t-1}(m)] \rangle + o(w_t^2)
\]  

(6)
where $\langle x(\theta), y(\theta) \rangle = \int x(\theta)y(\theta)d\theta$ calculates the inner product between functions $x(\theta)$ and $y(\theta)$. Term $\nabla \text{ELBO}[q^{t-1}(\mathbf{m})] = \log \frac{p(\mathbf{m}, \mathbf{d}_{\text{obs}})}{q^{t-1}(\mathbf{m})}$ is the functional gradient of the ELBO with respect to $q^{t-1}(\mathbf{m})$. In order to maximise $\text{ELBO}[q(\mathbf{m})]$ in equation 6, we must choose the $g_t(\mathbf{m})$ that maximises $\langle g_t(\mathbf{m}), \nabla \text{ELBO}[q^{t-1}(\mathbf{m})] \rangle$ since $q^{t-1}(\mathbf{m})$ is fixed. That is, we choose $g_t(\mathbf{m})$ to match the direction of $\nabla \text{ELBO}[q^{t-1}(\mathbf{m})]$. Then, we obtain $g_t(\mathbf{m})$ by

$$g_t(\mathbf{m}) = \operatorname{argmax}_{g_t(\mathbf{m})} \langle g_t(\mathbf{m}), \nabla \text{ELBO}[q^{t-1}(\mathbf{m})] \rangle = \operatorname{argmax}_{g_t(\mathbf{m})} \left( g_t(\mathbf{m}), \log \frac{p(\mathbf{m}, \mathbf{d}_{\text{obs}})}{q^{t-1}(\mathbf{m})} \right) \quad (7)$$

Direct maximisation of the inner product in equation 7 is ill-posed and can lead to $g_t(\mathbf{m})$ degenerating into a narrow distribution or even a single point mass which only has non-zero probability value at the maximum of $\nabla \text{ELBO}[q^{t-1}(\mathbf{m})]$ – a degenerate probability distribution that has zero width. To solve this problem, we introduce an additional regularisation term that involves the entropy of $g_t(\mathbf{m})$, given by the negative scalar product of $g_t(\mathbf{m})$ and $\log g_t(\mathbf{m})$:

$$g_t(\mathbf{m}) = \operatorname{argmax}_{g_t(\mathbf{m})} \langle g_t(\mathbf{m}), \nabla \text{ELBO}[q^{t-1}(\mathbf{m})] \rangle - \lambda \langle g_t(\mathbf{m}), \log g_t(\mathbf{m}) \rangle$$

$$= \operatorname{argmax}_{g_t(\mathbf{m})} \mathbb{E}_{g_t(\mathbf{m})}[\log p(\mathbf{m}, \mathbf{d}_{\text{obs}})] - \mathbb{E}_{g_t(\mathbf{m})}[\log q^{t-1}(\mathbf{m})] - \lambda \mathbb{E}_{g_t(\mathbf{m})}[\log g_t(\mathbf{m})] \quad (8)$$

where $\mathbb{E}_{g_t(\mathbf{m})}[\cdot]$ calculates the expectation of any function with respect to $g_t(\mathbf{m})$. Parameter $\lambda$ is a regularisation factor that controls the weight of the entropy term. Entropy measures the uncertainty represented by any pdf, so by maximising the entropy we ensure that the pdf does not collapse to a narrow, effectively degenerate distribution. We refer to the objective function in equation 8 as the residual evidence lower bound (R $\text{ELBO}[g_t(\mathbf{m})]$)

$$\text{RELBO}[g_t(\mathbf{m})] := \mathbb{E}_{g_t(\mathbf{m})}[\log p(\mathbf{m}, \mathbf{d}_{\text{obs}})] - \mathbb{E}_{g_t(\mathbf{m})}[\log q^{t-1}(\mathbf{m})] - \lambda \mathbb{E}_{g_t(\mathbf{m})}[\log g_t(\mathbf{m})] \quad (9)$$

The expectation terms and their gradients in both equations 3 and 9 can be estimated using Monte Carlo integration (details can be found in X. Zhao et al., 2021). Since we would normally perform many iterations to maximise these two equations, we can use a relatively small number of samples per iteration (even only a single sample – Kucukelbir et al., 2017). By maximising this objective function, we can find an optimal $g_t(\mathbf{m})$ at each step of the algorithm.

In equation 7, $\log \frac{p(\mathbf{m}, \mathbf{d}_{\text{obs}})}{q^{t-1}(\mathbf{m})}$ describes the residual discrepancy between the current variational distribution $q^{t-1}(\mathbf{m})$ and the joint probability distribution $p(\mathbf{m}, \mathbf{d}_{\text{obs}}) = p(\mathbf{d}_{\text{obs}}|\mathbf{m})p(\mathbf{m})$ which is equal to the unnormalised posterior distribution $p(\mathbf{m}|\mathbf{d}_{\text{obs}})$ according to equation 1. If $q^{t-1}(\mathbf{m})$ is proportional to the true (normalised) posterior pdf, i.e., $q^{t-1}(\mathbf{m}) \propto$
If \( p(\mathbf{m}|\mathbf{d}_{\text{obs}}) \) everywhere in the parameter space, the above residual would be constant. However, in most situations this residual has peaks where the current variational distribution underestimates the posterior distribution, and has basins where \( q^{-1}(\mathbf{m}) \) overestimates \( p(\mathbf{m}|\mathbf{d}_{\text{obs}}) \). By introducing a new component \( g_t(\mathbf{m}) \), we aim to add density to regions where \( q^{-1}(\mathbf{m}) \) underestimates and (through the relative weighting scheme in equation 5) weaken regions where it overestimates the posterior pdf (this can be proven using information theory). The goal is to find an optimal \( g_t(\mathbf{m}) \) that maximises \( (\mathbb{E}_{g_t(\mathbf{m})} [\log p(\mathbf{m}, \mathbf{d}_{\text{obs}})] - \mathbb{E}_{g_t(\mathbf{m})} [\log q^{-1}(\mathbf{m})]) \), which can be interpreted as minimising the cross entropy of \( g_t(\mathbf{m}) \) with respect to \( p(\mathbf{m}, \mathbf{d}_{\text{obs}}) \) and maximising that with respect to \( q^{-1}(\mathbf{m}) \). In other words, \( g_t(\mathbf{m}) \) should be as close as possible to the (unnormalised) posterior distribution, and at the same time should be sufficiently different from the current approximation – it should capture the aspects of the posterior pdf that the current mixture distribution cannot yet approximate. This allows BVI to gradually improve the accuracy of the variational distribution by iteratively adding new components.

There are three commonly used methods to determine the weight coefficient \( w_t \in [0, 1] \) for the new component in BVI. The first method uses an empirical formula to guarantee a series of weights for each additional component (Locatello, Dresdner, et al., 2018; Locatello, Khanna, et al., 2018):

\[
w_t = \frac{2}{t + 1}, \quad t = 1, 2, \ldots, n \tag{10}
\]

Although this formula abandons the ideal of finding optimal weight coefficients, it provides a straightforward approach to update the weight. Any error caused by non-optimality of this can be corrected by the introduction of additional components to the mixture distribution.

The second method for updating weight coefficients involves a line search. The weight is updated by maximising ELBO\([q^t(\mathbf{m})]\) (note this is not maximising RELBO\([g_t(\mathbf{m})]\) with respect to \( w_t \)) (F. Guo et al., 2016):

\[
w_t^{(k+1)} = w_t^{(k)} + \frac{b_k}{k} \nabla_{w_t} \text{ELBO}[q^t(\mathbf{m})] \tag{11}
\]

where superscripts \((k+1)\) and \((k)\) represent two consecutive iterations, and \( b \) is the initial step size decayed by \( 1/k \). The method to calculate \( \nabla_{w_t} \text{ELBO}[q^t(\mathbf{m})] \) is provided in Appendix A.
The third method, updates the weights for all components when each new component is added to the mixture model (Locatello, Dresdner, et al., 2018):

$$w^{(k+1)} = w^{(k)} + \frac{b}{k} \nabla_{w} \text{ELBO}[q^{t}(m)]$$

(12)

where \(w = [w_1, w_2, ..., w_t]^T\) is a vector containing the weights of all components. The gradient term can be calculated similarly to the line search method (Appendix Appendix A).

Once the weight coefficient is obtained the new mixture distribution \(q^{t}(m)\) can be constructed by combining the new component \(g_t(m)\) with the existing mixture distribution using Equation 5.

### 3.3 BVI using Gaussian Components

In this work, we use Gaussian distributions \(N(\mu, \Sigma)\) as the mixture components.

A mixture of Gaussians is capable of representing any target distributions (Bishop, 2006). For each component, we optimise a mean vector \(\mu\) and a covariance matrix \(\Sigma\) by maximising the RELBO in equation 9, and below we test the three schemes to determine the weights. Once convergence is achieved, the obtained Gaussian component is added to form the new mixture distribution.

Considering that model parameters in many geophysical inverse problems are subject to hard constraints (e.g., seismic velocity must be greater than zero), and Gaussian distributions and their mixtures are defined in the unbounded space of Real numbers, we apply the inverse logistic function to transform the mixture distribution from the space of Real numbers into the constrained space (X. Zhang & Curtis, 2020a). This transformation is defined as:

$$\begin{cases}
\mathbf{m} = f(\mathbf{z}) = a + \frac{b - a}{1 + \exp(-z)} \\
\log p(\mathbf{m}|d_{obs}) = \log p(\mathbf{z}) - \log |\det \partial_{\mathbf{z}} f(\mathbf{z})| \\
= \log \sum_i w_i N(\mathbf{z}; \mu_i, \Sigma_i) - \log |\det \partial_{\mathbf{z}} f(\mathbf{z})|
\end{cases}$$

(13)

where \(\mathbf{m}\) and \(\mathbf{z}\) are model parameters in the constrained and unconstrained spaces, respectively. Hyper-parameters \(a\) and \(b\) are lower and upper bounds on \(\mathbf{m}\), and are fixed during optimisation. In the second equation, \(p(\mathbf{z})\) is the mixture distribution obtained using BVI in the space of Real numbers. Term \(|\det(\cdot)|\) calculates the absolute value of the determinant of the Jacobian matrix corresponding to this transform, which accounts
for the volume change. We use equation 13 to transform each parameter in vector $\mathbf{z}$ to
that in $\mathbf{m}$, such that the corresponding Jacobian matrix is a diagonal matrix and its de-
terminant is analytic and easy to calculate. This means that the correlation information
of vector $\mathbf{m}$ is purely determined by the covariance matrices $\Sigma_i$ (therefore we do not lose
posterior correlation by applying this transform). As a result, the posterior distribution
modelled using the proposed BVI algorithm, as well as its statistical properties, can be
represented analytically.

As noted above, BVI becomes automatic differential variational inference (ADVI
– Kucukelbir et al., 2017) when only a single Gaussian component is used. ADVI also
provides an analytic approximation to the posterior distribution, and usually seems to
estimate the mean model accurately. However, due to its theoretical assumption of a sin-
gle Gaussian distribution in the unconstrained space, the method usually underestimates
parametric uncertainty around the mean. By adding more Gaussian components we re-
gard BVI as an iterative method to enhance the performance of ADVI.

Figure 1 shows a toy example that demonstrates the performance of BVI with Gauss-
ian components. The target posterior distribution is a mixture of two Gaussian distri-
butions: $p(x) = 0.5\mathcal{N}(x; -1, 0.4) + 0.5\mathcal{N}(x; 1, 0.6)$, represented by black line in Figure
1. To apply BVI, we first optimise the initial component by maximising the ELBO in
equation 3, which is equivalent to a conventional variational problem. The dashed or-
ange line in Figure 1 shows the first component after convergence. It is evident that this
single Gaussian distribution fails to approximate the bimodal posterior distribution ac-
curately, highlighting the limitations of ADVI, and variational methods in general when
an inappropriate variational family that does not include the true posterior pdf is cho-

We then iteratively add more Gaussian components to the mixture model by max-
imising the RELBO using equation 9. We compare the performance of the 3 different
weight calculation methods in equations 10, 11 and 12. In each test, we boost the pos-
terior distribution by adding 40 Gaussian components so as effectively to ensure full con-
vergence of BVI. Although it looks redundant to use 40 Gaussian components to approx-
imate a mixture of two Gaussian distributions, we generally do not know the true pos-
terior distribution, so do not know when to stop the algorithm unless convergence is ob-
served. The results using equations 10, 11 and 12 are shown by the dashed red, blue and
Figure 1. BVI results obtained using 3 different weight calculation methods. Black line represents the target distribution, while the dashed orange line shows the result from conventional variational inference without boosting, which uses a single Gaussian component (essentially the ADVI method). Dashed red, blue, and green lines correspond to the results obtained using different weight calculation methods in equations 10, 11 and 12. The last two methods yield better results but require additional computations.

green lines in Figure 1, respectively. All three methods provide a fair approximation to the true posterior distribution, with the first method performing the worst and the third method performing the best. However, the second and third methods require additional computations to estimate the gradient of the ELBO in equations 11 and 12, which involve evaluating the posterior distribution many times. This example demonstrates that even the simple fixed weight method significantly improves upon the initial variational solution (dashed orange line in Figure 1) without any additional computational complexity. Since we are interested in applying these methods to high-dimensional problems, minimizing computational complexity is paramount if we are to find meaningful solutions.

In the subsequent inversion examples, we therefore employ the fixed weight calculation method, but highlight that in other circumstances practitioners might prefer a different choice.

3.4 Probabilistic Interrogation using BVI

In scientific investigations, the ultimate goal is usually to answer some specific, low-dimensional questions. In geophysics, such questions are typically answered by interpreting imaging or inversion results, but this often leads to biased answers because human
interpretation is a subjective process and since usually only one single instance or statistic of a model is considered during interpretation. Interrogation theory (Arnold & Curtis, 2018) offers a systematic approach to answer high-level questions. It combines inverse theory, decision theory, elicitation theory and experimental design theory to optimise scientific investigations, with the overall goal to obtain the most informative answers to scientific inquiries. X. Zhao et al. (2022) and X. Zhang and Curtis (2022) exemplified the theory by answering a specific type of question: what is the size of a subsurface body? For a more comprehensive understanding of interrogation theory and its implementation, we recommend readers to refer to the above three papers.

In interrogation theory, a utility function $U(a)$ is defined which quantifies the net benefits associated with accepting any possible answer $a$. The optimal answer $a^*$ is found by maximising this utility function within the space of possible answer: $a^* = \arg\max_{a \in \mathcal{A}} U(a)$. To reduce the complexity of this maximisation problem, Arnold and Curtis (2018) introduced a target space $\mathcal{T}$ such that the scientific question $Q$ can be answered directly within this space. They defined a target function $T(m)$ that maps the high dimensional model parameter $m$ to a low dimensional target space parameter values $t$. A simplified utility function can then be defined as $U(a|t, E_d)$, where the utility function is conditioned on the experimental design $E_d$ to account for the cost of conducting the experiment. One of the utility functions considered in Arnold and Curtis (2018) is a negative squared error function:

$$U(a|t, E_d) = U(a|t) = -(a - t)^2$$

in which $t$ is considered to represent the true state in the target space. The above utility function is useful when value $t$ represents exactly the answer that we seek, and the utility is maximised when the estimated answer $a$ is equal to the true state $t$. However, in problems with uncertain solutions a single set of values that represent the true state is never known, so it is necessary to find an optimal answer by maximising the utility on average across possible true states. This formulation leads to an analytical expression for the optimal answer:

$$a^* = \mathbb{E}[T(m|f(m), C)|d_{obs}, E_d]$$

$$= \sum_{f(m), C} \int_{m} T(m|f(m), C)p(m, f(m), C|d_{obs}, E_d) \, dm$$

$$= \int_{m} T(m)p(m|d_{obs}) \, dm$$

(15)
where $f(m)$ is the forward function that relates the model space and data space and $C$ represents any particular choice of mathematical or computational algorithms used to solve the forward, inverse, and design problems. X. Zhao et al. (2022) showed that relying solely on the results from one single algorithm can lead to biased interrogations. Therefore, they combined different such algorithms to mitigate bias in the optimal answer. In this work we simplify the analysis by considering a single forward function, a single choice of algorithms to find the solution, and a fixed experimental design. This simplification allows us to omit $f(m)$, $C$ and $E_d$ in the subsequent derivation, but it is easy to extend our conclusions to the cases involving multiple forward functions, computational algorithms, and experimental designs if desired. The third line of Equation 15 states that the optimal answer corresponds to the posterior expectation of the target function, and different forms for this expression result from different choices of utility function in equation 14 (Arnold & Curtis, 2018).

In previous works (X. Zhao et al., 2022; X. Zhang & Curtis, 2022), the target function was assumed to be deterministic, meaning that the target value was uniquely determined given a model sample $m$. Consequently, uncertainty in the answer was attributed solely to uncertainty in the inversion process. In reality, the definition of the target function often incorporates knowledge from a variety of experts, which introduces human biases and uncertainties (O'Hagan et al., 2006; Polson & Curtis, 2010; Bond et al., 2012). In an interrogation example below, we show that biased judgments from different individuals can lead to incorrect answers. To address the uncertainty in the final answer caused by the deterministic target function in order to mitigate bias, we use fully probabilistic target functions.

Define a random variable $\tau$ to represent different states of possible target function values, with an associated probability distribution function $p(\tau)$. This approach characterizes the nondeterministic behaviour of the target function and addresses the inherent uncertainty. The optimal answer, which calculates the posterior mean of the summarized state $\tau$, is given by

$$a^* = \mathbb{E}[\tau | \mathbf{d}_{\text{obs}}] = \int_{\mathbf{m}} \int_{\tau} \tau p(\tau, \mathbf{m} | \mathbf{d}_{\text{obs}}) \, d\mathbf{m} \, d\tau$$

$$= \int_{\mathbf{m}} \int_{\tau} \tau p(\tau | \mathbf{m}, \mathbf{d}_{\text{obs}}) p(\mathbf{m} | \mathbf{d}_{\text{obs}}) \, d\mathbf{m} \, d\tau$$

$$= \int_{\mathbf{m}} \int_{\tau} \tau p(\tau | \mathbf{m}) d\tau p(\mathbf{m} | \mathbf{d}_{\text{obs}}) \, d\mathbf{m}$$

Equation 16
In the first line, we extend the deterministic target function from equation 15 to a probabilistic formulation using the law of total probability $p(x) = \int y p(x, y) dy$. Following Siahkoohi et al. (2022), we assume that the target function value $\tau$ and the observed data $d_{\text{obs}}$ are conditional independent given the model parameter $m$, when using interrogation theory to solve a decision problem that maps specific information from the inversion results. This assumption leads to the third line in equation 16. The inner integral $E[\tau|m] := \int \tau p(\tau|m)d\tau$ captures uncertainty in the target function value which represents the uncertainty in the interrogation process, while the outer integral accounts for uncertainty in the inversion process. Note that the above conditional independence assumption does not hold when solving a design problem using interrogation theory, as the optimal answer, which is the best design in this context, depends on the different datasets that would be observed given any considered design (Arnold & Curtis, 2018; Strutz & Curtis, 2023).

To summarise, equation 16 can be viewed as a more general version of the original interrogation framework, achieved by considering a random variable $\tau$ with a probability distribution function $p(\tau)$ which allows for the incorporation of uncertainty in the target function. When $p(\tau)$ is defined as a Dirac delta function, denoted by $p(\tau) = \delta(\tau = T)(\tau)$, where $T$ represents the deterministic target function in equation 15, equation 16 reduces to equation 15. Thus, equation 16 encompasses the original framework as a special case when the target function is deterministic.

Monte Carlo integration can be used to evaluate equation 16. First, we draw random model samples from the posterior distribution $p(m|d_{\text{obs}})$. Given each posterior sample, we generate an ensemble of possible target function values from $p(\tau|m)$. By combining these target values, the posterior distribution of the answer $a$ can be obtained, and the optimal answer $a^*$ to the question $Q$ is the expectation of this distribution.

In the previous sections we showed that BVI provides an analytic expression of the posterior distribution. Directly incorporating this analytic result into equations above using either the deterministic or probabilistic target function is unfortunately non-trivial because the definition of the target function often contains some conceptual process which is easier to evaluate using posterior samples and is difficult to formulate as an explicit expression. In an interrogation example provided below, the calculation of the target function requires the largest continuous body within a velocity model to be found, which is...
not straightforward to perform using the analytic posterior expression. To address this, we propose an implicit approach. In the BVI framework the posterior distribution is approximated in the Real (unconstrained) space as a mixture of Gaussian distributions, and significant information is captured by the mean vectors $\mu_i$ of the set of components. We transform these mean vectors $\mu_i$ back to the constrained space using equation (13) after which the transformed vectors $m_i$ can be treated as a set of representative samples, weighted by the coefficient $w_i$ corresponding to each Gaussian component in BVI. We use these samples to partly represent the full posterior pdf, and the optimal answer in equations (15) and (16) can be approximated as

$$a^* = \int_T \int_T T(m)p(m|d_{obs}) \, dm \approx \sum_i w_i T(m_i)$$

for the deterministic case, and

$$a^* = \int_T \int_T \tau p(\tau|m) \, d\tau p(m|d_{obs}) \, dm$$

$$\approx \sum_i w_i \int_T \tau p(\tau|m_i) \, d\tau = \sum_i w_i E[\tau|m_i]$$

for the probabilistic case. Since only tens of components are used in BVI to approximate the posterior distribution, the target function is calculated using the same number of samples from BVI. This computational simplicity is particularly important when the target function itself is computationally expensive to evaluate, especially in the case of interrogation using probabilistic target function, and as we show below, equations 17 and 18 can still enable accurate interrogation.

4 Travel Time Tomography

Seismic travel time tomography is a typical non-linear geophysical inverse problem used to image the Earth’s interior. The underground seismic velocity structure is mapped using measured first-arrival travel times of waves travelling between source and receiver locations. In this section, we present two tomographic examples to demonstrate the performance of BVI.

4.1 Synthetic Example

The first example is a 2D synthetic test. Figure 2 shows the true velocity model, which consists of a circular low velocity anomaly of 1 km/s surrounded by a high velocity background of 2 km/s. White triangles show the locations of 16 receivers, and assum-
Figure 2. True velocity model of the 2D synthetic test. A low velocity circular anomaly with velocity 1 km/s is embedded within a background velocity of 2 km/s. White triangles show locations of 16 receivers (and sources), and travel times between each pair of locations form the observed data set in this example.
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Figure 2. True velocity model of the 2D synthetic test. A low velocity circular anomaly with velocity 1 km/s is embedded within a background velocity of 2 km/s. White triangles show locations of 16 receivers (and sources), and travel times between each pair of locations form the observed data set in this example.
by which point the statistics of the posterior pdf show no substantial change with each iteration, as shown in Figure 3.

Figures 3a and 3b show the mean and standard deviation maps of the posterior distribution obtained using BVI with different Gaussian components. All of these maps are calculated analytically from BVI solution without drawing any posterior samples, using equation 13. Within the receiver array, the mean models effectively recover the circular low velocity anomaly and are similar to the true velocity model shown in Figure 2, even with only 1 component, which corresponds to mean field ADVI as discussed previously. However, as expected the uncertainty map obtained using one component significantly underestimates uncertainties. As we introduce more components, the posterior uncertainties increase. The mean and standard deviation maps essentially converge such that no significant changes are observed after adding 6 – 7 components. We observe two higher uncertainty loops in the uncertainty maps: inner one is located at the boundary of the low velocity anomaly and arises from variations in anomaly shapes and velocity values among the plausible models that fit the observed data, and the other loop corresponds to the lower average velocity loop between the receiver array and the central anomaly, potentially because the observed data exhibits lower sensitivity in this region, as observed in previous studies (Galetti et al., 2015; X. Zhang & Curtis, 2020a; X. Zhao et al., 2021).

Metropolis-Hastings Markov chain Monte Carlo (MH-McMC) was also run to estimate the solution for comparison. We ran 12 chains in parallel, each drawing 1 million samples to ensure convergence. After sampling, we discard the first 500,000 samples as the burn-in period, and retain every 50th sample from the remaining samples to approximate samples of the posterior distribution. This result serves as a reference solution for this tomographic problem. Figure 4 shows the mean and standard deviation maps obtained using MH-McMC. We find that the mean models obtained from BVI and MH-McMC show similar results, and the uncertainty maps from both methods exhibit similar loop-like higher uncertainty structures. However, the uncertainties from BVI are slightly lower than those from MH-MCMC, indicating that BVI still underestimates the true uncertainty to some extent. Nevertheless, since BVI yields results comparable to MH-MCMC (which is often assumed to provide the true solution), we conclude that BVI provides an approximately correct and, more importantly, fully analytic result. Furthermore, it significantly improves upon the results obtained using mean field ADVI.
Figure 3. (a) Mean and (b) standard deviation maps of the posterior distribution obtained using BVI with different number of Gaussian components denoted in the title of each subfigure. White triangles show the 16 receiver locations and black crosses denote three specific locations whose marginal distributions are compared in Figure 5.

Figure 4. (a) Mean and (b) standard deviation maps obtained using MH-McMC. This result serves as the reference solution for this Bayesian tomographic problem.
In Figures 5a – 5c, we compare the marginal distributions of three representative points at (0, 0) km, (1.8, 0) km and (3.0, 0) km. These locations are denoted by black crosses in Figures 3 and 4. The first point lies within the low velocity anomaly, the second point is at the edge of the anomaly where the inner higher uncertainty loop is observed, and the last point is in the outer higher uncertainty loop. In each figure, the grey histogram shows the marginal distribution obtained using MH-McMC for reference, and dashed yellow line shows the Uniform prior pdf. For BVI, we can calculate the analytic marginal pdfs for these three points without drawing any samples. Results using 1 BVI component (mean field ADVI), 4 components, 7 components, and 10 components are depicted by blue, dashed green, dashed black, and red lines, respectively. It is evident that mean field ADVI underestimates the posterior uncertainties, particularly in Figures 5b and 5c. However, as we add more components to the mixture, the marginal pdfs become increasingly similar to those obtained from MH-McMC, especially for the third point in Figure 5c, where the red line perfectly matches the grey histogram. In Figure 5b the results obtained using BVI and McMC are a little different. While we treat the result from McMC as a reference solution for this non-linear problem, we never know the true solution because it is likely that the Monte Carlo solution has not converged in a problem of this dimensionality. Therefore, it is difficult to conclude which one of these two results is better. Nevertheless, we still observe that each new component corrects some of the residual from the previous distributions in the ensemble, apparently boosting the accuracy of the current variational distribution (hence the name, “boosting variational inference”).

Figures 3 and 5 show that the results achieve a reasonable approximation to the true posterior distribution using only 7 components. Unfortunately, in real problems we do not have access to the true posterior distribution, and running a McMC test for high-dimensional problems is often infeasible. Consequently, it becomes challenging to decide when to stop adding more components. A viable approach is to monitor the convergence of the KL-divergence: after each BVI iteration, we estimate \( \text{KL}[q^t(m)||p(m|d_{obs})] \) by drawing samples from the mixture distribution \( q^t(m) \), and stop the BVI algorithm once \( \text{KL}[q^t(m)||p(m|d_{obs})] \) ceases to decrease. However, accurately estimating the KL-divergence for high-dimensional problems is hindered by the curse of dimensionality. In this example, we therefore compared statistical properties that can be estimated more stably such as the mean, standard deviation, and marginal pdf of the current mixture distribution with those obtained.
Figure 5. Marginal posterior distributions of velocity at three points located at (a) (0, 0) km, (b) (1.8, 0) km and (c) (3.0, 0) km, marked by three black crosses in Figures 3 and 4. In each figure, the grey histogram shows the marginal distribution obtained using MH-McMC, and dashed yellow line shows the prior distribution. Blue, dashed green, dashed black, and red lines show marginal distributions obtained using BVI with 1 component (corresponding to mean field ADVI), 4, 7 and 10 components, respectively.

from previous iterations. If no significant changes are observed, we assume that BVI has converged and refrain from adding more components.

4.2 Field Data Test

In a more complicated field data example we applied BVI to Love wave tomography of the British Isles. The British Isles have been extensively studied and well understood using ambient noise tomography with different inversion methods, including linearised inversion (Nicolson et al., 2012, 2014), rj-McMC (Galetti et al., 2017) and variational inference (X. Zhao et al., 2021, 2022). Therefore, this is a suitable real-data test case to evaluate the performance of the proposed method and analyse the results by comparison. We use part of the dataset created by Galetti et al. (2017): ambient noise data recorded by 61 seismometers located around the British Isles, as indicated by red triangles in Figure 6. The data were collected during three periods: 2001–2003, 2006–2007, and in 2010. The two horizontal components of the data were cross-correlated to compute Love waves between pairs of receiver stations. Subsequently, the first arrival travel times of group velocity were estimated at different periods ranging from 4 s to 15 s. Detailed information regarding the station network and data processing procedures can be
Figure 6. The location of 61 seismometers (red triangles) around the British Isles. The receiver stations are also treated as virtual sources for ambient noise interferometry to estimate inter-receiver first arrival travel times, which are used as the observed data in this test.

found in Galetti et al. (2017). For this test, we use the travel time measurements of Love waves at period of 10 s.

We parametrise the target region in Figure 6 into $37 \times 40$ regular grid cells with a spacing of 0.33° in both longitude and latitude directions. For each grid cell, we define a Uniform prior distribution ranging from 1.56 to 4.84 km/s: the average value of the Uniform distribution is obtained by measuring the average velocity across all valid ray paths by assuming a homogeneous medium, and the upper and lower bounds are chosen to exceed the range of velocities observed on the dispersion curves. The likelihood function is chosen to be a Gaussian distribution, and the travel time uncertainty for each inter-receiver path is estimated from the standard deviation of the estimated travel time of the corresponding station pair constructed by stacking randomly selected subsets of daily cross-correlations (Galetti et al., 2017).

Given this problem’s higher dimensionality (1480) and non-linearity (due to higher noise and irregular data distribution) compared to the 2D synthetic test, BVI requires more components to converge to a reasonable approximation of the true posterior dis-
tribution. However, the greedy algorithm described in previous sections is time-consuming and does not fully use the computational power of modern compute clusters. To address this, we propose an efficient implementation of BVI by running multiple independent runs in parallel, similar to MCMC methods that often run independent chains in parallel. In this implementation, we start each independent BVI run from the second component, as the first component (corresponding to ADVI) has been shown to provide a stable (though inaccurate) result (Kucukelbir et al., 2017; X. Zhang & Curtis, 2020a). Each independent BVI run is initialised randomly and optimised separately, and after optimisation, the mixture distributions obtained from all runs are averaged to obtain the final approximation to the posterior distribution. This parallelisation approach allows BVI to take advantage of parallel computing capabilities while still providing analytic results.

We apply BVI and MH-McMC to this tomography problem for comparison. We run 4 independent BVI tests in parallel, and for each test, we sequentially add 5 components until the posterior distribution stops changing significantly. This results in a total of 20 Gaussian distributions used to model the posterior distribution. Again, we use a diagonal Gaussian distribution as the mixture component. Each component is updated for 5000 iterations with 2 samples used at each iteration. The weight coefficients for the mixture components are calculated using equation 10. After optimisation, we average the distributions obtained from the 4 runs to obtain the final results. To obtain results using MH-McMC, we run 10 Markov chains in parallel. Each chain consists of 1.5 million samples, with the first 1 million samples discarded as burn-in. We discard a large number of samples in the hope that the remaining samples are reasonably well distributed according to the posterior distribution. After the burn-in period every 100th sample is retained to approximate an ensemble of posterior samples.

Figures 7b and 7c show the average velocity (top row) and standard deviation (bottom row) maps of the Love wave tomography results obtained using BVI and MH-McMC. We also display the results obtained using mean field ADVI, which corresponds to the first component obtained from BVI, as shown in Figure 7a. The average velocity maps from the three methods exhibit similar features that are consistent with the known geology of the British Isles. For example, we observe a high velocity anomaly in the Scottish Highlands ($6^\circ W - 4^\circ W$ and $57^\circ N - 59^\circ N$), reflecting the crystalline metamorphic origin of the rocks in that region. A low velocity structure is observed in the area between $5^\circ W - 3^\circ W$ and $53^\circ N - 55^\circ N$, which corresponds to the East Irish Sea sedimen-
tary basins. Several low velocity anomalies are also observed around the Midland Platform in southern England (3°W – 1°E and 50°N – 52°N), corresponding to various sedimentary basins such as the Cheshire Basin, the Anglian-London Basin, and the Wessex Basin.

The uncertainty models obtained from BVI and MH-McMC present similar patterns. For instance, lower uncertainties are observed in regions with densely placed receiver arrays such as across the Highlands and southern England. A higher uncertainty loop is observed around the East Irish Sea (4°W and 54°N) since a wide variety of different anomaly shapes and velocity values fit the observed travel time data, which is consistent with the findings from previous studies (Galetti et al., 2017; X. Zhao et al., 2021).

The results obtained from BVI and MH-McMC are similar to those from other variational methods: normalising flows and Stein variational gradient descent (SVGD) in X. Zhao et al. (2021). However, there are some small differences in the structures observed in Figures 7b and 7c compared to those obtained from rj-McMC in Galetti et al. (2017), which can be attributed to the different parametrisations used in that work (Voronoi cells versus regular cells). In the rj-McMC study (Galetti et al., 2017), 16 chains and 3 million samples per chain were used to ensure convergence. In this test, 10 chains and 1.5 million samples were used for MH-McMC. The presence of some non-smooth structures in Figure 7c compared to the smooth structures in the synthetic test (Figure 4) suggests that the chains may not have fully converged even after 1.5 million samples, and that 10 chains might not be sufficient to explore all possible parameter subspaces that fit the data. In X. Zhao et al. (2021), full rank ADVI was also applied to this problem. However, both full rank ADVI in that work and mean filed ADVI here, exhibit strong biases in the uncertainty results, with lower uncertainty than the McMC results observed everywhere inside the receiver array. In conclusion, since similar solutions have been obtained by multiple different methods, it can be assumed that BVI is capable of providing a reasonable estimate of the posterior distribution with an analytic expression, while also improving performance compared to mean field ADVI.

Table 1 compares the computational costs associated with several different methods, measured in terms of the required number of forward evaluations, since forward simulation is the most expensive part in each inversion. The computational costs of full rank ADVI, normalising flows and SVGD are obtained from X. Zhao et al. (2021), while the
Figure 7. Mean (top row) and standard deviation (bottom row) maps of the Love wave tomography results of the British Isles using (a) mean field ADVI, (b) BVI, and (c) MH-McMC. White triangles show the locations of the receivers used in this example.
cost of rj-McMC is obtained from Galetti et al. (2017). For BVI, four parallel tests with
five components are run, each updated for 5000 iterations with two samples per itera-
tion. However, since the first component (mean field ADVI) is very stable, it only needs
to be trained once, resulting in a total of 170,000 forward evaluations for BVI and 10,000
for mean field ADVI. MH-McMC consists of 10 chains with 1.5 million samples each, re-
resulting in a total of 15 million samples. It should be noted that the comparison depends
on subjectively detecting the convergence of each method and may not reflect the min-
imum possible computational cost. X. Zhao et al. (2021) showed that the same MH-McMC
with 2 million samples only provides a few of the main features in the mean velocity model
and hardly provides any useful information in the standard deviation map. This removes
the possibility that our subjective assessment of when the Monte Carlo method had con-
germed led to the large number of samples attributed to the method above, and justi-
ifies that the number of samples used for MH-McMC is reasonable. It is also true that
significantly more efficient Monte Carlo methods may exist for this problem. Neverthe-
less, the significantly different numbers in Table 1 provide valuable insights into the amount
of computation that we and other authors judged necessary to approach convergence for
each method. Both mean field ADVI and full rank ADVI have the lowest computational
costs, but they also provide biased results. Normalising flows are slightly more efficient
than BVI, but they require a sophisticated design of flow structures and often rely on
neural networks (Dinh et al., 2015, 2017; Kingma et al., 2016; Papamakarios et al., 2017;
Durkan et al., 2019), which can be challenging or even impossible to train for high-dimensional
problems such as full waveform inversion. BVI has a simpler structure, and each com-
ponent is optimised sequentially, making it more attractive for large scale datasets with
higher dimensionality in real applications. SVGD is the most expensive variational method,
but it still offers a significant reduction in cost compared to these two Monte Carlo meth-
ods. The huge numbers of samples used in the latter methods indicate a significant ef-
ficiency improvement offered by variational inference for solving large scale and high di-
mensional inverse problems.

5 Full Waveform Inversion

5.1 Bayesian FWI Implementation

Seismic full waveform inversion (FWI) is a powerful technique to image subsurface
structures using full waveform information in seismic data (Tarantola, 1984; Tromp et
Table 1. Number of forward evaluations required for different methods to provide the Love wave tomography results across the British Isles. The results for full rank ADVI, normalising flows and SVGD are from X. Zhao et al. (2021), while the result for rj-McMC is from Galetti et al. (2017).

<table>
<thead>
<tr>
<th>Method</th>
<th>Forward Evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean field ADVI</td>
<td>10,000</td>
</tr>
<tr>
<td>Full rank ADVI</td>
<td>10,000</td>
</tr>
<tr>
<td>Normalizing Flows</td>
<td>100,000</td>
</tr>
<tr>
<td>BVI</td>
<td>170,000</td>
</tr>
<tr>
<td>SVGD</td>
<td>600,000</td>
</tr>
<tr>
<td>MH-McMC</td>
<td>15,000,000</td>
</tr>
<tr>
<td>RJ-McMC</td>
<td>48,000,000</td>
</tr>
</tbody>
</table>

FWI problems typically have high dimensionality, and the forward modelling step, in which synthetic seismic waveforms are computed for a given velocity model, is usually expensive. To address these challenges, several efficient Monte Carlo methods have been applied to FWI (Qin et al., 2016; A. Ray et al., 2016; Visser et al., 2019; P. Guo et al., 2020; Gebraad et al., 2020; Z. Zhao & Sen, 2021; Biswas & Sen, 2022; de Lima et al., 2023). Alternatively, in recent years variational methods have also been introduced to address the computational challenges of Bayesian FWI (X. Zhang & Curtis, 2021a; Wang et al., 2023; X. Zhang et al., 2023; Lomas et al., 2023). However, none of these methods provide an accurate and analytic approximation to the posterior probability distribution. In this section, we apply the BVI method to Bayesian FWI, to test its ability to provide analytic results efficiently.

We demonstrate the preceding BVI algorithm using a 2D acoustic FWI example. The true velocity model is a truncated Marmousi model (Martin et al., 2006), as shown in Figure 8a. The density is assumed to be constant. The velocity field is discretized us-
ing 110 × 250 square grid cells with side length 20 m. Twelve sources are placed along
the surface at 400 m intervals (shown by red stars in Figure 8a), and 250 receivers are
placed along the seabed at a depth of 200 m (white line in Figure 8a). The observed wave-
form data are obtained by solving the 2D acoustic wave equation using the finite differ-
ence method, and the total simulation time is 4 s with a sample interval of 2 ms. The
source is a Ricker wavelet with a dominant frequency of 5 Hz. Figure 8c shows this wave-
form dataset.

For inversion, we use a Uniform prior distribution for the velocity model at each
depth, with lower and upper bounds shown in Figure 8b. Velocity in the water layer is
fixed at the true value during inversion. Therefore, there are 25,000 free parameters to
be inverted, corresponding to the subsurface velocity model. We use the finite difference
method to solve the forward function, and the adjoint-state method to calculate the data-
model gradient (Fichtner et al., 2006; Plessix, 2006). The likelihood function is chosen
to be a diagonal Gaussian function with a constant data error of 0.05 for each data point.

In this test, we compare BVI with 3 different variational methods: mean field ADVI,
Stein variational gradient descent (SVGD) and stochastic SVGD (sSVGD). Stochastic
SVGD is an extension of SVGD that incorporates a noise term to enhance the efficiency
and accuracy of SVGD for large-scale inference problems (Gallego & Insua, 2018). It ef-
ffectively converts the variational SVGD method to a Markov chain, showing that the di-
vide between these methodological approaches can be bridged. SSVGD has recently been
applied to a 3D FWI problem (X. Zhang et al., 2023). For mean field ADVI we use a
diagonal Gaussian distribution to model the posterior distribution in the unconstrained
space (Kucukelbir et al., 2017). A total of 50,000 hyper-parameters (means and variances
in each cell) are updated for 10,000 iterations, and 5 samples per iteration are used. For
SVGD, we randomly select 600 samples from the prior distribution and update them for
600 iterations. Once convergence is achieved, these samples are used to approximate statis-
tics of the posterior distribution. For sSVGD, the algorithm starts with 24 random sam-
pies drawn from the prior distribution. These samples are then updated for 10,000 it-
erations, with the first 5,000 iterations discarded as the burn-in period. In this algorithm
every sample value evaluated can be retained post burn-in, so all remaining samples are
used to approximate the posterior distribution. For BVI, four parallel runs are performed,
and each run contains six diagonal Gaussian distributions. This results in a total of 24
Figure 8. (a) The true Marmousi P wave velocity model with source locations indicated by red stars and receiver line marked by white line. Three dashed black lines display the locations of three well logs discussed in the main text. (b) Upper and lower bounds for the Uniform prior probability distribution for P wave velocity at each depth. (c) Twelve common shot gathers used as the observed data in this test.
Gaussian components used to approximate the posterior distribution. Each component is updated for 5,000 iterations, and two samples per iteration are used.

Figures 9a – 9d display the inversion results obtained using the aforementioned methods. The first two rows show the mean and standard deviation maps of the posterior distribution, while the third row displays the relative error, which is calculated by dividing the absolute error between the true and mean models by the standard deviation model. The mean velocity models from the 4 methods exhibit a similar pattern and generally resemble the true model. For example, within the white box in Figure 8a, we observe a low velocity structure in the true and mean velocity models. However, all four mean velocity maps fail to capture some of the fine-scale structures present in the true model. This can be attributed to the low dominant frequency used in this test (5 Hz). Among the four methods, the mean velocities obtained using mean field ADVI and SVGD appear smoother compared to those obtained using BVI and sSVGD. This observation is consistent with the results obtained in the previous example of 2D synthetic travel time tomography, where the posterior distribution obtained using MH-McMC (Figure 4) is smoother than that obtained using BVI (Figure 3). In the case of BVI, since we use a diagonal Gaussian distribution as the component distribution, each model parameter is updated independently. Every new component is initialised randomly to enhance the current posterior pdf by boosting it on either the lower or higher velocity end, and is optimised to approximate the posterior distribution within a local region in the parameter space, introducing a degree of variation between iterations. Hence, the results obtained from BVI exhibit less smoothness, despite the fact that results obtained from its first component (ADVI) are smooth. As for sSVGD, the introduction of a noise term during each iteration perturbs the samples, leading to increased randomness (X. Zhang et al., 2023). The result may therefore become smoother as a larger number of samples and iterations are used.

The standard deviation obtained using mean field ADVI significantly differs from the other three results and tends to be underestimated. Moreover, a majority of the relative errors are larger than 3, indicating inaccuracy of the results. However, the uncertainty map still exhibits similar geometrical structures compared to the mean and true velocity models. Therefore, we consider ADVI to be an efficient method that provides a fairly accurate mean model but biased uncertainties due to its restrictive theoretical assumptions (X. Zhang & Curtis, 2020a; X. Zhao et al., 2021). Similarly to the mean
 velocities, SVGD yields a smoother standard deviation map compared to BVI and sSVGD. In other aspects, the results obtained using these three methods are similar, with errors distributed around two standard deviations. For example, we observe lower uncertainties and higher relative errors at locations with higher velocity anomalies (such as the higher velocity layer at a depth of 1.3 km depth and a distance between 0 – 2 km). Additionally, higher uncertainties are observed at layer boundaries, which is consistent with our observations in the two travel time tomography examples and correspond to uncertainty loops in previous studies (Galetti et al., 2015), especially in the shallower subsurface where data exhibits higher sensitivity. However, the uncertainty values obtained using BVI are slightly smaller compared to the other two methods. We attribute this to two main factors. First, the use of a diagonal Gaussian distribution in BVI tends to underestimate the uncertainty information compared to a Gaussian distribution with a full covariance matrix (Kucukelbir et al., 2017). This underestimation of posterior uncertainties is also evident in Figures 3 and 4. On the other hand, SVGD and sSVGD employ a repulsive force between different samples (Liu & Wang, 2016; Gallego & Insua, 2018): this pushes samples away from each other such that they can explore different parameter subspaces (while still approximating the posterior pdf with sample density). In cases where samples are sparsely distributed within the parameter space, as is the case in this test with 600 samples for SVGD and 24 samples for sSVGD, the repulsive force might push samples towards the corners of parameter hyperspace to maximise the objective.
function. This leads to the results in Figures 9c and 9d with higher uncertainties. A similar phenomenon was observed in Love wave tomography using SVGD (X. Zhao et al., 2021). Given the absence of a true solution to this Bayesian FWI problem, it is challenging to determine which method provides a more accurate result. Nevertheless, obtaining similar results using three methods based on two different theoretical frameworks lends credibility to these findings.

For better comparison, Figures 10a – 10d display the marginal pdfs obtained using ADVI, BVI, SVGD and sSVGD, respectively, along three vertical profiles marked by dashed black lines in Figure 8a. Each row shows the marginal distributions along one profile using the four methods. Red lines show the true velocity profiles and black lines show the mean velocity profiles obtained using each method. Similarly to the mean and standard deviation maps in Figure 9, ADVI provides accurate mean velocity profiles but underestimates posterior uncertainties, as evidenced by the narrower marginal pdfs compared to the other three methods. As discussed in the Methodology section, BVI boosts the results obtained from ADVI by using multiple Gaussian components to approximate the posterior distribution. This effect can be observed when comparing Figures 10a and 10b: BVI explores the parameter space that was not adequately represented by ADVI, resulting in wider (and potentially more accurate) marginal distributions. This is particularly noticeable at a depth of 1.2 km within the two white rectangular boxes in the second row in Figures 10a and 10b, where the true velocity value exceeds the prior upper bound (deliberately, to check performance in anomalous cases in which prior distributions are mis-specified). The posterior pdf obtained using BVI is concentrated closer to the upper bound of the prior distribution compared to ADVI. The marginal pdfs obtained using BVI and sSVGD are highly similar and slightly different from those obtained using SVGD. The results from SVGD are sparser (due to limited number of samples) and smoother. In the shallower part of the second row of Figure 10c (indicated by red arrow), the higher probability region of the posterior pdf from SVGD is located close to the prior bound and deviates from the true value. This might be caused by either the limited number of samples or the relatively large step size used in SVGD, which pushes samples towards the boundary of the parameter space by the repulsive force. At a depth of 1.7 km in the third row of Figure 10c (indicated by white arrow), the mean velocity value deviates from the true value since SVGD fails to provide a sufficiently high resolution result to recover this high velocity anomaly compared to BVI and sSVGD. Ad-
ditionally, as indicated by three dashed white boxes in the second row, the posterior dis-

tributions from SVGD and sSVGD cover a larger parameter space than that from BVI,
especially around the high velocity region. Consequently, we observe higher standard de-

viation values in Figures 9c and 9d compared to Figure 9b. However, in this region, the

mean velocity model obtained using BVI is more similar to the true model, which might

indicate higher accuracy compared to both SVGD and sSVGD. This demonstrates that

higher uncertainties provided by SVGD and sSVGD might be less convincing due to ef-
effects of the the repulsive force, as previously discussed and observed in X. Zhao et al.

(2021).

Finally, we compare the computational cost of the four methods in Table 2. In FWI,
the forward simulation and data-model gradient calculation are much more expensive
compared to those in travel time tomography. Therefore, the number of gradient eval-
uations provides a fair comparison. For mean field ADVI the model is updated for 10,000
iterations using 5 samples per iteration, resulting in 50,000 evaluations. In the case of
BVI, we run 4 parallel tests, each containing 6 Gaussian components. However, we do
not need to optimise the first component 4 times, thus a total of 21 Gaussian distribu-
tions are used. For each component, we use 5000 iterations and 2 samples per iteration.
Therefore, BVI requires 210,000 gradient simulations. It is worth noting that the num-
ber of simulations used to optimise each component for BVI is smaller than that for ADVI,
even though they have the same hyper-parameters (mean and standard deviation for a
diagonal Gaussian distribution). This is because in BVI we do not require full conver-
dence of each component. As long as new components fill some of the gap (residual) be-
tween the current mixture distribution and the true posterior distribution, this improves
the current result. By adding more components, BVI gradually improves the posterior
approximation. For sSVGD and SVGD, they require 240,000 and 360,000 gradient eval-
uations, respectively. Overall, ADVI is the cheapest method, but it produces biased re-

sults. BVI requires more computations to improve the biased results from ADVI, and
is slightly more efficient than sSVGD. More importantly, BVI provides an analytic so-
lution to the posterior distribution, while sSVGD only provides posterior samples. SVGD
is the most expensive method, and it only provides 600 samples, which is far from suf-
ficient to approximate such a high dimensional (25,000) space in this test.
Figure 10. Marginal posterior distributions along vertical profiles at three locations (represented by black dashed lines in Figure 8a) obtained using (a) mean field ADVI, (b) BVI, (c) SVGD and (d) sSVGD, respectively. Each row displays the marginal distribution along one profile. In each figure, two white lines show the prior bounds at each depth, the black line shows the mean velocity model, and the red line shows the true velocity model.
Table 2. Number of forward and gradient evaluations for mean field ADVI, BVI, SVGD and sSVGD applied to the 2D FWI test. The values represent an indication of the computational cost of each method, as the evaluation of data-model gradients is the most computationally expensive part of this test.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Gradient Evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADVI</td>
<td>50,000</td>
</tr>
<tr>
<td>BVI</td>
<td>210,000</td>
</tr>
<tr>
<td>SVGD</td>
<td>360,000</td>
</tr>
<tr>
<td>sSVGD</td>
<td>240,000</td>
</tr>
</tbody>
</table>

5.2 Interrogating FWI Results

We demonstrate the interrogation theory in section 2.4 by using the FWI results to answer a specific question: what is the size of the low velocity volume within the white box in Figure 8a? Such inquiries are common in the geoscience community and are used, for example, to estimate the volume of a sedimentary basin or the size of a reservoir for oil and gas exploration and for CO$_2$ storage (Fletcher & Ponnambalam, 1996; Burshtein, 2006; Romdhane & Querendez, 2014; X. Zhao et al., 2022; X. Zhang & Curtis, 2022).

We therefore refer to the low velocity volume as a reservoir hereafter. Figures 11a and 11b show the posterior mean and standard deviation maps inside the white box, obtained using BVI.

Previously, volume-related questions were answered using interrogation theory with a deterministic target function in X. Zhao et al. (2022) and X. Zhang and Curtis (2022). Here we provide a brief overview of the procedure. We first introduce a mask to restrict the region used to calculate the low velocity anomalies, as illustrated by the dashed black box in Figures 11a and 11b. Other low velocity bodies outside of this mask are assumed to be unrelated to the anomaly of interest and are ignored during the interrogation process. Considering a reservoir should be a continuous geological body in space, we define the target function to be the area of the largest continuous low velocity body inside the mask. To evaluate this function, we need to distinguish between low velocity and high velocity cells, which can be accomplished by introducing a threshold value: cells with
velocity values below the threshold are classified as low velocity, others are classified as
not low velocity.

We use the same data-driven method as X. Zhao et al. (2022) to calculate the thresh-
old value with minimal bias. First, we select a set of points from the inversion results
that are most likely to belong to the low velocity reservoir since they have low mean ve-
locity values and low standard deviation values (indicated by white stars in Figures 11a
and 11b), and another set of points likely to be outside of the reservoir (represented by
black crosses in Figures 11a and 11b). Then we calculate the average marginal cumu-
lative density function (cdf) of the low velocity white stars accumulating as velocity in-
creases, and of the high velocity black crosses accumulating as velocity decreases. The
intersection point of these cdfs is the threshold value that discriminates low from high
velocities with minimal bias according to the prior information provided by the locations
of white stars and black crosses. The corresponding threshold value is illustrated by the
blue line in Figure 11c. Given this value we can classify each cell as either a low or high
velocity cell, find the largest continuous low velocity body inside the mask, and calcu-
late its size which is the target function value. Figure 12d shows the posterior distribu-
tion of the target function (reservoir size) obtained using this threshold value. Accord-
ing to equation 15, the optimal answer is the mean of the target function values from
all posterior samples, and is denoted by dashed black line in Figure 12d. For compar-
ison, the true size is denoted by red line in Figure 12d.

The above method calculates the threshold value and the target function determi-
istically. As stated in section 2.4, this does not consider the uncertainty introduced by
human bias, which may result in different sets of low and high velocity cells being se-
lected by different experts, thus different threshold values and different target functions,
potentially biasing reservoir size estimates. We therefore also apply interrogation with
a probabilistic target function, which is defined by a probabilistic threshold value in this
example. We implement this by randomly selecting a subset of the grid cells from each
of the low and high velocity cells in Figures 11a and 11b. This random selection simu-
lates possible variation in the selection by different experts. We also consider other cells
situated on the boundaries of the low velocity body, as indicated by red dots in Figures
11a and 11b which in fact contain valuable information about reservoir shape and ve-
locity values (Galetti et al., 2015), and incorporate the information provided by these
cells to calculate the probabilistic threshold value. To do that, we randomly select a sub-
Figure 11. (a) Mean and (b) standard deviation maps of the posterior distribution obtained using BVI within the white box in Figure 8a. Black dashed box shows the mask inside which we calculate the area of the largest continuous low velocity body, which serves as the target function. White stars and black crosses denote cells that are most likely to be inside and outside the reservoir, respectively. Red dots denote cells predominantly located on the reservoir boundaries, where uncertainty remains regarding their classification as low or high velocities. (c) Threshold values to discriminate low and high velocities. Green histogram shows the probabilistic threshold value established in the main text. Blue line shows the deterministic threshold value obtained using the white stars and black crosses only, and purple line shows the maximum probability threshold value from the green histogram.

We perform interrogation using the green histogram in Figure 11c as the stochastic threshold value, which then defines the probabilistic target function. For each posterior model sample (velocity model obtained from BVI), we draw 100 random threshold values from the green histogram and calculate the size of the largest continuous low velocity body corresponding to each threshold value. The resulting distribution of 100 reservoir sizes values incorporates the uncertainty in the target function, so we repeat this process for each posterior model sample. Figure 12a shows the distribution of the target function values, and the optimal answer calculated using equation 16 is denoted...
Figure 12. Posterior distributions of the target function by interrogation with probabilistic target function obtained using (a) full BVI inversion results, (b) 24 representative samples from BVI components, and (c) 40 random samples from full BVI inversion results. Panels (d) and (e) show the posterior target functions obtained using deterministic target functions whose threshold values are represented by the blue and purple lines in Figure 11c. In each figure, the red line denotes the true answer to this question, and black dashed line denotes the optimal answer obtained using interrogation theory.

by the dashed black line. This represents the interrogation results (with the probabilistic target function) obtained using the full posterior distribution from BVI. We also construct a solution using only the representative samples obtained from BVI components to perform interrogation, and the posterior target function is displayed in Figure 12b. The optimal answer is calculated using equation 18 (black dashed line in Figure 12b). Since we only use the mean vectors of the Gaussian components to obtain those representative samples, without considering the corresponding covariance matrices, the uncertainty of the posterior target function might be underestimated. Nevertheless, this still provides an accurate optimal answer while significantly reducing the number of target function evaluations. Additionally, we randomly choose 40 posterior samples from the full BVI inversion result and conduct probabilistic interrogation on these: the resulting posterior histogram is displayed in Figure 12c. In comparison to Figure 12b, the optimal answer obtained from this set of 40 samples is notably inaccurate, whereas of the order of ten representative samples from BVI provide almost equal interrogation results to the full posterior solution. This proves the value of these representative samples.

To simulate the bias that may be introduced by using a deterministic target function for example one defined by a single expert, we choose the maximum probability value from the green histogram in Figure 11c as the threshold value (denoted by purple line in Figure 11c). This value falls within the high probability region and can be treated as a reasonable threshold value obtained from one expert. We perform interrogation using
this single threshold value, and the result is displayed in Figure 12e. The optimal an-
swer (black dashed line) shows a larger error and deviates more from the true answer
than any estimate other than that from 40 random samples of the model posterior dis-
tribution in Figure 12c.

Overall, the comparison of the five histograms in Figure 11 reveals that interroga-
tion using deterministic target functions may yield biased results due to the subjective
nature of human interpretation. This bias can be mitigated by using probabilistic tar-
get functions. Note that the optimal answer using the deterministic target function in
Figure 12d also provides an accurate result, and the posterior target function is similar
to that in Figure 12a. However, we usually do not know the true answer to our question
in real problems, and therefore have no means to prioritise the answer from one inter-
pretation over any other. Probabilistic interrogation considers the subjectivity from dif-
dferent experts, and provides a more convincing answer. The optimal answer obtained us-
ing representative samples from BVI components is accurate, which proves that these
samples capture a key portion of the uncertainty information in the inversion results. In
contrast, randomly selected posterior samples fail to adequately represent this uncertainty.
Therefore, subsequent uncertainty analysis tasks, especially those that are computa-
tionally intractable to perform for thousands of posterior samples (e.g., reservoir simulation),
could be more efficiently carried out using the representative samples obtained from BVI.

6 Discussion

In BVI, the variational distribution is built by a mixture of simpler component dis-
tributions that are added sequentially using a greedy algorithm. This differs from tra-
ditional approaches that jointly optimise weight coefficients and component distributions
in a mixture model. Such approaches are generally non-convex and challenging to im-
plement (Bishop, 2006; F. Guo et al., 2016). Additionally, deciding in advance the num-
ber of components to construct the mixture distribution is difficult. In our work, we use
an arbitrary number of Gaussian distributions as mixture components, adding compo-
nents until little further benefit is obtained, and the resulting approximation to the pos-
terior distribution can be represented analytically by equation 13.

Our synthetic travel time tomography examples illustrate how BVI progressively
enhances the accuracy of the posterior approximation, and provide a reliable criterion
for assessing the algorithm’s convergence. The application to a field dataset to perform
Love wave tomography of the British Isles provides convincing results that are consist-
tent with known geology and previous studies (Nicolson et al., 2012, 2014; Galetti et al.,
2017; X. Zhao et al., 2021). Having established the method’s credibility, we apply BVI
and three other methods to an FWI problem, namely mean field ADVI, SVGD and stochas-
tic SVGD (sSVGD). ADVI strongly underestimates the uncertainties, whereas the other
three methods independently offer similar, thus hopefully approximately correct results.

As stated by the No Free Lunch theorem (Wolpert & Macready, 1997), no method
is better than any other method when averaged across all problems, so there is no pos-
sibility to find a ‘best’ method in general. However, for a particular class of problems
it is possible to find better or worse suited algorithms from different points of view. In
all of our examples, ADVI yields biased uncertainty results, but provides an accurate mean
velocity map and is the most computationally efficient method. The first component of
BVI can be regarded as equivalent to ADVI, and so establishes an estimate of the mean.
BVI then introduces additional components to better approximate uncertainty in the true
posterior distribution, trading off with a higher computational cost.

Table 2 shows that BVI and sSVGD have similar computational costs. However, sSVGD provides higher uncertainties compared to BVI, as shown in Figures 9a and 9d. It is difficult to determine which method is more accurate since they employ fundamen-
tally different approaches to explore the parameter space and to avoid degenerating into
a single point mass at the maximum a posteriori (MAP) model. Specifically, sSVGD and
SVGD employ a repulsive force in their objective functions to push samples away from
each other (Liu & Wang, 2016; Gallego & Insua, 2018). BVI (as well as some other vari-
atational methods such as normalising flows and ADVI) maximises ELBO explicitly in its
objective function

\[
\text{ELBO}[q(m)] = \mathbb{E}_{q(m)}[\log p(d_{\text{obs}} | m)] - \text{KL}[q(m) || p(m)]
\]  

(19)

Therefore, maximising the ELBO involves maximising the expectation of the log-likelihood
and minimising the KL divergence between the variational distribution \(q(m)\) and the prior
distribution \(p(m)\). The latter encourages \(q(m)\) to explore the full prior space, rather than
being restricted to the vicinity of the MAP. Consequently, it increases the complexity
of the results (Blei et al., 2017; Wang et al., 2023). Additionally, using a sampling-based
method such as sSVGD makes it is easier to calculate higher-order statistical informa-
tion such as correlations between different parameters (X. Zhang et al., 2023), whereas
BVI, using diagonal Gaussian components as in this paper, struggles to capture such in-
formation. One possible improvement is to use Gaussian components with a full covari-
ance matrix, but this can be computationally cumbersome for high-dimensional prob-
lems such as FWI, as it requires $D(D+1)/2$ hyper-parameters for a D-dimensional co-
variance matrix. Considering that only a few pairs of variables may exhibit significant
posterior correlations (e.g., neighbouring cells), a feasible approach is to approximate the
full covariance matrix using a low-rank plus diagonal approach (Miller et al., 2017). Re-
gardless, BVI is parametric which allows as many samples as needed to be generated post
optimisation, whereas this is difficult for sampling based methods (SVGD and sSVGD).
More importantly, BVI provides an analytic representation of the posterior pdf, and all
inversion results presented in this paper are obtained using analytic calculations with-
out drawing any samples (except for the probabilistic interrogation example). On the
other hand, SVGD is the most expensive method, and it provides only a limited num-
ber (hundreds) of samples which may not be sufficient to represent key properties of the
posterior distribution.

Normalising flows are another variational method which can effectively model pos-
terior correlations between different parameters (Dinh et al., 2015, 2017; Kingma et al.,
2016; Papamakarios et al., 2017). The trend in the field of normalising flows is to develop
deeper and more complex flows to achieve greater flexibility. It has been demonstrated
that normalising flows outperform ADVI (X. Zhao et al., 2021), making them a promis-
ing choice for improving BVI. By using probability distributions modelled by normal-
izing flows as the component distributions in BVI, we might capture posterior correla-
tions and create a wider, rather than strictly deeper, model that enhances the capabil-
ities of existing normalising flows while reducing the complexity for designing flows struc-
tures, albeit at the expense of greedy optimisation (Giaquinto & Banerjee, 2020).

Gaussian processes (GP) is another class of methods that use Gaussian distribu-
tions to approximate the probability distribution of model parameters. GP is a form of
stochastic process, and can be regarded as a way to define a Gaussian distribution over
functions (for example, to define Gaussian distributions for velocity values at every sub-
surface location). It is commonly used as a non-parametric regression method that pre-
dicts model parameters and the corresponding uncertainties within a continuous region.
A. Ray and Myer (2019), A. Ray (2021) and Blatter et al. (2021) used GP together with
a trans-dimensional McMC sampling scheme to perform inversion. In those works GP

was used as a regression method to build a finely discretized or even spatially continu-
ous (infinite-dimensional) model vector $\mathbf{m}$, which can be viewed as a random sample from

an infinite-dimensional multivariate Gaussian distribution, given parameter values at some

known locations. The obtained model was used to calculate the synthetic data to fur-

ther update the GP. Valentine and Sambridge (2020a, 2020b) used GP to solve linear

(or weakly non-linear) inverse problems. The inversion result can be expressed as a GP

which represents the posterior distribution in function space. Due to the nature of GP,

these works assume a Gaussian prior distribution for the model parameter at each lo-

cation and a linear forward function (as in Valentine & Sambridge, 2020a). Such assump-

tions are not necessary for BVI as described in this paper.

Making use of the analyticity of BVI results can be challenging, but we have de-

dveloped an implicit approach to address this issue. Our approach involves selecting one

representative sample from each BVI component: leveraging the fact that a paramet-

eric and symmetric Gaussian distribution is used as the component distribution. We sim-

ply adopt the mean vector as a representative sample, allowing us to obtain tens of sam-

ples directly that partially represent the posterior distribution for uncertainty analysis.

Considering that we also obtain a diagonal covariance matrix for each component, it is

easily possible to incorporate the information from the covariance matrix into these rep-

resentative samples (for example, by selecting a number of component samples that is

proportional to the weight of that component and combining all such samples). This would

capture more detail from the posterior distribution and improve the effectiveness of un-

certainty analysis.

In our interrogation example, we show that the optimal answer obtained using the

representative samples is accurate and comparable to that obtained using full inversion

results. This is particular attractive when implementing probabilistic interrogation as

proposed in this paper, or when the evaluation of the target function is computa-

tionally expensive. For example, if our goal is to estimate $CO_2$ saturation of a reservoir us-

ing FWI results, the target function might involve reservoir simulation or (non-linear)

rock physics inversion to convert seismic velocity values into $CO_2$ saturation. Calculat-

ing the target function for thousands of posterior samples could then be prohibitively

expensive. In such cases, we can simply use the representative samples obtained from

BVI components for analysis. Moreover, storing a large set of posterior samples on disk
and loading them into memory can be extremely demanding, especially for 3D FWI problems (X. Zhang et al., 2023; Lomas et al., 2023), to which the use of representative samples from BVI components provides a practical solution. Finally, it is important to note that obtaining these representative samples would be challenging without the analytic expression of the posterior distribution provided by BVI, which provides these samples directly.

7 Conclusion

We have presented boosting variational inference (BVI) as a powerful variational method for solving fully non-linear Bayesian geophysical inverse problems. BVI constructs a flexible approximating family using a mixture of simple component distributions, with the Gaussian distribution chosen specifically for its ease of optimising and its parametric nature. The components are optimised sequentially using a greedy algorithm, progressively improving the accuracy of the posterior approximation as more components are added. We have demonstrated the effectiveness of BVI through applications to seismic travel time tomography and full waveform inversion (FWI). By comparing the results obtained using BVI with other variational and Monte Carlo sampling methods, we conclude that BVI is capable of providing efficient and accurate inversion results. One key advantage of BVI is its ability to provide an analytic expression for the posterior probability distribution function, which provides a low number of representative samples that partially represent the posterior uncertainty. We have introduced a probabilistic framework that uses these samples to solve an interrogation problem - answering a specific scientific question by interrogating the probabilistic inverse problem solution. The result demonstrates that the representative samples yield similar accuracy compared to that obtained using the full posterior distribution. This approach reduces the computation for subsequent uncertainty analysis, making it promising for large scale problems.

8 Open Research

Both synthetic and field data, and software used in this study are available at Edinburgh DataShare (https://datashare.ed.ac.uk/handle/10283/8528, X. Zhao & Galetti, 2023). Software used for the variational methods as well as the 2D McMC can be found at PyMC3 website (https://docs.pymc.io/en/v3/, Salvatier et al., 2016).
Software used to perform Automatic Differentiation can be found at PyTorch website (https://pytorch.org/, Paszke et al., 2019).

Acknowledgments
The authors thank Erica Galetti (Galetti et al., 2017) for providing traveltime data used in the field data test, and thank PyMC3 (Salvatier et al., 2016) and PyTorch (Paszke et al., 2019) developers for providing software used in this paper. The authors thank Edinburgh Imaging Project (EIP) sponsors (BP and TotalEnergies) for supporting this research. AC thanks Muhammad Atif Nawaz for contributory discussions. For the purpose of open access, the authors have applied a Creative Commons Attribution (CC BY) licence to any Author Accepted Manuscript version arising from this submission.

References


### Appendix A Derivation and calculation for $\nabla ELBO$

In this Appendix, we derive the gradient of $\text{ELBO}[q'(\mathbf{m})]$ with respect to the weight coefficient $w_i$ in equation 11 and the numerical method used for its calculation.
Substitute equation 5 into 3, and this gradient term can be written as

\[
\nabla_{w_t} \text{ELBO}[q'(m)] = \nabla_{w_t} \mathbb{E}_{q'(m)}[\log p(m, d_{obs}) - \log q'(m)] \\
= \nabla_{q'} \mathbb{E}_{q'(m)}[\log p(m, d_{obs}) - \log q'(m)] \nabla_{w_t} \left( (1 - w_t)q'^{-1}(m) + w_t g_t(m) \right) \\
= \int (\log p(m, d_{obs}) - \log q'(m))(g_t(m) - q'^{-1}(m)) dm \\
= \mathbb{E}_{g_t(m)}[\log \frac{p(m, d_{obs})}{q'(m)}] - \mathbb{E}_{q'^{-1}(m)}[\log \frac{p(m, d_{obs})}{q'(m)}] \\
\]

which can be estimated using Monte Carlo integration by drawing samples from \(g_t(m)\) and \(q'^{-1}(m)\). Then we iteratively update \(w_t\) using stochastic gradient descent (equation 11).
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Abstract

Geoscientists use observed data to estimate properties of the Earth’s interior. This often requires non-linear inverse problems to be solved and uncertainties to be estimated. Bayesian inference solves inverse problems under a probabilistic framework, in which uncertainty is represented by a so-called posterior probability distribution. Recently, variational inference has emerged as an efficient method to estimate Bayesian solutions. By seeking the closest approximation to the posterior distribution within any chosen family of distributions, variational inference yields a fully probabilistic solution. It is important to define expressive variational families so that the posterior distribution can be represented accurately. We introduce boosting variational inference (BVI) as a computationally efficient means to construct a flexible approximating family comprising all possible finite mixtures of simpler component distributions. We use Gaussian mixture components due to their fully parametric nature and the ease to optimise. We apply BVI to seismic travel time tomography and full waveform inversion, comparing its performance with other methods. The results demonstrate that BVI achieves reasonable efficiency and accuracy while enabling the construction of a fully analytic expression for the posterior distribution. Samples that represent major components of uncertainty in the solution can be obtained analytically from each mixture component. We demonstrate that these samples can be used to solve an interrogation problem: to assess the size of a subsurface target structure. To the best of our knowledge, this is the first method in geophysics that provides both analytic and reasonably accurate solutions to fully non-linear, high-dimensional Bayesian full waveform inversion problems.

Plain Language Summary

This paper introduces an efficient method to solve non-linear problems in which Bayesian uncertainties in the solution are to be estimated given some observed data set. The method uses a flexible mathematical function which is optimised to best approximate the set of possible solutions. This enables a fully analytic expression to be estimated for the inversion results. We use the method to solve tomographic imaging problems using first seismic wave travel times, and then full waveform inversion. By interrogating the resulting distribution, we show how the answer to a specific scientific question of interest, “How large is a particular subsurface structure of interest?”, can be found highly efficiently and with minimum bias.
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2 Introduction

In many geophysical problems, information about the Earth is inferred using data recorded either on or beneath the Earth’s surface, or in the oceans, atmosphere or near-Earth orbits. These properties of interest are usually described by so-called latent parameters, and it is often the case that observed data can be predicted approximately given values for those parameters. This calculation is called the forward problem, and the parameter-data relationship is usually non-linear. Yet typically in the same problem, no inverse relationship, which predicts the parameter values given the data, exists. The process of inferring the values of parameters is therefore formulated as an inverse problem. In practice, inverse problem solutions are always non-unique, so it is crucial to estimate the range of properties that are consistent with observations if solutions are to be interpreted in a reliable manner (Tarantola, 2005).

Geophysical inverse problems are often solved without estimating the true uncertainty structure. Usually such approaches seek a solution that best fits the observations, using a variant of the following procedure: the non-linear forward function is linearised around an initial reference Earth model (a set of parameter values) to yield approximate forward relationships. Using linear algebra, these approximations allow the parameter values to be perturbed so as to better fit recorded data. The process of linearisation and updating of parameter values is iterated using successive estimates as new reference models until convergence is observed. The final set of parameter values is used as a best estimate of the true model (Iyer & Hirahara, 1993).

Unfortunately, in many cases the result does not accurately represent the true Earth due to non-uniqueness of the inverse problem solution (Boyd & Vandenberghhe, 2004), particularly in cases where the initial model is significantly different from the true solution. Moreover, within the above framework it is impossible to evaluate uncertainty in the inversion results that originates from non-linearity of the forward relations (Gallagher et al., 2009). It is therefore challenging to solve interrogation problems, in which the so-
olution is interpreted to answer scientific questions of interest (Arnold & Curtis, 2018; Ely et al., 2018; X. Zhang & Curtis, 2022; X. Zhao et al., 2022; Siahkoohi et al., 2022).

As an alternative, a suite of methods collectively referred to as Bayesian inversion or Bayesian inference allow statistics of the full uncertainty structure of the solution to be estimated. These methods employ Bayes’ rule to update prior (initial) knowledge about the parameter values that is described probabilistically, using new information provided by the observed data. The result of the inversion is represented by the posterior probability distribution (or density) function (pdf): in principle this provides a complete solution which describes all parameter values that are consistent with the data, and quantifies their relative probabilities.

Bayesian inference often uses global search methods such as random sampling to characterise the family of values in parameter space that yield acceptable data fits (Rothman, 1986; Stoffa & Sen, 1991; Sen & Stoffa, 2013; Sambridge, 1999). Monte Carlo methods (Press, 1968; Anderssen & Seneta, 1971; Maliunverno, 2002) and their variants, including Metropolis-Hastings Markov chain Monte Carlo (MH-McMC – Mosegaard & Tarantola, 1995), reversible-jump McMC (rj-McMC – Bodin & Sambridge, 2009; Bodin et al., 2012; Galetti et al., 2015, 2017; Biswas & Sen, 2022), informed proposal Monte Carlo (Khoshkholgh et al., 2021; Khoshkholgh, Zunino, & Mosegaard, 2022; Khoshkholgh, Orozova-Bekkevold, & Mosegaard, 2022), Hamiltonian Monte Carlo (HMC – Fichtner & Simuté, 2018; Gebraad et al., 2020; de Lima et al., 2023), Langevin dynamics McMC (Izzatullah et al., 2020; Siahkoohi et al., 2022), and others, have been studied extensively for various geophysical inversion problems. However, such methods still have notable issues that can become problematic in practical problems: (1) slow convergence, sometimes converging only in infinite time (Atchadé & Rosenthal, 2005; Andrieu & Thoms, 2008); (2) poor scalability to problems with many parameters due to the curse of dimensionality (Scales, 1996; Curtis & Lomax, 2001); and (3) parallelising some methods at the sample level is not possible (Neiswanger et al., 2013).

A different approach to finding Bayesian solutions is referred to as variational inference. In variational methods, a family of simple probability distributions (often referred to as the variational family) is defined, and an optimal member within this family is sought which best approximates the true (unknown) posterior pdf. This can be found by minimising the difference (or mathematically speaking, the distance) between the pos-
terior and variational distributions. The Kullback-Leibler (KL) divergence (Kullback &
Leibler, 1951) is typically used for measuring the distance between two distributions. Thus,
variational methods solve Bayesian problems using potentially efficient and parallelis-
able optimisation processes and offer well understood convergence criteria (Blei et al.,
2017; C. Zhang et al., 2018).

In recent years, sophisticated variational algorithms have been proposed due to ad-
vances in computational power and the development of modern deep learning frameworks
such as TensorFlow (Abadi et al., 2016) and PyTorch (Paszke et al., 2019), which en-
able tractable construction and learning of large scale probabilistic models. These meth-
ods either deterministically generate a set of posterior samples (Liu & Wang, 2016; Gal-
lego & Insua, 2018) or directly model a parametric probability distribution to approx-
imate the true posterior pdf (Kingma & Welling, 2014; Rezende & Mohamed, 2015; Kingma
et al., 2016; Kucukelbir et al., 2017). In geophysics, novel variational inference methods
were developed for rock physical interpretation and inversion of seismic data by Nawaz
and Curtis (2018, 2019) and Nawaz et al. (2020). Since then the methodology has been
applied to a variety of problems including travel time tomography (X. Zhang & Curtis,
2020a; X. Zhao et al., 2021; Levy et al., 2022), seismic denoising (Siahkoohi et al., 2021,
2023), seismic amplitude inversion (Zidan et al., 2022), earthquake hypocentre inversion
(Smith et al., 2022), slip distribution inversion (Sun et al., 2023), full waveform inver-
sion in 2D (X. Zhang & Curtis, 2020b; Urozayev et al., 2022; Wang et al., 2023) and in
3D (X. Zhang et al., 2023; Lomas et al., 2023), and survey or experimental design (Strutz
& Curtis, 2023). In addition, a variety of other methods that train neural networks to
emulate inverse operators, such that they produce an approximation to the posterior pdf
of a problem given any recorded data set as input, could be regarded as variational meth-
ods (Devilee et al., 1999; Meier et al., 2007a, 2007b; A. K. Ray & Biswal, 2010; Shahraeeni
& Curtis, 2011; Shahraeeni et al., 2012; de Wit et al., 2013; Käufl et al., 2014, 2016; Earp
& Curtis, 2020; Earp et al., 2020; Cao et al., 2020; Lubo-Robles et al., 2021; X. Zhang
& Curtis, 2021b; Hansen & Finlay, 2022; Bloem et al., 2023).

The performance of variational inference methods depends on the complexity and
expressiveness of the predefined variational family. There is an inherent trade-off involved
in selecting a tractable set of distributions: increasing the capacity of the variational fam-
ily to approximate the posterior distribution usually also increases the complexity of the
optimisation problem. In most variational methods, the approximating family is fixed
and constrained in ways which might exclude neighbourhoods surrounding the posterior
distribution, preventing an accurate approximation to the true posterior distribution,
no matter for how long the algorithm is run (F. Guo et al., 2016; Miller et al., 2017). This
mismatch between the variational family and the true posterior pdf often results in un-
derestimation of posterior variances of the model parameters and an inability to capture
posterior correlations (Miller et al., 2017). For instance, the mean field approximation
is commonly employed in variational methods in order to simplify the optimisation prob-
lem. This assumes a factorised structure for the variational distribution such as a Gauss-
ian distribution with a diagonal covariance matrix. However, the method ignores cor-
relation between different parameters and can therefore yield poor inversion results (Bishop,
2006; Blei et al., 2017; X. Zhang et al., 2023). The trend in defining an expressive vari-
ational family has mainly focused on designing more complex models, often using neu-
ral network based structures, to achieve greater flexibility. Examples of such models in-
clude normalising flows (Rezende & Mohamed, 2015) and their improved versions (Dinh
et al., 2015; Kingma et al., 2016; Durkan et al., 2019; Kobyzev et al., 2019; Papamakar-
ios et al., 2019). However, building effective variational models and solving the corre-
responding optimisation problems, which involve a large number of parameters to be op-
timised, pose significant challenges.

A mixture model is a weighted sum of component probability distributions, and
is useful because a general mixture model has the capability to represent any complex
probability distribution to any desired level of accuracy (Bishop, 1994, 2006). It is there-
fore reasonable to construct a variational family using a finite mixture of simple and para-
metric component distributions such as Gaussians. However, directly optimising a mix-
ture model is a non-convex problem, so components can easily become trapped in sub-
optimal solutions. Additionally, it is challenging to determine the appropriate number
of mixture components in advance.

Recently, a variational method called Boosting Variational Inference (BVI – F. Guo
et al., 2016; Miller et al., 2017) has been investigated, which draws inspiration from clas-
sical gradient boosting techniques (Friedman, 2001; Meir & Rätsch, 2003). BVI starts
by fitting a single component (a single variational distribution such as a Gaussian); this
is equivalent to an existing method called automatic differential variational inference (ADVI:
Kucukelbir et al., 2017). BVI then iteratively enhances that model by adding a new com-
ponent distribution at each iteration. As more components are included, the posterior
approximation becomes progressively more accurate, in theory thereby improving the
results offered by ADVI. An efficient, greedy algorithm is implemented by fixing the so-
mination from the previous iteration, and optimising only the shape of the new component
and its relative weight at each iteration. This approach avoids the need to design com-
plex variational models a priori, but requires an additional optimisation for each added
component. Similar to conventional mixture models, BVI is capable of capturing multi-
modality and incorporating rich covariance structures. However, unlike conventional
methods, BVI simplifies the objective function by focusing solely on the optimisation of
a single new component at each step (Locatello, Khanna, et al., 2018). This makes the
optimisation process more manageable and facilitates the construction of an expressive
variational family.

BVI was originally proposed in two independent works (Miller et al., 2017; F. Guo
et al., 2016). Miller et al. (2017) employed the re-parametrisation trick (Kingma & Welling,
2014) to jointly optimise the variational parameters of the new component and the cor-
responding weight coefficient. However, this method is highly sensitive to initialisation:
a new component should be initialised in a region that is under-represented by the pre-
vious components and an appropriate initial weight should be close to the proportion
of the probability mass in that region. On the other hand, F. Guo et al. (2016) pointed
out the non-convexity of jointly optimising these two parameters, making it challenging
in general. They proposed a two-step approach where the new component is first opti-
mised using typical gradient descent, and then the weight is optimised while keeping the
new component fixed. Subsequently, Locatello, Khanna, et al. (2018) investigated the
convergence properties of BVI from a modern optimisation viewpoint and established
connections to the classic Frank-Wolfe framework (Frank & Wolfe, 1956; Jaggi, 2013).
To ensure convergence, they imposed restrictions on the mixture components by using
truncated distributions, such as truncated Gaussians. In follow-up work, Locatello, Dres-
dner, et al. (2018) relaxed this condition and proposed a modified objective function for
variational optimisation, making BVI suitable for black box solvers (Ranganath et al.,
2014). Giaquinto and Banerjee (2020) used parametric distribution models called nor-
malising flows (Rezende & Mohamed, 2015) as mixture components, which improved the
performance of existing flows based models. On the other hand, Campbell and Li (2019)
proposed an alternative BVI scheme based on the Hellinger distance (Ghosal et al., 2000)
instead of the KL divergence.
Previous studies in geophysics demonstrated that ADVI can be implemented efficiently and provides results that are straightforward to interpret. However, while ADVI provides an accurate posterior mean model, it tends to underestimate uncertainties (X. Zhang & Curtis, 2020a; X. Zhao et al., 2021). In this paper, our goal is to investigate whether the performance of ADVI can be improved while preserving its advantages by deploying the boosting strategy.

This paper is organised as follows. In section 2, we provide an introduction to variational Bayesian inversion and establish the BVI framework. We analyse the analytical properties of the posterior distribution and demonstrate the use of BVI for solving interrogation problems using representative samples obtained from BVI components. In subsequent sections we apply the method to two typical geophysical inversion problems: travel time tomography and full waveform inversion, and we compare the results to those obtained by using other existing methods. Finally, we discuss our findings and draw conclusions based on our study.

3 Methodology

3.1 Variational Bayesian Inversion

Bayesian inference solves inverse problems in a probabilistic manner by evaluating the so-called posterior probability distribution function (pdf) using Bayes’ rule:

\[
p(m|d_{obs}) = \frac{p(d_{obs}|m)p(m)}{p(d_{obs})}
\]

where \(p(m)\) is the prior distribution of model parameters \(m\), which describes our knowledge about \(m\) prior to the inversion. The conditional probability \(p(d_{obs}|m)\) is the likelihood of observing data \(d_{obs}\) given an Earth model \(m\). The denominator \(p(d_{obs}) = \int_m p(d_{obs}|m)p(m)dm\) is a normalisation constant called the evidence. By combining these three terms on the right hand side, we obtain the posterior distribution \(p(m|d_{obs})\), which describes the probability of all possible models that are consistent with the observed data, prior information and physical forward functions used to evaluate the likelihood. Therefore, Bayesian inference provides a full inversion solution and quantifies the post inversion state of uncertainty.

Variational inference solves Bayesian problems by estimating the fixed but unknown posterior pdf. The variational goal is to select one optimal distribution \(q^*(m)\) that best
approximates the posterior pdf within a family of known distributions (called the variational family) \( Q(m) = \{q(m)\} \). This can be accomplished by finding the distribution \( q(m) \) that minimises the following Kullback-Leibler (KL) divergence (Kullback & Leibler, 1951) between the variational and posterior distributions:

\[
\text{KL}[q(m)||p(m|d_{obs})] = E_{q(m)}[\log q(m) - \log p(m|d_{obs})]
\]

The KL-divergence measures the distance between two distributions \( q(m) \) and \( p(m|d_{obs}) \). It has the property \( \text{KL}[q(m)||p(m|d_{obs})] \geq 0 \), with equality only when \( q(m) = p(m|d_{obs}) \). Evaluating the KL-divergence requires that the posterior probability \( p(m|d_{obs}) \) is calculated, which is infeasible in many problems since the evidence term \( p(d_{obs}) \) is often intractable. However, it can be shown that minimising the KL-divergence is equivalent to maximising the evidence lower bound of \( \log p(d_{obs}) \) (ELBO[\( q(m) \)]) defined as:

\[
\text{ELBO}[q(m)] = E_{q(m)}[\log p(m, d_{obs})] - E_{q(m)}[\log q(m)]
\]

This only requires that the joint probability \( p(m, d_{obs}) \) is calculated, which is computationally tractable (Blei et al., 2017). By maximising equation 3 with respect to \( q(m) \), we can estimate fully probabilistic solutions to Bayesian inverse problems using optimisation methods.

It is evident that the accuracy of variational inference depends on the expressiveness of the variational family \( Q(m) \). However, increasing the complexity of \( Q(m) \) to improve accuracy also tends to make the optimisation problem more challenging, or at least leads to higher-dimensional inverse problems. In the next section we will demonstrate how to mitigate this issue by employing mixtures of simpler distributions as the variational family.

### 3.2 Boosting Variational Inference

In boosting variational inference (BVI), we define the variational family to comprise the set of distributions that can be represented by a mixture of \( n \) simpler component distributions

\[
q^n(m) = \sum_{i=1}^{n} w_i g_i(m)
\]

where each \( g_i(m) \) represents a chosen mixture component. The component pdfs are chosen to be parametric (meaning that an explicit formula describes their form, with pa-
In this work we choose Gaussian component distributions \( g_i(\mathbf{m}) = \mathcal{N}(\mathbf{m}; \mu_i, \Sigma_i) \) parametrised by a mean vector \( \mu_i \) and a covariance matrix \( \Sigma_i \). The weight \( w_i \) controls the magnitude of the contribution of each component \( g_i(\mathbf{m}) \), satisfying \( 0 \leq w_i \leq 1 \) and \( \sum_{i=1}^{n} w_i = 1 \). Remarkably, the mixture in equation 4 can approximate any target distribution to any level of accuracy, even when using a simple base distribution \( g_i(\mathbf{m}) \) (Bishop, 1994; Meier et al., 2007b; Shahraeeni & Curtis, 2011; Earp & Curtis, 2020; Earp et al., 2020).

Directly maximising \( \text{ELBO}[q^n(\mathbf{m})] \) with respect to the variational parameters \( \{w_i, g_i(\mathbf{m}); i = 1, 2, ..., n\} \) is a non-convex problem so algorithms may converge to local minima at which one component dominates while the weights of other components become negligible (F. Guo et al., 2016). The gradient boosting approach (Friedman, 2001; Meir & Rätsch, 2003) can be used to solve this problem. The main idea is to sequentially add components to an ensemble, each being used to correct errors of its predecessors. Inspired by this, we determine an optimal variational distribution \( q_n(\mathbf{m}) \) through an iterative procedure, adding one new component distribution to the mixture model at each step. The procedure begins with a single component \( q^1(\mathbf{m}) = g_1(\mathbf{m}) \) with \( w_1 = 1 \). We fit \( g_1(\mathbf{m}) \) using a traditional variational objective function (Blei et al., 2017; C. Zhang et al., 2018). In each subsequent step \( t = 2, 3, ..., n \), BVI adds one new component \( g_t \) to the mixture model, with weight \( w_t \in [0, 1] \). The new distribution \( q^t(\mathbf{m}) \) is constructed by combining the previous mixture distribution \( q^{t-1}(\mathbf{m}) \), weighted by \( (1-w_t) \), with the new component \( g_t(\mathbf{m}) \) weighted by \( w_t \):

\[
q^t(\mathbf{m}) = (1 - w_t)q^{t-1}(\mathbf{m}) + w_t g_t(\mathbf{m}) \tag{5}
\]

We then maximise \( \text{ELBO}[q^t(\mathbf{m})] \) with respect to \( w_t \) and \( g_t \).

Since jointly optimising \( w_t \) and \( g_t(\mathbf{m}) \) is also a non-convex problem, we adopt a sequential approach which finds the optimal component \( g_t(\mathbf{m}) \) first, then finds the corresponding weight \( w_t \). Based on equation 5, we treat the new mixture pdf \( q^t(\mathbf{m}) \) as a perturbation from the current distribution \( q^{t-1}(\mathbf{m}) \), where the component distribution \( g_t(\mathbf{m}) \) describes the shape of the perturbation and \( w_t \in [0, 1] \) describes the size of the perturbation. We take the first-order Taylor expansion of \( \text{ELBO}[q^t(\mathbf{m})] \) around \( q^{t-1}(\mathbf{m}) \):

\[
\text{ELBO}[q^t(\mathbf{m})] = \text{ELBO}[q^{t-1}(\mathbf{m}) + w_t g_t(\mathbf{m}) - w_t q^{t-1}(\mathbf{m})]
= \text{ELBO}[q^{t-1}(\mathbf{m})] + w_t \langle g_t(\mathbf{m}), \nabla \text{ELBO}[q^{t-1}(\mathbf{m})] \rangle - w_t \langle q^{t-1}(\mathbf{m}), \nabla \text{ELBO}[q^{t-1}(\mathbf{m})] \rangle + o(w_t^2) \tag{6}
\]
where $\langle x(\theta), y(\theta) \rangle = \int x(\theta) y(\theta) d\theta$ calculates the inner product between functions $x(\theta)$ and $y(\theta)$. Term $\nabla_{\theta} \text{ELBO}[q^{t-1}(m)] = \log \frac{p(m, d_{\text{obs}})}{q^{t-1}(m)}$ is the functional gradient of the ELBO with respect to $q^{t-1}(m)$. In order to maximise $\text{ELBO}[q^{t}(m)]$ in equation 6, we must choose the $g_t(m)$ that maximises $\langle g_t(m), \nabla_{\theta} \text{ELBO}[q^{t-1}(m)] \rangle$ since $q^{t-1}(m)$ is fixed. That is, we choose $g_t(m)$ to match the direction of $\nabla_{\theta} \text{ELBO}[q^{t-1}(m)]$. Then, we obtain $g_t(m)$ by

$$g_t(m) = \operatorname{argmax}_{g_t(m)} \langle g_t(m), \nabla_{\theta} \text{ELBO}[q^{t-1}(m)] \rangle = \operatorname{argmax}_{g_t(m)} \left( g_t(m), \log \frac{p(m, d_{\text{obs}})}{q^{t-1}(m)} \right)$$

(7)

Direct maximisation of the inner product in equation 7 is ill-posed and can lead to $g_t(m)$ degenerating into a narrow distribution or even a single point mass which only has non-zero probability value at the maximum of $\nabla_{\theta} \text{ELBO}[q^{t-1}(m)]$ – a degenerate probability distribution that has zero width. To solve this problem, we introduce an additional regularisation term that involves the entropy of $g_t(m)$, given by the negative scalar product of $g_t(m)$ and $\log g_t(m)$:

$$g_t(m) = \operatorname{argmax}_{g_t(m)} \langle g_t(m), \nabla_{\theta} \text{ELBO}[q^{t-1}(m)] \rangle - \lambda \langle g_t(m), \log g_t(m) \rangle$$

(8)

$$= \operatorname{argmax}_{g_t(m)} \mathbb{E}_{g_t(m)}[\log p(m, d_{\text{obs}})] - \mathbb{E}_{g_t(m)}[\log q^{t-1}(m)] - \lambda \mathbb{E}_{g_t(m)}[\log g_t(m)]$$

where $\mathbb{E}_{g_t(m)}[\cdot]$ calculates the expectation of any function with respect to $g_t(m)$. Parameter $\lambda$ is a regularisation factor that controls the weight of the entropy term. Entropy measures the uncertainty represented by any pdf, so by maximising the entropy we ensure that the pdf does not collapse to a narrow, effectively degenerate distribution. We refer to the objective function in equation 8 as the residual evidence lower bound (RELBO[$g_t(m)$])

$$\text{RELBO}[g_t(m)] := \mathbb{E}_{g_t(m)}[\log p(m, d_{\text{obs}})] - \mathbb{E}_{g_t(m)}[\log q^{t-1}(m)] - \lambda \mathbb{E}_{g_t(m)}[\log g_t(m)]$$

(9)

The expectation terms and their gradients in both equations 3 and 9 can be estimated using Monte Carlo integration (details can be found in X. Zhao et al., 2021). Since we would normally perform many iterations to maximise these two equations, we can use a relatively small number of samples per iteration (even only a single sample – Kucukelbir et al., 2017). By maximising this objective function, we can find an optimal $g_t(m)$ at each step of the algorithm.

In equation 7, $\log \frac{p(m, d_{\text{obs}})}{q^{t-1}(m)}$ describes the residual discrepancy between the current variational distribution $q^{t-1}(m)$ and the joint probability distribution $p(m, d_{\text{obs}}) = p(d_{\text{obs}}|m)p(m|d_{\text{obs}})$ which is equal to the unnormalised posterior distribution $p(m|d_{\text{obs}})$ according to equation 1. If $q^{t-1}(m)$ is proportional to the true (normalised) posterior pdf, i.e., $q^{t-1}(m) \propto
where $p(\mathbf{m}|\mathbf{d}_{\text{obs}})$ everywhere in the parameter space, the above residual would be constant. However, in most situations this residual has peaks where the current variational distribution underestimates the posterior distribution, and has basins where $q^{t-1}(\mathbf{m})$ overestimates $p(\mathbf{m}|\mathbf{d}_{\text{obs}})$. By introducing a new component $g_t(\mathbf{m})$, we aim to add density to regions where $q^{t-1}(\mathbf{m})$ underestimates and (through the relative weighting scheme in equation 5) weaken regions where it overestimates the posterior pdf (this can be proven using information theory). The goal is to find an optimal $g_t(\mathbf{m})$ that maximises $(\mathbb{E}_{g_t(\mathbf{m})}[\log p(\mathbf{m}, \mathbf{d}_{\text{obs}})] - \mathbb{E}_{g_t(\mathbf{m})}[\log q^{t-1}(\mathbf{m})])$, which can be interpreted as minimising the cross entropy of $g_t(\mathbf{m})$ with respect to $p(\mathbf{m}, \mathbf{d}_{\text{obs}})$ and maximising that with respect to $q^{t-1}(\mathbf{m})$. In other words, $g_t(\mathbf{m})$ should be as close as possible to the (unnormalised) posterior distribution, and at the same time should be sufficiently different from the current approximation – it should capture the aspects of the posterior pdf that the current mixture distribution cannot yet approximate. This allows BVI to gradually improve the accuracy of the variational distribution by iteratively adding new components.

There are three commonly used methods to determine the weight coefficient $w_t \in [0, 1]$ for the new component in BVI. The first method uses an empirical formula to guarantee a series of weights for each additional component (Locatello, Dresdner, et al., 2018; Locatello, Khanna, et al., 2018):

$$w_t = \frac{2}{t+1}, \quad t = 1, 2, ..., n$$  \hspace{1cm} (10)

Although this formula abandons the ideal of finding optimal weight coefficients, it provides a straightforward approach to update the weight. Any error caused by non-optimality of this can be corrected by the introduction of additional components to the mixture distribution.

The second method for updating weight coefficients involves a line search. The weight is updated by maximising ELBO[$q^t(\mathbf{m})$] (note this is not maximising RELBO[$g_t(\mathbf{m})$] with respect to $w_t$) (F. Guo et al., 2016):

$$w_t^{(k+1)} = w_t^{(k)} + \frac{b}{k} \nabla_{w_t} \text{ELBO}[q^t(\mathbf{m})]$$  \hspace{1cm} (11)

where superscripts $(k+1)$ and $(k)$ represent two consecutive iterations, and $b$ is the initial step size decayed by $1/k$. The method to calculate $\nabla_{w_t} \text{ELBO}[q^t(\mathbf{m})]$ is provided in Appendix A.
The third method, updates the weights for all components when each new component is added to the mixture model (Locatello, Dresdner, et al., 2018):

$$w^{(k+1)} = w^{(k)} + \frac{b_k}{k} \nabla_{w_k} \text{ELBO} \left[ q^t(m) \right]$$  (12)

where \( w = [w_1, w_2, ..., w_t]^T \) is a vector containing the weights of all components. The gradient term can be calculated similarly to the line search method (Appendix A).

Once the weight coefficient is obtained the new mixture distribution \( q^t(m) \) can be constructed by combining the new component \( g_t(m) \) with the existing mixture distribution using Equation 5.

### 3.3 BVI using Gaussian Components

In this work, we use Gaussian distributions \( \mathcal{N}(\mu, \Sigma) \) as the mixture components. A mixture of Gaussians is capable of representing any target distributions (Bishop, 2006). For each component, we optimise a mean vector \( \mu \) and a covariance matrix \( \Sigma \) by maximising the RELBO in equation 9, and below we test the three schemes to determine the weights. Once convergence is achieved, the obtained Gaussian component is added to form the new mixture distribution.

Considering that model parameters in many geophysical inverse problems are subject to hard constraints (e.g., seismic velocity must be greater than zero), and Gaussian distributions and their mixtures are defined in the unbounded space of Real numbers, we apply the inverse logistic function to transform the mixture distribution from the space of Real numbers into the constrained space (X. Zhang & Curtis, 2020a). This transformation is defined as:

$$\begin{align*}
  \mathbf{m} &= f(z) = a + \frac{b - a}{1 + \exp(-z)} \\
  \log p(m|d_{obs}) &= \log p(z) - \log |\det \partial_z f(z)| \\
  &= \log \sum_i w_i \mathcal{N}(z; \mu_i, \Sigma_i) - \log |\det \partial_z f(z)|
\end{align*}$$  (13)

where \( \mathbf{m} \) and \( z \) are model parameters in the constrained and unconstrained spaces, respectively. Hyper-parameters \( a \) and \( b \) are lower and upper bounds on \( \mathbf{m} \), and are fixed during optimisation. In the second equation, \( p(z) \) is the mixture distribution obtained using BVI in the space of Real numbers. Term \( |\det(\cdot)| \) calculates the absolute value of the determinant of the Jacobian matrix corresponding to this transform, which accounts
for the volume change. We use equation 13 to transform each parameter in vector \( z \) to that in \( m \), such that the corresponding Jacobian matrix is a diagonal matrix and its determinant is analytic and easy to calculate. This means that the correlation information of vector \( m \) is purely determined by the covariance matrices \( \Sigma_i \) (therefore we do not lose posterior correlation by applying this transform). As a result, the posterior distribution modelled using the proposed BVI algorithm, as well as its statistical properties, can be represented analytically.

As noted above, BVI becomes automatic differential variational inference (ADVI – Kucukelbir et al., 2017) when only a single Gaussian component is used. ADVI also provides an analytic approximation to the posterior distribution, and usually seems to estimate the mean model accurately. However, due to its theoretical assumption of a single Gaussian distribution in the unconstrained space, the method usually underestimates parametric uncertainty around the mean. By adding more Gaussian components we regard BVI as an iterative method to enhance the performance of ADVI.

Figure 1 shows a toy example that demonstrates the performance of BVI with Gaussian components. The target posterior distribution is a mixture of two Gaussian distributions: \( p(x) = 0.5N(x; -1, 0.4) + 0.5N(x; 1, 0.6) \), represented by black line in Figure 1. To apply BVI, we first optimise the initial component by maximising the ELBO in equation 3, which is equivalent to a conventional variational problem. The dashed orange line in Figure 1 shows the first component after convergence. It is evident that this single Gaussian distribution fails to approximate the bimodal posterior distribution accurately, highlighting the limitations of ADVI, and variational methods in general when an inappropriate variational family that does not include the true posterior pdf is chosen.

We then iteratively add more Gaussian components to the mixture model by maximising the RELBO using equation 9. We compare the performance of the 3 different weight calculation methods in equations 10, 11 and 12. In each test, we boost the posterior distribution by adding 40 Gaussian components so as effectively to ensure full convergence of BVI. Although it looks redundant to use 40 Gaussian components to approximate a mixture of two Gaussian distributions, we generally do not know the true posterior distribution, so do not know when to stop the algorithm unless convergence is observed. The results using equations 10, 11 and 12 are shown by the dashed red, blue and
Figure 1. BVI results obtained using 3 different weight calculation methods. Black line represents the target distribution, while the dashed orange line shows the result from conventional variational inference without boosting, which uses a single Gaussian component (essentially the ADVI method). Dashed red, blue, and green lines correspond to the results obtained using different weight calculation methods in equations 10, 11 and 12. The last two methods yield better results but require additional computations.

green lines in Figure 1, respectively. All three methods provide a fair approximation to the true posterior distribution, with the first method performing the worst and the third method performing the best. However, the second and third methods require additional computations to estimate the gradient of the ELBO in equations 11 and 12, which involve evaluating the posterior distribution many times. This example demonstrates that even the simple fixed weight method significantly improves upon the initial variational solution (dashed orange line in Figure 1) without any additional computational complexity. Since we are interested in applying these methods to high-dimensional problems, minimizing computational complexity is paramount if we are to find meaningful solutions.

In the subsequent inversion examples, we therefore employ the fixed weight calculation method, but highlight that in other circumstances practitioners might prefer a different choice.

3.4 Probabilistic Interrogation using BVI

In scientific investigations, the ultimate goal is usually to answer some specific, low-dimensional questions. In geophysics, such questions are typically answered by interpreting imaging or inversion results, but this often leads to biased answer because human
interpretation is a subjective process and since usually only one single instance or statistic of a model is considered during interpretation. Interrogation theory (Arnold & Curtis, 2018) offers a systematic approach to answer high-level questions. It combines inverse theory, decision theory, elicitation theory and experimental design theory to optimise scientific investigations, with the overall goal to obtain the most informative answers to scientific inquiries. X. Zhao et al. (2022) and X. Zhang and Curtis (2022) exemplified the theory by answering a specific type of question: *what is the size of a subsurface body?* For a more comprehensive understanding of interrogation theory and its implementation, we recommend readers to refer to the above three papers.

In interrogation theory, a utility function \( U(a) \) is defined which quantifies the net benefits associated with accepting any possible answer \( a \). The optimal answer \( a^* \) is found by maximising this utility function within the space of possible answer: \( a^* = \arg \max_{a \in \mathcal{A}} U(a) \).

To reduce the complexity of this maximisation problem, Arnold and Curtis (2018) introduced a target space \( \mathcal{T} \) such that the scientific question \( Q \) can be answered directly within this space. They defined a target function \( T(m) \) that maps the high dimensional model parameter \( m \) to a low dimensional target space parameter values \( t \). A simplified utility function can then be defined as \( U(a|t, E_d) \), where the utility function is conditioned on the experimental design \( E_d \) to account for the cost of conducting the experiment. One of the utility functions considered in Arnold and Curtis (2018) is a negative squared error function:

\[
U(a|t, E_d) = U(a|t) = -(a - t)^2
\]

in which \( t \) is considered to represent the true state in the target space. The above utility function is useful when value \( t \) represents exactly the answer that we seek, and the utility is maximised when the estimated answer \( a \) is equal to the true state \( t \). However, in problems with uncertain solutions a single set of values that represent the true state is never known, so it is necessary to find an optimal answer by maximising the utility on average across possible true states. This formulation leads to an analytical expression for the optimal answer:

\[
a^* = \mathbb{E}[T(m|f(m), C)|d_{obs}, E_d] \\
= \sum_{f(m), C} \int_m T(m|f(m), C)p(m, f(m), C|d_{obs}, E_d) \, dm \\
= \int_m T(m)p(m|d_{obs}) \, dm
\]
where \( f(m) \) is the forward function that relates the model space and data space and \( C \) represents any particular choice of mathematical or computational algorithms used to solve the forward, inverse, and design problems. X. Zhao et al. (2022) showed that relying solely on the results from one single algorithm can lead to biased interrogations. Therefore, they combined different such algorithms to mitigate bias in the optimal answer. In this work we simplify the analysis by considering a single forward function, a single choice of algorithms to find the solution, and a fixed experimental design. This simplification allows us to omit \( f(m), C \) and \( E_d \) in the subsequent derivation, but it is easy to extend our conclusions to the cases involving multiple forward functions, computational algorithms, and experimental designs if desired. The third line of Equation 15 states that the optimal answer corresponds to the posterior expectation of the target function, and different forms for this expression result from different choices of utility function in equation 14 (Arnold & Curtis, 2018).

In previous works (X. Zhao et al., 2022; X. Zhang & Curtis, 2022), the target function was assumed to be deterministic, meaning that the target value was uniquely determined given a model sample \( m \). Consequently, uncertainty in the answer was attributed solely to uncertainty in the inversion process. In reality, the definition of the target function often incorporates knowledge from a variety of experts, which introduces human biases and uncertainties (O’Hagan et al., 2006; Polson & Curtis, 2010; Bond et al., 2012). In an interrogation example below, we show that biased judgments from different individuals can lead to incorrect answers. To address the uncertainty in the final answer caused by the deterministic target function in order to mitigate bias, we use fully probabilistic target functions.

Define a random variable \( \tau \) to represent different states of possible target function values, with an associated probability distribution function \( p(\tau) \). This approach characterizes the nondeterministic behaviour of the target function and addresses the inherent uncertainty. The optimal answer, which calculates the posterior mean of the summarized state \( \tau \), is given by

\[
a^* = \mathbb{E}[\tau|d_{obs}] = \int_m \int_{\tau} \tau p(\tau|m|d_{obs}) \, dm \, d\tau
= \int_m \int_{\tau} \tau p(\tau|m,d_{obs}) p(m|d_{obs}) \, dm \, d\tau
= \int_m \int_{\tau} \tau p(\tau|m) d\tau p(m|d_{obs}) \, dm
\]  

(16)
In the first line, we extend the deterministic target function from equation 15 to a probabilistic formulation using the law of total probability $p(x) = \int_y p(x,y)dy$. Following Siahkoohi et al. (2022), we assume that the target function value $\tau$ and the observed data $d_{obs}$ are conditional independent given the model parameter $m$, when using interrogation theory to solve a decision problem that maps specific information from the inversion results. This assumption leads to the third line in equation 16. The inner integral $E[\tau|m] := \int_\tau \tau p(\tau|m)d\tau$ captures uncertainty in the target function value which represents the uncertainty in the interrogation process, while the outer integral accounts for uncertainty in the inversion process. Note that the above conditional independence assumption does not hold when solving a design problem using interrogation theory, as the optimal answer, which is the best design in this context, depends on the different datasets that would be observed given any considered design (Arnold & Curtis, 2018; Strutz & Curtis, 2023).

To summarise, equation 16 can be viewed as a more general version of the original interrogation framework, achieved by considering a random variable $\tau$ with a probability distribution function $p(\tau)$ which allows for the incorporation of uncertainty in the target function. When $p(\tau)$ is defined as a Dirac delta function, denoted by $p(\tau) = \delta_{(\tau=T)}(\tau)$, where $T$ represents the deterministic target function in equation 15, equation 16 reduces to equation 15. Thus, equation 16 encompasses the original framework as a special case when the target function is deterministic.

Monte Carlo integration can be used to evaluate equation 16. First, we draw random model samples from the posterior distribution $p(m|d_{obs})$. Given each posterior sample, we generate an ensemble of possible target function values from $p(\tau|m)$. By combining these target values, the posterior distribution of the answer $a$ can be obtained, and the optimal answer $a^*$ to the question $Q$ is the expectation of this distribution.

In the previous sections we showed that BVI provides an analytic expression of the posterior distribution. Directly incorporating this analytic result into equations above using either the deterministic or probabilistic target function is unfortunately non-trivial because the definition of the target function often contains some conceptual process which is easier to evaluate using posterior samples and is difficult to formulate as an explicit expression. In an interrogation example provided below, the calculation of the target function requires the largest continuous body within a velocity model to be found, which is
not straightforward to perform using the analytic posterior expression. To address this, we propose an implicit approach. In the BVI framework the posterior distribution is approximated in the Real (unconstrained) space as a mixture of Gaussian distributions, and significant information is captured by the mean vectors $\mu_i$ of the set of components. We transform these mean vectors $\mu_i$ back to the constrained space using equation 13 after which the transformed vectors $m_i$ can be treated as a set of representative samples, weighted by the coefficient $w_i$ corresponding to each Gaussian component in BVI. We use these samples to partly represent the full posterior pdf, and the optimal answer in equations 15 and 16 can be approximated as

$$a^* = \int_T T(m)p(m|d_{obs}) \, dm \approx \sum_i w_i T(m_i)$$

(17)

for the deterministic case, and

$$a^* = \int_T \int_\tau \tau p(\tau|m)p(m|d_{obs}) \, dm \approx \sum_i w_i \int_\tau \tau p(\tau|m_i) \, d\tau = \sum_i w_i \mathbb{E}[\tau|m_i] \tag{18}$$

(18)

for the probabilistic case. Since only tens of components are used in BVI to approximate the posterior distribution, the target function is calculated using the same number of samples from BVI. This computational simplicity is particularly important when the target function itself is computationally expensive to evaluate, especially in the case of interrogation using probabilistic target function, and as we show below, equations 17 and 18 can still enable accurate interrogation.

4 Travel Time Tomography

Seismic travel time tomography is a typical non-linear geophysical inverse problem used to image the Earth’s interior. The underground seismic velocity structure is mapped using measured first-arrival travel times of waves travelling between source and receiver locations. In this section, we present two tomographic examples to demonstrate the performance of BVI.

4.1 Synthetic Example

The first example is a 2D synthetic test. Figure 2 shows the true velocity model, which consists of a circular low velocity anomaly of 1 km/s surrounded by a high velocity background of 2 km/s. White triangles show the locations of 16 receivers, and assum-
Figure 2. True velocity model of the 2D synthetic test. A low velocity circular anomaly with velocity 1 km/s is embedded within a background velocity of 2 km/s. White triangles show locations of 16 receivers (and sources), and travel times between each pair of locations form the observed data set in this example.

Inversioning that each receiver can also be used as a virtual source using seismic interferometry (Campillo & Paul, 2003; Wapenaar, 2004; Curtis et al., 2006). 120 inter-receiver first-arrival travel times of waves that travel between each pair of receiver locations form the data set for this problem. For inversion we parametrise the model parameter $\mathbf{m}$ (the velocity vector) into $21 \times 21$ regular grid cells with a grid size of 0.5 km in both directions. We define a Uniform prior probability distribution bounded between 0.5 and 3.0 km/s for each grid cell. The likelihood function is assumed to be a diagonal Gaussian distribution with a data uncertainty $\sigma_d = 0.05$ s for all data points. We solve the forward problem to predict synthetic data using the fast marching method (FMM – Rawlinson & Sambridge, 2005).

For BVI we use a diagonal Gaussian distribution for all component distribution, and the empirical formula in equation 10 to calculate weight coefficients. The first component is obtained by maximising the ELBO in equation 3 which is equivalent to mean field ADVI (Kucukelbir et al., 2017). In subsequent BVI iterations, we sequentially optimise new components by maximising the RELBO in equation 9. We combine the obtained Gaussian components into a mixture distribution and transform it back to the constrained space using equation 13. The resulting distribution is used to approximate the true posterior distribution. For each component, we update the diagonal Gaussian distribution for 5000 iterations, and within each iteration 2 samples are used to approximate the RELBO (or ELBO for the first component) and its gradient using Monte Carlo integration. To test the convergence performance of BVI, we greedily add 10 components.
by which point the statistics of the posterior pdf show no substantial change with each
iteration, as shown in Figure 3.

Figures 3a and 3b show the mean and standard deviation maps of the posterior dis-
tribution obtained using BVI with different Gaussian components. All of these maps are
calculated analytically from BVI solution without drawing any posterior samples, using
equation 13. Within the receiver array, the mean models effectively recover the circu-
lar low velocity anomaly and are similar to the true velocity model shown in Figure 2,
even with only 1 component, which corresponds to mean field ADVI as discussed pre-
viously. However, as expected the uncertainty map obtained using one component sig-
nificantly underestimates uncertainties. As we introduce more components, the poste-
rior uncertainties increase. The mean and standard deviation maps essentially converge
such that no significant changes are observed after adding 6 – 7 components. We observe
two higher uncertainty loops in the uncertainty maps: inner one is located at the bound-
ary of the low velocity anomaly and arises from variations in anomaly shapes and ve-
locity values among the plausible models that fit the observed data, and the other loop
corresponds to the lower average velocity loop between the receiver array and the cen-
tral anomaly, potentially because the observed data exhibits lower sensitivity in this re-
gion, as observed in previous studies (Galetti et al., 2015; X. Zhang & Curtis, 2020a; X. Zhao
et al., 2021).

Metropolis-Hastings Markov chain Monte Carlo (MH-McMC) was also run to es-
timate the solution for comparison. We ran 12 chains in parallel, each drawing 1 mil-
ion samples to ensure convergence. After sampling, we discard the first 500,000 sam-
ple as the burn-in period, and retain every 50th sample from the remaining samples to
approximate samples of the posterior distribution. This result serves as a reference so-
lution for this tomographic problem. Figure 4 shows the mean and standard deviation
maps obtained using MH-McMC. We find that the mean models obtained from BVI and
MH-McMC show similar results, and the uncertainty maps from both methods exhibit
similar loop-like higher uncertainty structures. However, the uncertainties from BVI are
slightly lower than those from MH-MCMC, indicating that BVI still underestimates the
ture uncertainty to some extent. Nevertheless, since BVI yields results comparable to
MH-MCMC (which is often assumed to provide the true solution), we conclude that BVI
provides an approximately correct and, more importantly, fully analytic result. Further-
more, it significantly improves upon the results obtained using mean field ADVI.
Figure 3. (a) Mean and (b) standard deviation maps of the posterior distribution obtained using BVI with different number of Gaussian components denoted in the title of each subfigure. White triangles show the 16 receiver locations and black crosses denote three specific locations whose marginal distributions are compared in Figure 5.

Figure 4. (a) Mean and (b) standard deviation maps obtained using MI-McMC. This result serves as the reference solution for this Bayesian tomographic problem.
In Figures 5a – 5c, we compare the marginal distributions of three representative points at (0, 0) km, (1.8, 0) km and (3.0, 0) km. These locations are denoted by black crosses in Figures 3 and 4. The first point lies within the low velocity anomaly, the second point is at the edge of the anomaly where the inner higher uncertainty loop is observed, and the last point is in the outer higher uncertainty loop. In each figure, the grey histogram shows the marginal distribution obtained using MH-McMC for reference, and dashed yellow line shows the Uniform prior pdf. For BVI, we can calculate the analytic marginal pdfs for these three points without drawing any samples. Results using 1 BVI component (mean field ADVI), 4 components, 7 components, and 10 components are depicted by blue, dashed green, dashed black, and red lines, respectively. It is evident that mean field ADVI underestimates the posterior uncertainties, particularly in Figures 5b and 5c. However, as we add more components to the mixture, the marginal pdfs become increasingly similar to those obtained from MH-McMC, especially for the third point in Figure 5c, where the red line perfectly matches the grey histogram. In Figure 5b the results obtained using BVI and McMC are a little different. While we treat the result from McMC as a reference solution for this non-linear problem, we never know the true solution because it is likely that the Monte Carlo solution has not converged in a problem of this dimensionality. Therefore, it is difficult to conclude which one of these two results is better. Nevertheless, we still observe that each new component corrects some of the residual from the previous distributions in the ensemble, apparently boosting the accuracy of the current variational distribution (hence the name, “boosting variational inference”).

Figures 3 and 5 show that the results achieve a reasonable approximation to the true posterior distribution using only 7 components. Unfortunately, in real problems we do not have access to the true posterior distribution, and running a McMC test for high-dimensional problems is often infeasible. Consequently, it becomes challenging to decide when to stop adding more components. A viable approach is to monitor the convergence of the KL-divergence: after each BVI iteration, we estimate $\text{KL}[q^t(\mathbf{m})||p(\mathbf{m}|\mathbf{d}_{\text{obs}})]$ by drawing samples from the mixture distribution $q^t(\mathbf{m})$, and stop the BVI algorithm once $\text{KL}[q^t(\mathbf{m})||p(\mathbf{m}|\mathbf{d}_{\text{obs}})]$ ceases to decrease. However, accurately estimating the KL-divergence for high-dimensional problems is hindered by the curse of dimensionality. In this example, we therefore compared statistical properties that can be estimated more stably such as the mean, standard deviation, and marginal pdf of the current mixture distribution with those obtained.
Figure 5. Marginal posterior distributions of velocity at three points located at (a) (0, 0) km, (b) (1.8, 0) km and (c) (3.0, 0) km, marked by three black crosses in Figures 3 and 4. In each figure, the grey histogram shows the marginal distribution obtained using MH-McMC, and dashed yellow line shows the prior distribution. Blue, dashed green, dashed black, and red lines show marginal distributions obtained using BVI with 1 component (corresponding to mean field ADVI), 4, 7 and 10 components, respectively.

from previous iterations. If no significant changes are observed, we assume that BVI has converged and refrain from adding more components.

4.2 Field Data Test

In a more complicated field data example we applied BVI to Love wave tomography of the British Isles. The British Isles have been extensively studied and well understood using ambient noise tomography with different inversion methods, including linearised inversion (Nicolson et al., 2012, 2014), rj-McMC (Galetti et al., 2017) and variational inference (X. Zhao et al., 2021, 2022). Therefore, this is a suitable real-data test case to evaluate the performance of the proposed method and analyse the results by comparison. We use part of the dataset created by Galetti et al. (2017): ambient noise data recorded by 61 seismometers located around the British Isles, as indicated by red triangles in Figure 6. The data were collected during three periods: 2001–2003, 2006–2007, and in 2010. The two horizontal components of the data were cross-correlated to compute Love waves between pairs of receiver stations. Subsequently, the first arrival travel times of group velocity were estimated at different periods ranging from 4 s to 15 s. Detailed information regarding the station network and data processing procedures can be
Figure 6. The location of 61 seismometers (red triangles) around the British Isles. The receiver stations are also treated as virtual sources for ambient noise interferometry to estimate inter-receiver first arrival travel times, which are used as the observed data in this test.

found in Galetti et al. (2017). For this test, we use the travel time measurements of Love waves at period of 10 s.

We parametrise the target region in Figure 6 into 37 × 40 regular grid cells with a spacing of 0.33° in both longitude and latitude directions. For each grid cell, we define a Uniform prior distribution ranging from 1.56 to 4.84 km/s: the average value of the Uniform distribution is obtained by measuring the average velocity across all valid ray paths by assuming a homogeneous medium, and the upper and lower bounds are chosen to exceed the range of velocities observed on the dispersion curves. The likelihood function is chosen to be a Gaussian distribution, and the travel time uncertainty for each inter-receiver path is estimated from the standard deviation of the estimated travel time of the corresponding station pair constructed by stacking randomly selected subsets of daily cross-correlations (Galetti et al., 2017).

Given this problem’s higher dimensionality (1480) and non-linearity (due to higher noise and irregular data distribution) compared to the 2D synthetic test, BVI requires more components to converge to a reasonable approximation of the true posterior dis-
tribution. However, the greedy algorithm described in previous sections is time-consuming and does not fully use the computational power of modern compute clusters. To address this, we propose an efficient implementation of BVI by running multiple independent runs in parallel, similar to McMC methods that often run independent chains in parallel. In this implementation, we start each independent BVI run from the second component, as the first component (corresponding to ADVI) has been shown to provide a stable (though inaccurate) result (Kucukelbir et al., 2017; X. Zhang & Curtis, 2020a). Each independent BVI run is initialised randomly and optimised separately, and after optimisation, the mixture distributions obtained from all runs are averaged to obtain the final approximation to the posterior distribution. This parallelisation approach allows BVI to take advantage of parallel computing capabilities while still providing analytic results.

We apply BVI and MH-McMC to this tomography problem for comparison. We run 4 independent BVI tests in parallel, and for each test, we sequentially add 5 components until the posterior distribution stops changing significantly. This results in a total of 20 Gaussian distributions used to model the posterior distribution. Again, we use a diagonal Gaussian distribution as the mixture component. Each component is updated for 5000 iterations with 2 samples used at each iteration. The weight coefficients for the mixture components are calculated using equation 10. After optimisation, we average the distributions obtained from the 4 runs to obtain the final results. To obtain results using MH-McMC, we run 10 Markov chains in parallel. Each chain consists of 1.5 million samples, with the first 1 million samples discarded as burn-in. We discard a large number of samples in the hope that the remaining samples are reasonably well distributed according to the posterior distribution. After the burn-in period every 100th sample is retained to approximate an ensemble of posterior samples.

Figures 7b and 7c show the average velocity (top row) and standard deviation (bottom row) maps of the Love wave tomography results obtained using BVI and MH-McMC. We also display the results obtained using mean field ADVI, which corresponds to the first component obtained from BVI, as shown in Figure 7a. The average velocity maps from the three methods exhibit similar features that are consistent with the known geology of the British Isles. For example, we observe a high velocity anomaly in the Scottish Highlands (6°W – 4°W and 57°N – 59°N), reflecting the crystalline metamorphic origin of the rocks in that region. A low velocity structure is observed in the area between 5°W – 3°W and 53°N – 55°N, which corresponds to the East Irish Sea sedimen-
Several low velocity anomalies are also observed around the Midland Platform in southern England (3°W – 1°E and 50°N – 52°N), corresponding to various sedimentary basins such as the Cheshire Basin, the Anglian-London Basin, and the Wessex Basin.

The uncertainty models obtained from BVI and MH-McMC present similar patterns. For instance, lower uncertainties are observed in regions with densely placed receiver arrays such as across the Highlands and southern England. A higher uncertainty loop is observed around the East Irish Sea (4°W and 54°N) since a wide variety of different anomaly shapes and velocity values fit the observed travel time data, which is consistent with the findings from previous studies (Galetti et al., 2017; X. Zhao et al., 2021).

The results obtained from BVI and MH-McMC are similar to those from other variational methods: normalising flows and Stein variational gradient descent (SVGD) in X. Zhao et al. (2021). However, there are some small differences in the structures observed in Figures 7b and 7c compared to those obtained from rj-McMC in Galetti et al. (2017), which can be attributed to the different parametrisations used in that work (Voronoi cells versus regular cells). In the rj-McMC study (Galetti et al., 2017), 16 chains and 3 million samples per chain were used to ensure convergence. In this test, 10 chains and 1.5 million samples were used for MH-McMC. The presence of some non-smooth structures in Figure 7c compared to the smooth structures in the synthetic test (Figure 4) suggests that the chains may not have fully converged even after 1.5 million samples, and that 10 chains might not be sufficient to explore all possible parameter subspaces that fit the data. In X. Zhao et al. (2021), full rank ADVI was also applied to this problem. However, both full rank ADVI in that work and mean filed ADVI here, exhibit strong biases in the uncertainty results, with lower uncertainty than the McMC results observed everywhere inside the receiver array. In conclusion, since similar solutions have been obtained by multiple different methods, it can be assumed that BVI is capable of providing a reasonable estimate of the posterior distribution with an analytic expression, while also improving performance compared to mean field ADVI.

Table 1 compares the computational costs associated with several different methods, measured in terms of the required number of forward evaluations, since forward simulation is the most expensive part in each inversion. The computational costs of full rank ADVI, normalising flows and SVGD are obtained from X. Zhao et al. (2021), while the
Figure 7. Mean (top row) and standard deviation (bottom row) maps of the Love wave tomography results of the British Isles using (a) mean field ADVI, (b) BVI, and (c) MH-McMC. White triangles show the locations of the receivers used in this example.
cost of rj-McMC is obtained from Galetti et al. (2017). For BVI, four parallel tests with five components are run, each updated for 5000 iterations with two samples per iteration. However, since the first component (mean field ADVI) is very stable, it only needs to be trained once, resulting in a total of 170,000 forward evaluations for BVI and 10,000 for mean field ADVI. MH-McMC consists of 10 chains with 1.5 million samples each, resulting in a total of 15 million samples. It should be noted that the comparison depends on subjectively detecting the convergence of each method and may not reflect the minimum possible computational cost. X. Zhao et al. (2021) showed that the same MH-McMC with 2 million samples only provides a few of the main features in the mean velocity model and hardly provides any useful information in the standard deviation map. This removes the possibility that our subjective assessment of when the Monte Carlo method had converged led to the large number of samples attributed to the method above, and justifies that the number of samples used for MH-McMC is reasonable. It is also true that significantly more efficient Monte Carlo methods may exist for this problem. Nevertheless, the significantly different numbers in Table 1 provide valuable insights into the amount of computation that we and other authors judged necessary to approach convergence for each method. Both mean field ADVI and full rank ADVI have the lowest computational costs, but they also provide biased results. Normalising flows are slightly more efficient than BVI, but they require a sophisticated design of flow structures and often rely on neural networks (Dinh et al., 2015, 2017; Kingma et al., 2016; Papamakarios et al., 2017; Durkan et al., 2019), which can be challenging or even impossible to train for high-dimensional problems such as full waveform inversion. BVI has a simpler structure, and each component is optimised sequentially, making it more attractive for large scale datasets with higher dimensionality in real applications. SVGD is the most expensive variational method, but it still offers a significant reduction in cost compared to these two Monte Carlo methods. The huge numbers of samples used in the latter methods indicate a significant efficiency improvement offered by variational inference for solving large scale and high dimensional inverse problems.

5 Full Waveform Inversion

5.1 Bayesian FWI Implementation

Seismic full waveform inversion (FWI) is a powerful technique to image subsurface structures using full waveform information in seismic data (Tarantola, 1984; Tromp et


Table 1. Number of forward evaluations required for different methods to provide the Love wave tomography results across the British Isles. The results for full rank ADVI, normalising flows and SVGD are from X. Zhao et al. (2021), while the result for rj-McMC is from Galetti et al. (2017).

<table>
<thead>
<tr>
<th>Method</th>
<th>Forward Evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean field ADVI</td>
<td>10,000</td>
</tr>
<tr>
<td>Full rank ADVI</td>
<td>10,000</td>
</tr>
<tr>
<td>Normalizing Flows</td>
<td>100,000</td>
</tr>
<tr>
<td>BVI</td>
<td>170,000</td>
</tr>
<tr>
<td>SVGD</td>
<td>600,000</td>
</tr>
<tr>
<td>MH-McMC</td>
<td>15,000,000</td>
</tr>
<tr>
<td>RJ-McMC</td>
<td>48,000,000</td>
</tr>
</tbody>
</table>

FWI problems typically have high dimensionality, and the forward modelling step, in which synthetic seismic waveforms are computed for a given velocity model, is usually expensive. To address these challenges, several efficient Monte Carlo methods have been applied to FWI (Qin et al., 2016; A. Ray et al., 2016; Visser et al., 2019; P. Guo et al., 2020; Gebraad et al., 2020; Z. Zhao & Sen, 2021; Biswas & Sen, 2022; de Lima et al., 2023). Alternatively, in recent years variational methods have also been introduced to address the computational challenges of Bayesian FWI (X. Zhang & Curtis, 2021a; Wang et al., 2023; X. Zhang et al., 2023; Lomas et al., 2023). However, none of these methods provide an accurate and analytic approximation to the posterior probability distribution. In this section, we apply the BVI method to Bayesian FWI, to test its ability to provide analytic results efficiently.

We demonstrate the preceding BVI algorithm using a 2D acoustic FWI example. The true velocity model is a truncated Marmousi model (Martin et al., 2006), as shown in Figure 8a. The density is assumed to be constant. The velocity field is discretized us-
ing 110 × 250 square grid cells with side length 20 m. Twelve sources are placed along the surface at 400 m intervals (shown by red stars in Figure 8a), and 250 receivers are placed along the seabed at a depth of 200 m (white line in Figure 8a). The observed waveform data are obtained by solving the 2D acoustic wave equation using the finite difference method, and the total simulation time is 4 s with a sample interval of 2 ms. The source is a Ricker wavelet with a dominant frequency of 5 Hz. Figure 8c shows this waveform dataset.

For inversion, we use a Uniform prior distribution for the velocity model at each depth, with lower and upper bounds shown in Figure 8b. Velocity in the water layer is fixed at the true value during inversion. Therefore, there are 25,000 free parameters to be inverted, corresponding to the subsurface velocity model. We use the finite difference method to solve the forward function, and the adjoint-state method to calculate the data-model gradient (Fichtner et al., 2006; Plessix, 2006). The likelihood function is chosen to be a diagonal Gaussian function with a constant data error of 0.05 for each data point.

In this test, we compare BVI with 3 different variational methods: mean field ADVI, Stein variational gradient descent (SVGD) and stochastic SVGD (sSVGD). Stochastic SVGD is an extension of SVGD that incorporates a noise term to enhance the efficiency and accuracy of SVGD for large-scale inference problems (Gallego & Insua, 2018). It effectively converts the variational SVGD method to a Markov chain, showing that the divide between these methodological approaches can be bridged. SSVGD has recently been applied to a 3D FWI problem (X. Zhang et al., 2023). For mean field ADVI we use a diagonal Gaussian distribution to model the posterior distribution in the unconstrained space (Kucukelbir et al., 2017). A total of 50,000 hyper-parameters (means and variances in each cell) are updated for 10,000 iterations, and 5 samples per iteration are used. For SVGD, we randomly select 600 samples from the prior distribution and update them for 600 iterations. Once convergence is achieved, these samples are used to approximate statistics of the posterior distribution. For sSVGD, the algorithm starts with 24 random samples drawn from the prior distribution. These samples are then updated for 10,000 iterations, with the first 5,000 iterations discarded as the burn-in period. In this algorithm every sample value evaluated can be retained post burn-in, so all remaining samples are used to approximate the posterior distribution. For BVI, four parallel runs are performed, and each run contains six diagonal Gaussian distributions. This results in a total of 24
Figure 8.  (a) The true Marmousi P wave velocity model with source locations indicated by red stars and receiver line marked by white line. Three dashed black lines display the locations of three well logs discussed in the main text. (b) Upper and lower bounds for the Uniform prior probability distribution for P wave velocity at each depth. (c) Twelve common shot gathers used as the observed data in this test.
Gaussian components used to approximate the posterior distribution. Each component is updated for 5,000 iterations, and two samples per iteration are used.

Figures 9a – 9d display the inversion results obtained using the aforementioned methods. The first two rows show the mean and standard deviation maps of the posterior distribution, while the third row displays the relative error, which is calculated by dividing the absolute error between the true and mean models by the standard deviation model. The mean velocity models from the 4 methods exhibit a similar pattern and generally resemble the true model. For example, within the white box in Figure 8a, we observe a low velocity structure in the true and mean velocity models. However, all four mean velocity maps fail to capture some of the fine-scale structures present in the true model. This can be attributed to the low dominant frequency used in this test (5 Hz). Among the four methods, the mean velocities obtained using mean field ADVI and SVGD appear smoother compared to those obtained using BVI and sSVGD. This observation is consistent with the results obtained in the previous example of 2D synthetic travel time tomography, where the posterior distribution obtained using MH-McMC (Figure 4) is smoother than that obtained using BVI (Figure 3). In the case of BVI, since we use a diagonal Gaussian distribution as the component distribution, each model parameter is updated independently. Every new component is initialised randomly to enhance the current posterior pdf by boosting it on either the lower or higher velocity end, and is optimised to approximate the posterior distribution within a local region in the parameter space, introducing a degree of variation between iterations. Hence, the results obtained from BVI exhibit less smoothness, despite the fact that results obtained from its first component (ADVI) are smooth. As for sSVGD, the introduction of a noise term during each iteration perturbs the samples, leading to increased randomness (X. Zhang et al., 2023). The result may therefore become smoother as a larger number of samples and iterations are used.

The standard deviation obtained using mean field ADVI significantly differs from the other three results and tends to be underestimated. Moreover, a majority of the relative errors are larger than 3, indicating inaccuracy of the results. However, the uncertainty map still exhibits similar geometrical structures compared to the mean and true velocity models. Therefore, we consider ADVI to be an efficient method that provides a fairly accurate mean model but biased uncertainties due to its restrictive theoretical assumptions (X. Zhang & Curtis, 2020a; X. Zhao et al., 2021). Similarly to the mean
velocities, SVGD yields a smoother standard deviation map compared to BVI and sSVGD.

In other aspects, the results obtained using these three methods are similar, with errors
distributed around two standard deviations. For example, we observe lower uncertain-
ties and higher relative errors at locations with higher velocity anomalies (such as the
higher velocity layer at a depth of 1.3 km depth and a distance between 0 – 2 km). Ad-
ditionally, higher uncertainties are observed at layer boundaries, which is consistent with
our observations in the two travel time tomography examples and correspond to uncer-
tainty loops in previous studies (Galetti et al., 2015), especially in the shallower subsur-
face where data exhibits higher sensitivity. However, the uncertainty values obtained us-
ing BVI are slightly smaller compared to the other two methods. We attribute this to
two main factors. First, the use of a diagonal Gaussian distribution in BVI tends to un-
derestimate the uncertainty information compared to a Gaussian distribution with a full
covariance matrix (Kucukelbir et al., 2017). This underestimation of posterior uncertain-
ties is also evident in Figures 3 and 4. On the other hand, SVGD and sSVGD employ
a repulsive force between different samples (Liu & Wang, 2016; Gallego & Insua, 2018):
this pushes samples away from each other such that they can explore different param-
eter subspaces (while still approximating the posterior pdf with sample density). In cases
where samples are sparsely distributed within the parameter space, as is the case in this
test with 600 samples for SVGD and 24 samples for sSVGD, the repulsive force might
push samples towards the corners of parameter hyperspace to maximise the objective

Figure 9. Mean (top row), standard deviation (middle row) and relative error (bottom row)
of the posterior distribution for the 2D acoustic FWI test obtained using (a) mean field ADVI,
(b) BVI, (c) SVGD and (d) sSVGD. The relative error is the absolute error between the mean
and true models divided by the corresponding standard deviation.
function. This leads to the results in Figures 9c and 9d with higher uncertainties. A similar phenomenon was observed in Love wave tomography using SVGD (X. Zhao et al., 2021). Given the absence of a true solution to this Bayesian FWI problem, it is challenging to determine which method provides a more accurate result. Nevertheless, obtaining similar results using three methods based on two different theoretical frameworks lends credibility to these findings.

For better comparison, Figures 10a – 10d display the marginal pdfs obtained using ADVI, BVI, SVGD and sSVGD, respectively, along three vertical profiles marked by dashed black lines in Figure 8a. Each row shows the marginal distributions along one profile using the four methods. Red lines show the true velocity profiles and black lines show the mean velocity profiles obtained using each method. Similarly to the mean and standard deviation maps in Figure 9, ADVI provides accurate mean velocity profiles but underestimates posterior uncertainties, as evidenced by the narrower marginal pdfs compared to the other three methods. As discussed in the Methodology section, BVI boosts the results obtained from ADVI by using multiple Gaussian components to approximate the posterior distribution. This effect can be observed when comparing Figures 10a and 10b: BVI explores the parameter space that was not adequately represented by ADVI, resulting in wider (and potentially more accurate) marginal distributions. This is particularly noticeable at a depth of 1.2 km within the two white rectangular boxes in the second row in Figures 10a and 10b, where the true velocity value exceeds the prior upper bound (deliberately, to check performance in anomalous cases in which prior distributions are mis-specified). The posterior pdf obtained using BVI is concentrated closer to the upper bound of the prior distribution compared to ADVI. The marginal pdfs obtained using BVI and sSVGD are highly similar and slightly different from those obtained using SVGD. The results from SVGD are sparser (due to limited number of samples) and smoother. In the shallower part of the second row of Figure 10c (indicated by red arrow), the higher probability region of the posterior pdf from SVGD is located close to the prior bound and deviates from the true value. This might be caused by either the limited number of samples or the relatively large step size used in SVGD, which pushes samples towards the boundary of the parameter space by the repulsive force. At a depth of 1.7 km in the third row of Figure 10c (indicated by white arrow), the mean velocity value deviates from the true value since SVGD fails to provide a sufficiently high resolution result to recover this high velocity anomaly compared to BVI and sSVGD. Ad-
ditionally, as indicated by three dashed white boxes in the second row, the posterior distributions from SVGD and sSVGD cover a larger parameter space than that from BVI, especially around the high velocity region. Consequently, we observe higher standard deviation values in Figures 9c and 9d compared to Figure 9b. However, in this region, the mean velocity model obtained using BVI is more similar to the true model, which might indicate higher accuracy compared to both SVGD and sSVGD. This demonstrates that higher uncertainties provided by SVGD and sSVGD might be less convincing due to effects of the repulsive force, as previously discussed and observed in X. Zhao et al. (2021).

Finally, we compare the computational cost of the four methods in Table 2. In FWI, the forward simulation and data-model gradient calculation are much more expensive compared to those in travel time tomography. Therefore, the number of gradient evaluations provides a fair comparison. For mean field ADVI the model is updated for 10,000 iterations using 5 samples per iteration, resulting in 50,000 evaluations. In the case of BVI, we run 4 parallel tests, each containing 6 Gaussian components. However, we do not need to optimise the first component 4 times, thus a total of 21 Gaussian distributions are used. For each component, we use 5000 iterations and 2 samples per iteration. Therefore, BVI requires 210,000 gradient simulations. It is worth noting that the number of simulations used to optimise each component for BVI is smaller than that for ADVI, even though they have the same hyper-parameters (mean and standard deviation for a diagonal Gaussian distribution). This is because in BVI we do not require full convergence of each component. As long as new components fill some of the gap (residual) between the current mixture distribution and the true posterior distribution, this improves the current result. By adding more components, BVI gradually improves the posterior approximation. For sSVGD and SVGD, they require 240,000 and 360,000 gradient evaluations, respectively. Overall, ADVI is the cheapest method, but it produces biased results. BVI requires more computations to improve the biased results from ADVI, and is slightly more efficient than sSVGD. More importantly, BVI provides an analytic solution to the posterior distribution, while sSVGD only provides posterior samples. SVGD is the most expensive method, and it only provides 600 samples, which is far from sufficient to approximate such a high dimensional (25,000) space in this test.
Figure 10. Marginal posterior distributions along vertical profiles at three locations (represented by black dashed lines in Figure 8a) obtained using (a) mean field ADVI, (b) BVI, (c) SVGD and (d) sSVGD, respectively. Each row displays the marginal distribution along one profile. In each figure, two white lines show the prior bounds at each depth, the black line shows the mean velocity model, and the red line shows the true velocity model.
Table 2. Number of forward and gradient evaluations for mean field ADVI, BVI, SVGD and sSVGD applied to the 2D FWI test. The values represent an indication of the computational cost of each method, as the evaluation of data-model gradients is the most computationally expensive part of this test.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Gradient Evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADVI</td>
<td>50,000</td>
</tr>
<tr>
<td>BVI</td>
<td>210,000</td>
</tr>
<tr>
<td>SVGD</td>
<td>360,000</td>
</tr>
<tr>
<td>sSVGD</td>
<td>240,000</td>
</tr>
</tbody>
</table>

5.2 Interrogating FWI Results

We demonstrate the interrogation theory in section 2.4 by using the FWI results to answer a specific question: what is the size of the low velocity volume within the white box in Figure 8a? Such inquiries are common in the geoscience community and are used, for example, to estimate the volume of a sedimentary basin or the size of a reservoir for oil and gas exploration and for CO$_2$ storage (Fletcher & Ponnambalam, 1996; Burshtein, 2006; Romdhane & Querendez, 2014; X. Zhao et al., 2022; X. Zhang & Curtis, 2022).

We therefore refer to the low velocity volume as a reservoir hereafter. Figures 11a and 11b show the posterior mean and standard deviation maps inside the white box, obtained using BVI.

Previously, volume-related questions were answered using interrogation theory with a deterministic target function in X. Zhao et al. (2022) and X. Zhang and Curtis (2022). Here we provide a brief overview of the procedure. We first introduce a mask to restrict the region used to calculate the low velocity anomalies, as illustrated by the dashed black box in Figures 11a and 11b. Other low velocity bodies outside of this mask are assumed to be unrelated to the anomaly of interest and are ignored during the interrogation process. Considering a reservoir should be a continuous geological body in space, we define the target function to be the area of the largest continuous low velocity body inside the mask. To evaluate this function, we need to distinguish between low velocity and high velocity cells, which can be accomplished by introducing a threshold value: cells with...
velocity values below the threshold are classified as low velocity, others are classified as not low velocity.

We use the same data-driven method as X. Zhao et al. (2022) to calculate the threshold value with minimal bias. First, we select a set of points from the inversion results that are most likely to belong to the low velocity reservoir since they have low mean velocity values and low standard deviation values (indicated by white stars in Figures 11a and 11b), and another set of points likely to be outside of the reservoir (represented by black crosses in Figures 11a and 11b). Then we calculate the average marginal cumulative density function (cdf) of the low velocity white stars accumulating as velocity increases, and of the high velocity black crosses accumulating as velocity decreases. The intersection point of these cdfs is the threshold value that discriminates low from high velocities with minimal bias according to the prior information provided by the locations of white stars and black crosses. The corresponding threshold value is illustrated by the blue line in Figure 11c. Given this value we can classify each cell as either a low or high velocity cell, find the largest continuous low velocity body inside the mask, and calculate its size which is the target function value. Figure 12d shows the posterior distribution of the target function (reservoir size) obtained using this threshold value. According to equation 15, the optimal answer is the mean of the target function values from all posterior samples, and is denoted by dashed black line in Figure 12d. For comparison, the true size is denoted by red line in Figure 12d.

The above method calculates the threshold value and the target function deterministically. As stated in section 2.4, this does not consider the uncertainty introduced by human bias, which may result in different sets of low and high velocity cells being selected by different experts, thus different threshold values and different target functions, potentially biasing reservoir size estimates. We therefore also apply interrogation with a probabilistic target function, which is defined by a probabilistic threshold value in this example. We implement this by randomly selecting a subset of the grid cells from each of the low and high velocity cells in Figures 11a and 11b. This random selection simulates possible variation in the selection by different experts. We also consider other cells situated on the boundaries of the low velocity body, as indicated by red dots in Figures 11a and 11b which in fact contain valuable information about reservoir shape and velocity values (Galetti et al., 2015), and incorporate the information provided by these cells to calculate the probabilistic threshold value. To do that, we randomly select a sub-
Figure 11. (a) Mean and (b) standard deviation maps of the posterior distribution obtained using BVI within the white box in Figure 8a. Black dashed box shows the mask inside which we calculate the area of the largest continuous low velocity body, which serves as the target function. White stars and black crosses denote cells that are most likely to be inside and outside the reservoir, respectively. Red dots denote cells predominantly located on the reservoir boundaries, where uncertainty remains regarding their classification as low or high velocities. (c) Threshold values to discriminate low and high velocities. Green histogram shows the probabilistic threshold value established in the main text. Blue line shows the deterministic threshold value obtained using the white stars and black crosses only, and purple line shows the maximum probability threshold value from the green histogram.

We perform interrogation using the green histogram in Figure 11c as the stochastic threshold value, which then defines the probabilistic target function. For each posterior model sample (velocity model obtained from BVI), we draw 100 random threshold values from the green histogram and calculate the size of the largest continuous low velocity body corresponding to each threshold value. The resulting distribution of 100 reservoir sizes values incorporates the uncertainty in the target function, so we repeat this process for each posterior model sample. Figure 12a shows the distribution of the target function values, and the optimal answer calculated using equation 16 is denoted.
Figure 12. Posterior distributions of the target function by interrogation with probabilistic target function obtained using (a) full BVI inversion results, (b) 24 representative samples from BVI components, and (c) 40 random samples from full BVI inversion results. Panels (d) and (e) show the posterior target functions obtained using deterministic target functions whose threshold values are represented by the blue and purple lines in Figure 11c. In each figure, the red line denotes the true answer to this question, and black dashed line denotes the optimal answer obtained using interrogation theory.

by the dashed black line. This represents the interrogation results (with the probabilistic target function) obtained using the full posterior distribution from BVI. We also construct a solution using only the representative samples obtained from BVI components to perform interrogation, and the posterior target function is displayed in Figure 12b. The optimal answer is calculated using equation 18 (black dashed line in Figure 12b).

Since we only use the mean vectors of the Gaussian components to obtain those representative samples, without considering the corresponding covariance matrices, the uncertainty of the posterior target function might be underestimated. Nevertheless, this still provides an accurate optimal answer while significantly reducing the number of target function evaluations. Additionally, we randomly choose 40 posterior samples from the full BVI inversion result and conduct probabilistic interrogation on these: the resulting posterior histogram is displayed in Figure 12c. In comparison to Figure 12b, the optimal answer obtained from this set of 40 samples is notably inaccurate, whereas of the order of ten representative samples from BVI provide almost equal interrogation results to the full posterior solution. This proves the value of these representative samples.

To simulate the bias that may be introduced by using a deterministic target function for example one defined by a single expert, we choose the maximum probability value from the green histogram in Figure 11c as the threshold value (denoted by purple line in Figure 11c). This value falls within the high probability region and can be treated as a reasonable threshold value obtained from one expert. We perform interrogation using
this single threshold value, and the result is displayed in Figure 12e. The optimal an-
swer (black dashed line) shows a larger error and deviates more from the true answer
than any estimate other than that from 40 random samples of the model posterior dis-
tribution in Figure 12c.

Overall, the comparison of the five histograms in Figure 11 reveals that interroga-
tion using deterministic target functions may yield biased results due to the subjective
nature of human interpretation. This bias can be mitigated by using probabilistic tar-
get functions. Note that the optimal answer using the deterministic target function in
Figure 12d also provides an accurate result, and the posterior target function is similar
to that in Figure 12a. However, we usually do not know the true answer to our question
in real problems, and therefore have no means to prioritise the answer from one inter-
pretation over any other. Probabilistic interrogation considers the subjectivity from dif-
derent experts, and provides a more convincing answer. The optimal answer obtained us-
ing representative samples from BVI components is accurate, which proves that these
samples capture a key portion of the uncertainty information in the inversion results. In
contrast, randomly selected posterior samples fail to adequately represent this uncertainty.
Therefore, subsequent uncertainty analysis tasks, especially those that are computa-
tionally intractable to perform for thousands of posterior samples (e.g., reservoir simulation),
could be more efficiently carried out using the representative samples obtained from BVI.

6 Discussion

In BVI, the variational distribution is built by a mixture of simpler component dis-
tributions that are added sequentially using a greedy algorithm. This differs from tra-
ditional approaches that jointly optimise weight coefficients and component distributions
in a mixture model. Such approaches are generally non-convex and challenging to im-
plement (Bishop, 2006; F. Guo et al., 2016). Additionally, deciding in advance the num-
ber of components to construct the mixture distribution is difficult. In our work, we use
an arbitrary number of Gaussian distributions as mixture components, adding compo-
nents until little further benefit is obtained, and the resulting approximation to the pos-
terior distribution can be represented analytically by equation 13.

Our synthetic travel time tomography examples illustrate how BVI progressively
enhances the accuracy of the posterior approximation, and provide a reliable criterion
for assessing the algorithm's convergence. The application to a field dataset to perform
Love wave tomography of the British Isles provides convincing results that are consist-
ent with known geology and previous studies (Nicolson et al., 2012, 2014; Galetti et al.,
2017; X. Zhao et al., 2021). Having established the method's credibility, we apply BVI
and three other methods to an FWI problem, namely mean field ADVI, SVGD and stochas-
tic SVGD (sSVGD). ADVI strongly underestimates the uncertainties, whereas the other
three methods independently offer similar, thus hopefully approximately correct results.

As stated by the No Free Lunch theorem (Wolpert & Macready, 1997), no method
is better than any other method when averaged across all problems, so there is no pos-
sibility to find a 'best' method in general. However, for a particular class of problems
it is possible to find better or worse suited algorithms from different points of view. In
all of our examples, ADVI yields biased uncertainty results, but provides an accurate mean
velocity map and is the most computationally efficient method. The first component of
BVI can be regarded as equivalent to ADVI, and so establishes an estimate of the mean.
BVI then introduces additional components to better approximate uncertainty in the true
posterior distribution, trading off with a higher computational cost.

Table 2 shows that BVI and sSVGD have similar computational costs. However, sSVGD provides higher uncertainties compared to BVI, as shown in Figures 9a and 9d. It is difficult to determine which method is more accurate since they employ fundamen-
tally different approaches to explore the parameter space and to avoid degenerating into
a single point mass at the maximum a posteriori (MAP) model. Specifically, sSVGD and
SVGD employ a repulsive force in their objective functions to push samples away from
each other (Liu & Wang, 2016; Gallego & Insua, 2018). BVI (as well as some other vari-
ational methods such as normalising flows and ADVI) maximises ELBO explicitly in its
objective function

$$\text{ELBO}[q(m)] = \mathbb{E}_{q(m)}[\log p(d_{obs}|m)] - \text{KL}[q(m)||p(m)]$$

Therefore, maximising the ELBO involves maximising the expectation of the log-likelihood
and minimising the KL divergence between the variational distribution $q(m)$ and the prior
distribution $p(m)$. The latter encourages $q(m)$ to explore the full prior space, rather than
being restricted to the vicinity of the MAP. Consequently, it increases the complexity
of the results (Blei et al., 2017; Wang et al., 2023). Additionally, using a sampling-based
method such as sSVGD makes it easier to calculate higher-order statistical informa-
tion such as correlations between different parameters (X. Zhang et al., 2023), whereas BVI, using diagonal Gaussian components as in this paper, struggles to capture such information. One possible improvement is to use Gaussian components with a full covariance matrix, but this can be computationally cumbersome for high-dimensional problems such as FWI, as it requires \( D(D+1)/2 \) hyper-parameters for a D-dimensional covariance matrix. Considering that only a few pairs of variables may exhibit significant posterior correlations (e.g., neighbouring cells), a feasible approach is to approximate the full covariance matrix using a low-rank plus diagonal approach (Miller et al., 2017). Regardless, BVI is parametric which allows as many samples as needed to be generated post optimisation, whereas this is difficult for sampling based methods (SVGD and sSVGD).

More importantly, BVI provides an analytic representation of the posterior pdf, and all inversion results presented in this paper are obtained using analytic calculations without drawing any samples (except for the probabilistic interrogation example). On the other hand, SVGD is the most expensive method, and it provides only a limited number (hundreds) of samples which may not be sufficient to represent key properties of the posterior distribution.

Normalising flows are another variational method which can effectively model posterior correlations between different parameters (Dinh et al., 2015, 2017; Kingma et al., 2016; Papamakarios et al., 2017). The trend in the field of normalising flows is to develop deeper and more complex flows to achieve greater flexibility. It has been demonstrated that normalising flows outperform ADVI (X. Zhao et al., 2021), making them a promising choice for improving BVI. By using probability distributions modelled by normalizing flows as the component distributions in BVI, we might capture posterior correlations and create a wider, rather than strictly deeper, model that enhances the capabilities of existing normalising flows while reducing the complexity for designing flows structures, albeit at the expense of greedy optimisation (Giaquinto & Banerjee, 2020).

Gaussian processes (GP) is another class of methods that use Gaussian distributions to approximate the probability distribution of model parameters. GP is a form of stochastic process, and can be regarded as a way to define a Gaussian distribution over functions (for example, to define Gaussian distributions for velocity values at every subsurface location). It is commonly used as a non-parametric regression method that predicts model parameters and the corresponding uncertainties within a continuous region. A. Ray and Myer (2019), A. Ray (2021) and Blatter et al. (2021) used GP together with
a trans-dimensional McMC sampling scheme to perform inversion. In those works GP
was used as a regression method to build a finely discretized or even spatially continu-
ous (infinite-dimensional) model vector $\mathbf{m}$, which can be viewed as a random sample from
an infinite-dimensional multivariate Gaussian distribution, given parameter values at some
known locations. The obtained model was used to calculate the synthetic data to fur-
ther update the GP. Valentine and Sambridge (2020a, 2020b) used GP to solve linear
(or weakly non-linear) inverse problems. The inversion result can be expressed as a GP
which represents the posterior distribution in function space. Due to the nature of GP,
these works assume a Gaussian prior distribution for the model parameter at each lo-
location and a linear forward function (as in Valentine & Sambridge, 2020a). Such assump-
tions are not necessary for BVI as described in this paper.

Making use of the analyticity of BVI results can be challenging, but we have de-
veloped an implicit approach to address this issue. Our approach involves selecting one
representative sample from each BVI component: leveraging the fact that a paramet-
ric and symmetric Gaussian distribution is used as the component distribution. We sim-
ply adopt the mean vector as a representative sample, allowing us to obtain tens of sam-
pies directly that partially represent the posterior distribution for uncertainty analysis.
Considering that we also obtain a diagonal covariance matrix for each component, it is
easily possible to incorporate the information from the covariance matrix into these rep-
resentative samples (for example, by selecting a number of component samples that is
proportional to the weight of that component and combining all such samples). This would
capture more detail from the posterior distribution and improve the effectiveness of un-
certainty analysis.

In our interrogation example, we show that the optimal answer obtained using the
representative samples is accurate and comparable to that obtained using full inversion
results. This is particular attractive when implementing probabilistic interrogation as
proposed in this paper, or when the evaluation of the target function is computa-
tionally expensive. For example, if our goal is to estimate $CO_2$ saturation of a reservoir us-
ing FWI results, the target function might involve reservoir simulation or (non-linear)
rock physics inversion to convert seismic velocity values into $CO_2$ saturation. Calculat-
ing the target function for thousands of posterior samples could then be prohibitively
expensive. In such cases, we can simply use the representative samples obtained from
BVI components for analysis. Moreover, storing a large set of posterior samples on disk
and loading them into memory can be extremely demanding, especially for 3D FWI problems (X. Zhang et al., 2023; Lomas et al., 2023), to which the use of representative samples from BVI components provides a practical solution. Finally, it is important to note that obtaining these representative samples would be challenging without the analytic expression of the posterior distribution provided by BVI, which provides these samples directly.

7 Conclusion

We have presented boosting variational inference (BVI) as a powerful variational method for solving fully non-linear Bayesian geophysical inverse problems. BVI constructs a flexible approximating family using a mixture of simple component distributions, with the Gaussian distribution chosen specifically for its ease of optimising and its parametric nature. The components are optimised sequentially using a greedy algorithm, progressively improving the accuracy of the posterior approximation as more components are added. We have demonstrated the effectiveness of BVI through applications to seismic travel time tomography and full waveform inversion (FWI). By comparing the results obtained using BVI with other variational and Monte Carlo sampling methods, we conclude that BVI is capable of providing efficient and accurate inversion results. One key advantage of BVI is its ability to provide an analytic expression for the posterior probability distribution function, which provides a low number of representative samples that partially represent the posterior uncertainty. We have introduced a probabilistic framework that uses these samples to solve an interrogation problem - answering a specific scientific question by interrogating the probabilistic inverse problem solution. The result demonstrates that the representative samples yield similar accuracy compared to that obtained using the full posterior distribution. This approach reduces the computation for subsequent uncertainty analysis, making it promising for large scale problems.

8 Open Research

Both synthetic and field data, and software used in this study are available at Edinburgh DataShare (https://datashare.ed.ac.uk/handle/10283/8528, X. Zhao & Galetti, 2023). Software used for the variational methods as well as the 2D McMC can be found at PyMC3 website (https://docs.pymc.io/en/v3/, Salvatier et al., 2016).
Software used to perform Automatic Differentiation can be found at PyTorch website (https://pytorch.org/, Paszke et al., 2019).
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**Appendix A Derivation and calculation for $\nabla \text{ELBO}$**

In this Appendix, we derive the gradient of $\text{ELBO}[q'(\mathbf{m})]$ with respect to the weight coefficient $w_t$ in equation 11 and the numerical method used for its calculation.
Substitute equation 5 into 3, and this gradient term can be written as

\[
\nabla_{w_t} \text{ELBO}[q'(m)] = \nabla_{w_t} \mathbb{E}_{q'(m)}[\log p(m, d_{obs}) - \log q'(m)] \\
= \nabla_{q'} \mathbb{E}_{q'(m)}[\log p(m, d_{obs}) - \log q'(m)] \nabla_{w_t} \left( (1 - w_t)q'^{-1}(m) + w_t g_t(m) \right) \\
= \int (\log p(m, d_{obs}) - \log q'(m)) (g_t(m) - q'^{-1}(m)) dm \\
= \mathbb{E}_{g_t(m)}[\log \frac{p(m, d_{obs})}{q'(m)}] - \mathbb{E}_{q'^{-1}(m)}[\log \frac{p(m, d_{obs})}{q'(m)}]
\]

which can be estimated using Monte Carlo integration by drawing samples from \( g_t(m) \) and \( q'^{-1}(m) \). Then we iteratively update \( w_t \) using stochastic gradient descent (equation 11).