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Abstract

Genetic offset models have become a popular component of the landscape genetics toolbox, with over 150 peer-reviewed publications applying these models to plant and animal systems. Genetic offset models are most frequently performed following the identification of putatively adaptive alleles from genotype-environment association analyses in natural populations of non-model organisms. These models allow the researcher to make predictions about the likely vulnerability of species populations to climate change, by estimating the extent of genetic change needed (i.e., genetic offset) to maintain ‘optimal’ allele frequencies and population fitness under future climate change scenarios. However, a number of critical assumptions and knowledge gaps are often overlooked when undertaking these analyses, undermining their reliability and usefulness for making genetically informed management decisions. In this commentary, we describe seven assumptions in detail and discuss a range of common violations that can lead to misleading outcomes. While genetic offset models may have a place for predicting the vulnerability of natural populations of non-model organisms in the future, we argue that current applications are likely to be problematic and risk both wasting resources and misleading conservation management.
Genetic offset and vulnerability modelling: misinterpretations of results and violations of evolutionary principles

Collin W. Ahrens¹,²,³, Paul D. Rymer⁴, Adam D. Miller⁵

¹: Cesar Australia, Brunswick, VIC, Australia
²: Evolution & Ecology Research Centre, School of Biotechnology and Biomolecular Sciences, UNSW Sydney, Kensington, NSW 2052, Australia
³: Australian Institute of Botanical Science, The Royal Botanic Garden Sydney, Sydney, NSW 2000, Australia
⁴: Hawkesbury Institute for the Environment, Western Sydney University, Richmond, NSW, Australia
⁵: Deakin University, School of Life and Environmental Sciences, Warrnambool, VIC, Australia

Abstract

Genetic offset models have become a popular component of the landscape genetics toolbox, with over 150 peer-reviewed publications applying these models to plant and animal systems. Genetic offset models are most frequently performed following the identification of putatively adaptive alleles from genotype-environment association analyses in natural populations of non-model organisms. These models allow the researcher to make predictions about the likely vulnerability of species populations to climate change, by estimating the extent of genetic change needed (i.e., genetic offset) to maintain ‘optimal’ allele frequencies and population fitness under future climate change scenarios. However, a number of critical assumptions and knowledge gaps are often overlooked when undertaking these analyses, undermining their reliability and usefulness for making genetically informed management decisions. In this commentary, we describe seven assumptions in detail and discuss a range of common violations that can lead to misleading outcomes. While genetic offset models may have a place for predicting the vulnerability of natural populations of non-model organisms in the future, we
argue that current applications are likely to be problematic and risk both wasting resources and misleading conservation management.

Introduction

One of the most significant challenges in biodiversity conservation is predicting the ability of species to adapt to climate change, and determining when interventions are needed to help vulnerable species overcome risks of maladaptation and local extinction (Gaitán-Espitia & Hobday, 2021). This is particularly pertinent given the increasing pressure of rapid climate change on global ecosystems, and the compounding effects of added stressors including habitat destruction, altered pathogen dynamics, and the spread of invasive species (Hoffmann et al., 2019; Weiskopf et al., 2020). Over the last decade there has been an explosion of genomic research making use of next generation sequencing technologies for characterising genome wide patterns of genetic variation among natural populations in non-model organisms (Ahrens et al., 2018; Dauphin et al., 2023). Specifically, there has been a sharp rise in studies using these technologies to assess patterns of genetic variation among species populations persisting under different environmental conditions (i.e., genotype-environment associations; GEAs), provide a glimpse into past evolutionary responses to climatic fluctuations, and the availability of standing genetic variation for adaptation to future climate challenges (Razgour et al., 2019; Forester et al., 2022). These approaches often provide opportunities for identifying specific alleles associated with local adaptation and potentially influencing the fitness of populations under local environmental conditions (Lasky et al., 2022). In theory, this information can assist managers to incorporate evolutionary processes into the management of biodiversity values (Isabel et al., 2020), and to be more targeted with interventions aimed at enhancing the resilience of species populations considered most vulnerable to climate change effects (Hoffmann et al., 2021a).

More recently, there has been growing interest in the integration of population genomic data and landscape ecology to inform management by modelling the likely vulnerability of species populations to climate change. One method gaining traction is the “genetic offset” (GO) method, which makes use of well-established community ecology modelling techniques (Rellstab et al., 2021) to determine the extent of genetic change needed for a population to persist under future climate conditions (Fitzpatrick & Keller, 2015; Gaitán-Espitia & Hobday, 2021). Specifically, genetic offset models use contemporary frequencies of adaptive alleles to predict the extent of genetic change needed to track with climate change and maintain population fitness into the
future (Rellstab et al., 2021). The interpretation is intuitive, where populations requiring the
greatest genetic changes have the greatest GO and are considered most vulnerable to climate
c change (Gougherty et al., 2021). These models are now being widely used within genotype-
environment association (GEA) workflows (Rellstab et al., 2015; Hoban et al., 2016; Ahrens et
al., 2018; Lasky et al., 2022), with 151 peer-reviewed publications applying GO models to
natural populations of non-model plant and animal systems (according to Google Scholar May
2023 using “genetic offset” as the search term).

Despite the rising interest in GO models, recent review articles have highlighted several
limitations, pointing to lack of connection between alleles and biological function (Hoffmann et
al., 2021b) and over reliance on GO models in the absence of quantitative data (Rellstab et al.,
2021). In this commentary we discuss further limitations of GO models extending to basic
evolutionary principles. We argue that careful consideration needs to be given to understanding
what a GO is in a selection and fitness landscape, and discuss critical assumptions and
common violations of evolutionary principles that introduce risks of model misinterpretation. We
also make the point that GO models tend to over-simplify the process of selection and at the
same time over-complicate the process of gauging risks of maladaptation. It is hoped that this
discussion will lead to greater caution and contextualisation in the application of GO models for
informing management aimed at preserving and enhancing biodiversity values under climate
change.

Evolutionary background and premise

The relationship between genetic clines and fitness needs to be carefully considered when
undertaking GO analyses as these relationships are the driving force behind local adaptation
and GOs. In figure 1 we define fitness as the quantitative representation of the ability to
successfully reproduce and persist under local environmental conditions. The relationship
between fitness and the environment is expressed in simple terms, as a gaussian distribution
with environment on the x-axis and fitness on the y-axis (Figure 1a; (Laughlin & Messier, 2015).
This simple relationship underpins GO models that assume genetic variation contributing to
differences in fitness allows selection to predictably occur. This relationship becomes slightly
more complex when we consider the influence of individual genotypes on fitness under local
environmental conditions, where genotypes have different effects and gaussian distributions
that vary along the environmental axis (Figure 1b). In essence, the varying relationships
between individual genotypes, trait expression, and fitness under local environmental conditions facilitate the process of natural selection and local adaptation. GO models require these relationships being both well understood and predictable under changing environmental conditions. Yet most landscape genetic studies focus only on allele frequency clines, while lacking information on fitness and other evolutionary principles, rendering the interpretation of most GO models unreliable.

Figure 1. Fitness reaction norms across a (a) species and (b) genotypes within species (two allele model: red is aa; purple is aA; blue is AA).

GEAs provide a powerful approach for characterising correlations between allele frequencies and specific environments or habitats, and identifying loci that contribute to adaptive genetic differences among species populations (Rellstab et al., 2015; Manel et al., 2016; Ahrens et al., 2018; Lasky et al., 2022; Dauphin et al., 2023). An underlying assumption of GEAs and downstream GO models is that these candidate loci are having a measurable effect on trait expression and population fitness (Hoffmann et al., 2021), and that these loci will have a predictable effect on fitness under changing environmental conditions. We know from empirical studies that genotypic responses to novel environmental conditions can be unpredictable (Evangelou et al., 2019), and that a population’s fitness is often determined by many quantitative traits that are commonly controlled by multiple gene loci (Laughlin & Messier, 2015; Laughlin et al., 2020). Consequently, the task of predicting adaptive responses to novel environments is complicated by numerous factors associated with trait complexity, including
epistatic interactions, pleiotropic effects, genetic redundancy, non-clinal patterns and fitness trade-offs among functional traits (Yeaman, 2015; Lotterhos et al., 2018; Todesco et al., 2020; Ahrens et al., 2021b; Lotterhos, 2023). Another common issue with correlative GEAs is that the true driver of adaptive genetic variation among species populations is often uncertain, particularly when quantitative experimental data (i.e., from common gardens) is unavailable.

GEAs involve direct tests for correlations between specific genotypes and explanatory variables (i.e. temperature, precipitation, altitude); however, other factors correlated with these variables (abiotic and/or biotic) may be the actual driving force of selection (Rellstab et al., 2015). This is pertinent in complex landscapes where selection processes can be multidimensional (White & Butlin, 2021; Filipe et al., 2022; Lotterhos, 2023). Consequently, estimating GOs and predicting risks of maladaptation are problematic when the true driver(s) of selection are concealed.

Aside from the inherent issues associated with correlative GEAs, little attention has been paid to the basic theory behind GO models and how GO estimates relate to population vulnerability under changing environmental conditions. Even under a perfect scenario, where the genetic variants identified are truly adaptive and contribute to phenotypic variation for an important trait, which in turn is associated with a well-established environmental variable, what is a GO? We argue that in many cases GOs are likely to be misleading, using reaction norms to demonstrate how GOs can be greatest in populations that are least vulnerable to climate change. Below we expand on this and other common issues with GO models, highlighting the basic assumptions that must be met in order to reliably predict risks of future maladaptation and provide meaningful contributions to biodiversity management in light of climate change.

Basic assumptions

Here we articulate seven key assumptions that underpin GO analyses, but acknowledge that these do not consider other important biological processes such as heritability and biotic interactions. Even so, these seven assumptions are based on a perfect scenario where the candidate allele(s) being analysed are truly locally adaptive, associated with a gene whose function is known, and provide tangible fitness benefits under local environmental conditions where the driver of selection is known (Hoffmann et al., 2021).

Assumption 1: The magnitude of genetic offset is predicted to result in a corresponding fitness decline
Let's consider the relationship between genetic offset and fitness, and a basic model where populations exhibit clinal variation in adaptive allele frequencies relating to temperature. Populations occurring at the thermal extremes of the environmental distribution might be expected to be fixed or close to fixed (> 0.95) for alternate alleles (e.g., hot environment genotype = AA, cold environment genotype = aa). At some central point between the two environmental extremes, populations are expected to consist of heterozygous genotypes (Aa), where allele frequencies are close to 0.5. Below we provide theoretical depictions of the relationships between allele frequency and environment for three different adaptive loci at two sites from the centre (site 1) and extreme edge (site 2) of the environmental distribution, and demonstrate predicted shifts in allele frequencies for each site under a future climate change scenario (Figure 2a-c). We also show how allele frequency shifts might be accompanied by shifts in associated quantitative traits (Figure 2d-f) and shifts in fitness (Figure 2g-i). These figures demonstrate that the magnitude of GO depends entirely on the steepness of allele frequency change. Contrary to current interpretations of GO models, there is a small change in fitness at the steepest allele frequency shift located at the centre of the environmental distribution (site 1), while large fitness declines are expected to occur in the tails of the environmental distribution where the allele frequency is near its asymptote (site 2). Here, any environmental shift causing a change in the frequency of the adaptive genotype (AA) could lead to a major decline in fitness, yet GO is small because the allele frequency is already close to fixation and has nowhere to go. Another scenario is shown in (c ) where both sites may have a similar GO but be accompanied by different traits (f) and fitness changes (i). Contrary to current interpretations, in these scenarios, populations least vulnerable to fitness declines are expected to have a high GO, while populations most vulnerable to fitness declines have low GO.
Figure 2. The theoretical relationship between change in allele frequency, various quantitative traits, and fitness across an environmental landscape. (a-c) Three different allele frequency changes across the environment. (d-f) Three different types of quantitative traits, which might represent (d) growth/height, (e) reproduction, and (f) seed germination. (g-i) We also show how fitness may change across an environment depending on genotype. Vertical lines denote two different sites, site 1 represents a site within the middle of the environmental distribution while site 2 is near its upper environmental limit. C - contemporary; F - future; af - allele frequency; (?) refers to the change in trait value to an environment that it previously did not experience, so predictions may not fit. It is important to note that these reaction norms in Figure 2 are not indicative of all allele frequency possibilities, trait responses, or fitness landscapes, but they do demonstrate how genetic offset and fitness declines can easily result in anticorrelation and misinterpretation.

Assumption 2: Allele frequencies result in optimal fitness under local environmental conditions

A common issue with GO models is that they assume allele frequencies to be at equilibrium, meaning they are in perfect balance with the local environment and that any change will have a detrimental effect on population fitness. However, we know that this is not always true as evidence suggests natural populations in both animal and plant systems can actually be maladapted to local environmental conditions (Holt et al., 2003; Brady et al., 2019). This
commonly applies to small, fragmented populations where adaptive allele frequencies have
deviated from their optimum due to genetic drift, and in long lived species where allele
frequencies may be a relict of adaptations to past climates. In other words, maladaptation could
occur if the environment is moving, retreating or degrading, there is a genetic load, if there are
mutations accumulating, or if genetic drift is occurring to name a few causes (Brady et al.,
2019). Consequently, assuming that allele frequencies are optimised to provide peak fitness
under local environmental conditions can be problematic, and can negatively impact the
interpretation and the reliability of GO models.

Assumption 3: Selection pressure is uniform across all populations

Another problematic assumption associated with GO models is that selection is acting upon all
populations with the same force (measured as selection coefficient; s). We know this to be false
(Mathieson & McVean, 2013), as s changes through space and time (Exposito-Alonso et al.,
2019). Instead, in locally adapted scenarios, s is typically expected to be greatest in the tails of
the environmental distribution and lowest in the centre of the distribution, where demographic
effects (i.e., genetic drift and gene flow) are likely to swamp the accumulation and maintenance
of adaptive alleles (Figure 3; Polechová & Barton, 2015). Additionally, small and fragmented
populations are particularly vulnerable to demographic effects such as genetic drift and
inbreeding (Kimura et al., 1963; Whitlock, 2000; Frankham, 2005). In such cases, these
demographic effects are likely to be stronger than s and have a greater influence on allele
frequencies regardless of position within the environmental distribution. For better or worse, we
use a term from baseball, “Mendoza Line”, to denote the threshold where selection pressure
has a greater effect than other demographic processes, analogous to a threshold defining high
and low batting performance (Figure 3). Consequently, the assumption that s is uniform across
all populations is problematic and further complicates the interpretation of many GO models.
**Figure 3.** A simple relationship between selection pressure (s) across an environment and demographic processes in a local adaptation paradigm. Genetic offsets assume that the selection pressure is the same across the environment (dashed yellow line). However, it is more accurate to visualise how selection pressure may change across an environment gradient during the process of local adaptation (solid black line). At some point, neutral genetic effects will have a stronger effect compared to selection pressure (visualised here as the solid red line).

**Assumption 4:** Adaptation is determined by alleles of medium to large effect

Many traits are polygenic in nature where trait expression is influenced by a multitude of genes of various effect sizes (Barghi et al., 2020). GEA studies are designed to identify candidate loci with the greatest effect sizes in an additive genetic variation paradigm. However, evidence suggests that transient alleles of small effect can still have a significant influence on trait expression and the adaptation process (Yeaman, 2015). These types of small effect loci are nearly impossible to detect using correlative GEA approaches (Ahrens et al., 2021a) and are consequently overlooked in GO models. For groups of traits conferring adaptation that are polygenic and consist of many small-effect loci, genetic redundancy (alternative genotypic combinations resulting in similar phenotypes) may be a biological safeguard against new environmental challenges. Essentially, increasing trait complexity decreases the predictability of evolutionary responses to climate change (Gagnaire & Gaggiotti, 2016). However, GO models typically do not account for trait complexity and the potential influence of unidentifiable small
effect loci, which can have a significant influence on adaptive processes and the overall reliability of GO models.

Assumption 5: All genetic offsets result in fitness decline

Currently, our interpretation of GO models is that any predicted genetic change would result in a decline in population fitness. However, there are many theoretical instances, particularly at the trailing edge of the environmental shift (Figure 4), that could result in increased fitness. The change in fitness is dependent on the fact that climate change may not have a uniform effect across a species’ distribution (Figure 4). In reality, GO interpretation is dependent on the direction and type of climate change. Here we show three simple scenarios (Figure 4; uniform, skewed, and reciprocal), but can imagine many scenarios that are different or more complex (such as polynomial curves or fragmented scenarios). A uniform scenario (Figure 4a&b) would result in all populations being equally affected, for this scenario we see that the ‘blue’ population would have an increased fitness and the ‘red’ population would have a decreased fitness. In a skewed scenario (Figure 4c&d), populations are differentially affected with one end having no change and the other end having a large change in climate. Here, the blue population has very little change in fitness while the ‘red’ population has a large change in fitness. Critically for the uniform and skewed scenarios the ‘yellow’ population has the largest GO but negligible change in fitness. Lastly, the reciprocal scenario (Figure 4e&f), where the climate has decreased for half of the populations and increased for the other half. It is only under this scenario where fitness is predicted to decline for both the ‘blue’ and ‘red’ populations, and there is no change for the ‘yellow’ population. Estimating this relationship between allele frequency, fitness, and climate change would lead to better interpretations. This subtlety is critical because we assume that any genetic offset would result in fitness decline.
Assumption 6: **Loci are adapted to one environment**

GO models are typically performed based on the simple assumption that candidate loci are associated with single traits that in turn are adapted to single environments. Yet we know that this is not always the case, and alleles affecting many traits are common in adaptive divergences among species populations (Thompson, 2020). We also know that populations are often exposed to multi-dimensional selection pressures, involving a multitude of environmental factors (i.e. temperature, precipitation, soil type; Dauphin et al., 2023), that in some cases produce only transient patterns of local adaptation (White 2022). Therefore, the idea that an allele may confer adaptive benefits to more than one environment, and the potential for pleiotropic effects, should be carefully considered when undertaking GO analyses (Mérot, 2022). If an allele can modulate responses to different environments, and is linked to multiple functional traits, then trade-offs may be expected as environments change asymmetrically (Mauro & Ghalambor, 2020). The obvious implication is that selection on one allele benefiting one trait may occur at the expense of another trait, and new genetic combinations must occur to avoid risks of maladaptation and fitness decline (Bono et al., 2017; Lotterhos et al., 2018; Chen & Zhang, 2020). Theoretically, pleiotropic effects could result in either impeding or facilitating adaptive response to climate change (Stitzer & Ross-Ibarra, 2018; Hämälä et al., 2020;
Rennison & Peichel, 2022). Indeed, trade-offs among pleiotropically controlled functional traits are dependent on habitat heterogeneity (Bono et al., 2017) and can compromise the ability to evolve new adaptive phenotypes when these occur at the expense of other traits critical to the fitness of the local population (Shoval et al., 2012; Ahrens et al., 2020). However, these outcomes are difficult to predict, especially in the absence of quantitative data, and simply cannot be accounted for in GO models. The idea of pleiotropy being a limitation to determining genetic vulnerability is also highlighted in Hoffmann et al., (2021).

Assumption 7: **Gene flow can not account for a proportion of the genetic offset**

Rellstab et al. (2021) recently argued that GO models are limited by their inability to incorporate key demographic processes, such as gene flow. Indeed, GO models typically do not account for gene flow which is known to play a key role in the adaptation process (Sgro and Hoffmann 2011; Bontrager & Angert, 2019). Efforts to estimate GO in panmictic species with wide distributions are likely to be futile, because risks of maladaptation are expected to be offset by the natural migration of alleles across environmental gradients (Pujolar et al., 2014). Therefore, one might assume that GO models are best suited to species with highly structured populations. However, this too can be problematic. In many systems, climatic and environmental factors act as barriers to gene flow and contribute to contemporary patterns of genetic structure (Bergek et al., 2010). Yet, in some cases these barriers are expected to break down due to climate change and provide new opportunities for gene flow among previously disconnected populations (Franks & Weis, 2009; Crispo et al., 2011). It is also important to acknowledge that low levels of gene flow can be occurring even in the presence of significant genetic structure (Sebenn et al., 2011), and still be capable of enhancing the evolutionary potential of populations facing new environmental challenges (Guillaume & Whitlock, 2007; Arnold et al., 2008; Tusso et al., 2021). The interaction between gene flow, generational turnover, and the pace of climate change also needs to be carefully considered when gauging risks of vulnerability. In general, rapid evolutionary responses to climate change might be expected in species with short generation times regardless of gene flow influences (Tusso et al., 2021), while selection processes may fail to keep pace with projected shifts in climate in many long-lived species (Aitken et al., 2008). Although, evidence suggests that some long lived species, such as trees, are capable of long-distance gene flow that is expected to facilitate the evolutionary change needed for populations to adapt to new climate conditions (Kremer et al., 2012). Consequently, information on the strength and directionality of gene flow, species generation times, the timing of projected shifts
in climate, and the drivers of population genetic structure, need to be carefully considered when assessing risks of maladaptation. At this point GO models do not adequately account for these influential factors, meaning the outputs from many GO analyses are likely overstating vulnerability.

**Context and implications**

Despite the issues associated with these assumptions, recent studies have demonstrated the reliability of GO models in predicting risks of maladaptation in some experimental systems. Specifically, these studies have used a combination of population genomic data, common garden experiments, and/or simulations associated with quantitative traits and fitness, to quantify the GO between spatially distinct populations using contemporary allele frequencies (Fitzpatrick et al., 2021; Laruson et al., 2022); they find that the populations at the range edges have the greatest offset and the greatest decline in performance. For these studies, the GO is the contemporary allelic difference between the population's ‘home’ site and the common garden site. While these studies have validated the reliability of GO models in predicting performance of populations in new environments, it is important to acknowledge the limitations in using spatial approaches to predict temporal changes. These limitations have been discussed elsewhere (Damgaard, 2019; Rellstab et al., 2021), but in summary it is argued that observations across space are unlikely to hold true over time. However, most studies in the literature attempt to predict vulnerability of natural populations over time, which has not yet been supported by empirical research.

The failure to account for, accommodate, or even acknowledge these assumptions is expected to lead to significant problems during the interpretation phase of studies employing GO models. The fundamental problem is that the greatest GO is most likely to occur where the allele frequency curve is steepest while the most vulnerable populations are likely those that have the steepest fitness drop-off, but we demonstrate that these seldom overlap using theoretical reaction-norm curves (Figure 2). Yet, these two scenarios (fitness drop-off & genetic offset) are often conflated in published articles without a direct connection. The conflation of these two ideas would likely lead to harmful management practices, possibly leading to augmentation of resilient populations while those most at risk are overlooked. Ultimately, if a GO cannot be directly related to fitness, then what does a GO biologically represent?
Future considerations

Given the multitude of issues associated with GO models articulated in this and other commentaries (Hoffmann et al., 2021b; Rellstab et al., 2021), we argue that the scientific community needs to consider the fundamental value of these approaches. As discussed, selection processes are often highly complex and inherently difficult to predict. By not accounting for these complexities, GO models are effectively over-simplifying the process of selection, and in many cases are expected to produce misleading estimates of population vulnerability. With or without GO models, there will be uncertainty about how populations are likely to respond to new environmental challenges.

Despite the current limitations of GO models there may be potential for improvements in the future. Models must adequately account for fitness (Assumptions 1, 2, and 5), selection coefficients (Assumption 3), genetic redundancy from many small-effect loci (Assumption 4), pleiotropic effects (Assumption 6), and demography processes (Assumption 7). Demographic processes, such as gene flow can be easily estimated with in-hand genetic data, and should be relatively simple to incorporate within models. In contrast, other measures are inherently difficult to quantify, such as selection coefficients ($s$) which can vary spatially and temporally (Siepielski et al., 2009), and pleiotropic effects/trade-offs which are dependent on complicated trait-gene networks (Sikkink et al., 2015). Although, these effects can be approximated by comparing genomic and phenotypic datasets using existing computation techniques (Tyler et al., 2013; Mural et al., 2021). Either way, the only way to improve the reliability of GO models is to start integrating data that represents these evolutionary principles to existing models. Then we can overcome the current disconnect between the fitness landscape in local adaptation, selection pressure, and the biological importance of clinal allele frequency shifts, and create trustable predictions that could positively impact the conservation management of biodiversity at risk of decline or local extinction due to climate change.

Conclusions

This commentary highlights the complex nature of biological adaptations, which involve a range of mechanisms outside of the genotype-environment interaction paradigm. Our concern is that many applications of GO models are likely producing misleading estimates of population vulnerability due to violations of basic evolutionary principles. We have also demonstrated that the most vulnerable populations are at risk of being overlooked, and the vulnerability of others is
at risk of being overstated. Consequently, we argue that the adoption of GO models in their current form may compromise adaptive management of biodiversity values in a changing climate. Before we can rely on GO models as effective predictors of population vulnerability and incorporate them into conservation management frameworks, they need to be able to account for issues related to these fundamental assumptions. Yet in many cases, this information is inherently difficult to obtain for non-model organisms, meaning the task of estimating GOs is likely to be a futile exercise. As a scientific community we should not only question the reliability of current GO models, but also consider that perhaps they are doing more harm than good. Our recommendation is to resist using GO models to predict future patterns of allele frequency or vulnerability until further work is done to establish the theory behind GO models. Effectively accounting for complex evolutionary principles that influence the adaptation process is essential for robust and reliable predictions of species response to climate change.
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