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Abstract

Constraining the spatial variability of the thickness of the ice shell of Enceladus (i.e., the crust) is central to our understanding of its thermodynamics and habitability. In this study, we develop a new methodology to infer regional variations in crustal thickness using measurements of tidally-driven elastic strain. As proof of concept, we recover thickness variations from synthetic finite-element models of the crust subjected to diurnal eccentricity tides. We demonstrate recovery of crustal thickness to within \( \approx 2 \) km of true values with \(< 0.2 \) km error over spherical harmonic degrees \( l \approx 12 \) (corresponding to half-wavelengths \( \approx 60 \) km). Our computed uncertainty is significantly smaller than the inherent \( \approx 10 \) km ambiguity associated with inferring variations in crustal thickness solely from gravity and topography measurements. We therefore conclude that measuring elastic strain provides a relatively robust approach for probing crustal structure at Enceladus.
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Key Points:

\begin{itemize}
  \item Variations in ice shell (i.e., crustal) thickness are crucial for understanding the thermodynamics and habitability of Enceladus.
  \item We develop a new method to infer spatially-varying crustal thickness using measurements of tidally-driven elastic strain.
  \item Using our method, we demonstrate recoveries of crustal thickness variations to within \textless 0.2 km error over length scales greater than 60 km.
\end{itemize}
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Abstract

Constraining the spatial variability of the thickness of the ice shell of Enceladus (i.e., the crust) is central to our understanding of its thermodynamics and habitability. In this study, we develop a new methodology to infer regional variations in crustal thickness using measurements of tidally-driven elastic strain. As proof of concept, we recover thickness variations from synthetic finite-element models of the crust subjected to diurnal eccentricity tides. We demonstrate recovery of crustal thickness to within ~ 2 km of true values with < 0.2 km error over spherical harmonic degrees \( l \leq 12 \) (corresponding to half-wavelengths \( \geq 60 \) km). Our computed uncertainty is significantly smaller than the inherent ~ 10 km ambiguity associated with inferring variations in crustal thickness solely from gravity and topography measurements. We therefore conclude that measuring elastic strain provides a relatively robust approach for probing crustal structure at Enceladus.

Plain Language Summary

Inferences of the thickness of Enceladus’s ice shell – or crust – can provide valuable insights for our understanding the potential habitability and thermodynamics of this moon of Saturn. In this work, we develop a new method to infer regional variations in crustal thickness at Enceladus using measurements of deformation caused by tidal interactions with Saturn. Using models of Enceladus’s ice shell, we demonstrate that we can recover crustal thickness with a deviation of ~ 2 km relative to input values. Our approach to infer crustal thickness could complement traditional methods that rely solely on analyzing gravity and surface topography to constrain crustal structure at the satellite.

1 Introduction

Enceladus, a small moon of Saturn, is a geologically active and potentially habitable ocean world (e.g., Porco et al., 2006; Postberg et al., 2009). Enceladus possesses both highly cratered landscapes and regions with active resurfacing (e.g., the South Polar Terrain or SPT) (Yin & Pappalardo, 2015; Schenk et al., 2018). Based on an incomplete spherical harmonic degree \( l = 3 \) gravity and topography fields derived primarily from three spacecraft flybys, the SPT is believed to have significantly thinner crust (~4 – 14 km).
km) relative to a mean crustal thickness (∼20 – 40 km) (Nimmo et al., 2011; Iess et al., 2014; Hemingway et al., 2018). The SPT also possesses four large-scale fractures (informally known as ‘Tiger Stripes’; Porco et al., 2006). Cryovolcanic jets along the Tiger Stripes are believed to supply material from a subsurface ocean (Thomas et al., 2016; Iess et al., 2014) to a water-ice plume which exhibits diurnal variations in activity (e.g., Ingersoll et al., 2020). Diurnal eccentricity tides may correspondingly regulate crustal dynamics by cyclically deforming Enceladus over its 32.9 hr orbital period (Souček et al., 2016).

Characterizing the spatial variability of crustal thickness at Enceladus is crucial for studying the satellite’s thermodynamics and habitability. It is believed that basal heating (and melting) of the ice shell maintains variations in crustal thickness over geologic timescales (Čadek et al., 2019; Hemingway & Mittal, 2019). Additionally, for an ice shell that exhibits Airy isostatic compensation of surface topography, the amplitudes of crustal thickness variations are sensitive to the density of the ocean (Hemingway & Matsuyama, 2017). Determination of ocean density enables identification of differences between ocean compositions predicted from analyzing plume material and actual ocean compositions (Fifer et al., 2022). Knowledge of ocean composition (and in particular the abundances of compounds NaCl, CO$_2$, H$_2$, NH$_4$, and CH$_4$) in turn constrain the pH, salinity, and availability of chemical energy for metabolic reactions at Enceladus (Postberg et al., 2011; Glein et al., 2018). Characterizing crustal thickness at Enceladus also constrains plausible escape pathways of ocean material (e.g., local refreezing in thinned regions of the ice shell; Čadek et al., 2019) and modes of intra-crustal processing of material sourced from the ocean (Kite & Rubin, 2016; Ingersoll & Nakajima, 2016).

Several methods have been proposed to infer spatially variable crustal thickness at Enceladus. Measurements of gravity and topography can provide constraints on variations in crustal thickness across regional spatial scales (i.e., $l = 2 – 20$) (e.g., Ermakov et al., 2021). However, previous geodetic studies at Enceladus (Iess et al., 2014; McKinnon, 2015; Hemingway & Mittal, 2019) predict a wide possible range of crustal thickness values across regional spatial scales (e.g., 4 – 14 km, or ~10 km near the South Pole). Ambiguity in determinations of crustal thickness from existing geodetic surveys arises primarily from uncertain estimates of the impact of ocean and crustal densities on Enceladus’s gravity field (Hemingway & Mittal, 2019). Efforts to more precisely determine thickness using libration measurements (e.g., Thomas et al., 2016; Van Hoolst et al., 2016) or observations of local lithospheric flexure induced by the presence of surface topogra-
phy (e.g., Giese et al., 2008) constrain values only at long ($l = 2$) or short ($l > 20$) spatial scales, respectively.

We develop a new method for inferring crustal thickness at Enceladus using measurements of elastic strain across regional spatial scales. From Hooke’s law, strain along a loaded 1D system scales linearly with local stiffness (Figure 1). For an elastic layer, both layer thickness and elastic moduli influence the tendency for a medium to resist deformation in response to an applied force. We therefore anticipate that changes in the strain field produced by diurnal tides at a given location in Enceladus’s crust will exhibit a linear relationship with variations in the local elastic thickness. We note that ice deformation on Enceladus is mostly elastic over 32.9 hr timescales (Shaw, 1985; Wahr et al., 2006; Neumeier, 2018). Thus, inferences of elastic thickness from diurnal tides closely approximate (to within $< 0.2\%$) true crustal thickness at Enceladus. Further details are described in the Supplementary text S1.5 of Berne et al. (2023).

Gradients in material properties, such as crustal thickness and elastic moduli, introduce additional complexity in the response of a 2D layer to applied tractions (Hsu et al., 2011 cf. Equation 4). We refer to this phenomenon as the ‘gradient’ effect, which we illustrate in Figure 1. Crustal thickness gradients can lead to biased estimates of crustal thickness when using a linear (one-to-one) interpretation of strain fields, particularly when gradients are high (e.g., when variations in crustal thickness are present at short wavelengths). Analytic models of diurnal tides at Enceladus are unable to predict deformation caused by short-wavelength variations in crustal thickness (Beuthe, 2018; Rovira-Navarro et al., 2020). However, numerical Finite Element Models (FEMs) can accurately simulate deformation of ice shell geometries that incorporate variations in crustal thickness across a wide range of spatial scales (Souček et al., 2016; Behounkova et al., 2017; Souček et al., 2019; Berne et al., 2023).

Here, we introduce an approach to determine crustal thickness at Enceladus through the application of Hooke’s law to tidally-induced elastic strains (Section 2). Our approach utilizes numerical techniques to iteratively minimize differences between measured crustal strains and those predicted using FEMs of spatially heterogeneous ice shells subject to tidal loading. To account for potential gradient effects, our FEMs incorporate variations in crustal thickness at length scales down to $\sim 25$ km or spherical harmonic degree $l \sim 60$. As proof of concept, we demonstrate recovering thickness using elastic strains from
Figure 1. Crustal strain correlates with ice shell thickness. Top Panel: Example 1D elastic structure (i.e., springs in series) subject to an axial load. Hooke's law predicts that strain is relatively higher where springs have lower stiffness (i.e., smaller spring constants). Bottom Panel: Analogous 2D elastic layer subject to a transverse load. In this case, local layer thickness modulates the effective stiffness (and strain) of the medium. We expect that measurements of strain at the outer surface of the crust (labelled) permit inferences of local thickness at Enceladus. Shaded regions denote locations where 'gradient effects' impact inferences of local thickness from strain fields.
a synthetic model of Enceladus’s ice shell using our methodology (Section 3). We assess uncertainty by comparing the discrepancy between thicknesses that are input into the synthetic models with thicknesses recovered from those models. We conclude by addressing the utility of using imaging geodesy (e.g., Interferometric Synthetic Aperature Radar) to carry out the strain measurements required to recover crustal thickness variations at Enceladus (Section 4).

2 Methods

2.1 Input Model Specification

We first construct a spherically symmetric model geometry that is broadly consistent with the elastic structure of the crust of Enceladus. Building on the methodology discussed in Berne et al., (2023) (section 2.1), we start with a hollow shell with prescribed outer radius $R$ and uniform thickness $\tilde{D}$ (see Supplementary Table S1 for chosen values for parameters used throughout this work). Using the software package CUBIT (Skroch et al., 2019; CoreForm, 2020), we mesh our geometry with tetrahedral elements and assign a uniform shear modulus $G$ and a bulk modulus value $\mu$. We ignore the potential impact of viscous strain (Wahr et al., 2009). We also account for self-gravitational effects and ignore inertial forces for our analysis. Elastic deformation of the core is expected to be several orders of magnitude smaller than elastic deformation of the ice shell (Schubert et al., 2007). We therefore treat the core as a rigid body for simulations.

For our analysis, we construct a synthetic ‘true’ crustal thickness model by modifying the surface and ice-ocean boundary of our spherically symmetric geometry. $D^{\text{true}}(\Omega)$ represents the spatially variable thickness of the outer ice shell of our synthetic model where $\Omega$ is the position variable comprising the co-latitude longitude pair $(\theta, \phi)$ in a body-fixed reference frame. Note that we can write the quantity $D^{\text{true}}(\Omega)$ as a sum over orthonormal spherical harmonic basis functions $Y_{lm}(\Omega)$ scaled by coefficients $d_{lm}^{\text{true}}$ (where $l$ and $m$ denote spherical harmonic degree and order):

$$D^{\text{true}}(\Omega) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} d_{lm}^{\text{true}} Y_{lm}(\Omega)$$  (1)

We generate $d_{lm}^{\text{true}}$ up to $l = 60$ by compensating surface observed topography using a modified form of Airy isostasy (Hemingway & Matsuyama, 2017). Further details of our
procedure to generate thickness variations in the synthetic model are given in Supplementary S1.1.

2.2 Tidal Loading

Following the formulation described in Supplementary section S1.1 of Berne et al. (2023), we apply forces associated with the driving potential produced by time-dependent diurnal eccentricity tides $V(r, \theta, \phi, t)$ (to the first order in eccentricity) to model geometries (Murray & Dermott, 1999):

$$V(r, \theta, \phi, t) = r^2 \omega^2 e \cdot (\sin(\omega t) P_{22}(\mu) \sin 2\phi ...)$$

$$... + \frac{3}{4} \cos(\omega t) (P_{22}(\mu) \cos 2\phi - 2 P_{20}(\mu))$$

In Equation 2, $\omega$ is Enceladus’s orbital angular velocity, $e$ is the body’s orbital eccentricity, and $r$ is radial position in a body-fixed reference frame. Time $t = 0, \frac{2\pi}{\omega}$ corresponds to orbital periapse. $P_{20}(\mu)$ and $P_{22}(\mu)$ are associated Legendre Functions with the nested function $\mu = \cos(\theta)$. We use the 3D FEM code PyLith (Aagaard et al., 2007) for simulations. PyLith is a well-established geodynamic modelling tool which allows for complex bulk rheology and geometrical meshes. We have modified PyLith for modeling full spheres in a no-net-rotation/translation reference frame with central time-dependent body forces appropriate for eccentricity tides (See also section 2.2 of Berne et al., 2023).

2.3 Strain Computation

Following the methodology described in Tape et al. (2009) (cf. Equation 20), for a deforming quasi-spherical body with a linear isotropic elastic rheology, we can compute components of the horizontal strain rate tensor $\epsilon$ at the surface according to:

$$\epsilon_{ij} = \frac{1}{R} \begin{bmatrix} -3 \frac{2G(2v_r + \frac{dv_r}{d\phi}) + \cdots}{3\mu + 4G} & 0 & 0 \\ v_r + \frac{dv_r}{d\theta} & \frac{1}{2}(-v_\phi \cot \theta + \csc \theta \frac{dv_\phi}{d\phi} + \frac{dv_\phi}{d\theta}) \\ 0 & \frac{1}{2}(-v_\phi \cot \theta + \csc \theta \frac{dv_\phi}{d\phi} + \frac{dv_\phi}{d\theta}) & v_r + v_\phi \cot \theta + \csc \theta \frac{dv_\phi}{d\phi} \end{bmatrix}$$

where quantities $v_r$, $v_\theta$, and $v_\phi$ denote surface velocities in positive radial, co-latitude, and longitude directions. To compute $v_r$, $v_\theta$ and $v_\phi$, we difference FEM displacement fields between 180 consecutive time points over the tidal cycle ($t = 0$ to $t = \frac{2\pi}{\omega}$ in Equation 2).
Subtracting the dilatation of the strain tensor $\varepsilon_h$ from diagonal components of $\varepsilon_{ij}$ in Equation 3 permits computation of the horizontal deviatoric strain rate tensor $\tilde{\varepsilon}_{ij}$:

$$\tilde{\varepsilon}_{ij} = \varepsilon_{ij} - \varepsilon_h \delta_{ij}$$  \hfill (4)$$

where $\delta_{ij}$ is the kronecker delta. We evaluate $\varepsilon_h$ by averaging diagonal components of $\varepsilon_{ij}$ in Equation 3:

$$\varepsilon_h = \frac{\varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33}}{3}$$  \hfill (5)$$

For convenience, we seek to parameterize strain rate at the surface of our models using a scalar quantity, here called $E(\Omega)$ (see section 2.1 for the definition of $\Omega$). Using matrix components $\tilde{\varepsilon}_{ij}$ in Equation 4, we define $E(\Omega)$ as the time-averaged 2nd invariant of the deviatoric horizontal strain rate:

$$E(\Omega) = \frac{\omega}{2\pi} \int_0^{2\pi} |\tilde{\varepsilon}_{11}\tilde{\varepsilon}_{22} + \tilde{\varepsilon}_{22}\tilde{\varepsilon}_{33} + \tilde{\varepsilon}_{11}\tilde{\varepsilon}_{33} - \tilde{\varepsilon}_{23}\tilde{\varepsilon}_{32}| \, dt$$  \hfill (6)$$

By definition, the strain invariants do not depend on our coordinate system. The 2nd invariant of the horizontal deviatoric horizontal strain rate (i.e., as opposed to 1st or 3rd invariants, non-deviatoric strain rate, etc.) is especially sensitive to variations in elastic layer thickness and yields relatively high signal-to-noise ratios for recoveries of crustal thickness at Enceladus (see next section).

3 Results

3.1 Initial Crustal Thickness Recovery

We perform an iterative analysis to recover thickness from strain fields. $D^n(\Omega)$ and $E^n(\Omega)$ respectively denote thickness and strain fields evaluated at a given iteration number $n$. To assess the discrepancy between thicknesses that are input and recovered from models for each iteration, we compute the mismatch $\delta D^n(\Omega)$ between $D^n(\Omega)$ and $D^{true}(\Omega)$:

$$\delta D^n(\Omega) = D^n(\Omega) - D^{true}(\Omega)$$  \hfill (7)$$

We initially (i.e., $n = 0$) recover crustal thickness $D^0(\Omega)$ using ‘observed’ strains (i.e., $E^{obs}(\Omega)$) extracted from our FEM with thickness $D^{true}(\Omega)$. Hooke’s law predicts that
thickness is inversely proportional to strain in a 2D elastic medium subject to a transverse load (as previously shown in Figure 1). It is therefore reasonable to assume the following linear relationship between $E^{\text{obs}}(\Omega)$ and $D^0(\Omega)$:

$$
\frac{D^0(\Omega)}{\bar{D}} = \kappa(\Omega) \frac{E^{\text{Base}}(\Omega)}{E^{\text{obs}}(\Omega)}
$$

(8)

where $\kappa(\Omega)$ is a linear transfer function and $E^{\text{Base}}(\Omega)$ is strain evaluated on a spherically symmetric Enceladus with uniform thickness $\bar{D}$. $\kappa(\Omega)$ accounts for the differential $E(\Omega)$ produced by thickness variations (of constant amplitude) located at different angular positions $\Omega$ across Enceladus. Since the amplitude of the tidal forcing varies over a predominantly long-wavelength $E(\Omega)$ pattern (i.e., $l = 2$; see Equation 2) we can account for the impact of $\kappa(\Omega)$ by applying a high-pass filter to strain fields (for details, see Supplementary S1.2).

Figure 2 shows snapshots of $D^{\text{true}}(\Omega)$, $E^{\text{obs}}(\Omega)$, $D^0(\Omega)$, and $\delta D^0(\Omega)$ from our analysis. For visualization, we plot the logarithm of $E^{\text{obs}}(\Omega)$ normalized by $E^{\text{Base}}(\Omega)$ (i.e., $\tilde{E}^{\text{obs}}(\Omega)$):

$$
\tilde{E}^{\text{obs}}(\Omega) = \log \frac{E^{\text{obs}}(\Omega)}{E^{\text{Base}}(\Omega)}
$$

(9)

As expected, patterns of $\tilde{E}^{\text{obs}}(\Omega)$ correlate with patterns of $D^{\text{true}}(\Omega)$. Computed $\tilde{E}^{\text{obs}}(\Omega)$ fields reflect regional thinning at North and South poles, a relatively thicker crust at low latitudes, and the significant asymmetry in crustal thinning between northern and Southern hemispheres visible in $D^{\text{true}}(\Omega)$. Recovered crustal thickness patterns, $D^0(\Omega)$, more closely match $D^{\text{true}}(\Omega)$ than do $\tilde{E}^{\text{obs}}(\Omega)$. Slight differences between $D^{\text{true}}(\Omega)$ and $D^0(\Omega)$ (i.e., $\delta D^0(\Omega)$ in Equation 7) appear to localize near regions with short-wavelength variations in crustal thickness (i.e., high contour density) consistent with the influence of gradient effects on our analysis. In particular, we significantly overestimate crustal thickness ($\delta D^0(\Omega)$ values up to 25 km) along several prominent ridges over the Trailing and Southern Hemispheres.

### 3.2 Gradient Effect Correction

We iteratively adjust the amplitude of crustal thicknesses $D^n(\Omega)$ to minimize differences between strain produced by models with recovered crustal thickness fields $E^n(\Omega)$.
Figure 2. Snapshots of model input crustal thickness $D^{\text{true}}(\Omega)$ (first row), the simulated 2nd invariant of time-averaged horizontal deviatoric strain rate $\tilde{E}^{\text{obs}}(\Omega)$ (see Equations 6 and 9) (second row), recovered crustal thickness $D^0(\Omega)$ evaluated from Equation 8 (third row), and mismatch between input and recovered thickness $\delta D^0(\Omega)$ (see Equation 7) for our initial recovery of crustal thickness ($n = 0$) viewed facing Southern, Northern, Leading, and Trailing hemispheres. See Supplementary S1.1 for description of how synthetic ‘true’ crustal thickness models were constructed. Plotted contours denote colorscale intervals of 0.05 (for $\tilde{E}^{\text{obs}}(\Omega)$ fields) and 5 km (for $D^n(\Omega)$ and $\delta D^n(\Omega)$ fields). Images are orthographic projections with labelled sub-Saturnian point and South Pole locations.
and ‘true’ strain $E^{\text{obs}}(\Omega)$ (see section 2.4). We define a cost function evaluated at a given iteration $\xi^E(n)$ as the integrated square of the difference between $E^{\text{obs}}(\Omega)$ and $E^n(\Omega)$:

$$\xi^E(n) = \int (E^n(\Omega) - E^{\text{obs}}(\Omega))^2 \cdot d\Omega$$

(10)

For comparison to $\xi^E(n)$, we additionally track the integrated square of the difference between true and recovered thicknesses $\xi^D(n)$:

$$\xi^D(n) = \int (D^n(\Omega) - D^{\text{true}}(\Omega))^2 \cdot d\Omega$$

(11)

We expect that the extent to which gradient effects distort strain fields at a given location scales with the magnitude of the local gradient in crustal thickness $||\nabla D^n(\Omega)||$. We therefore update $D^n(\Omega)$ to $D^{n+1}(\Omega)$ for iterations $n > 0$ following:

$$\log\left(\frac{D^{n+1}(\Omega)}{D^n(\Omega)}\right) = \eta(n) \cdot ||\nabla D^n(\Omega)|| \cdot M(\Omega)$$

(12)

where $\eta(n)$ is the learning rate and $M(\Omega)$ is a spatially variable prefactor defined as:

$$M(\Omega) = \kappa(\Omega) \cdot \frac{E^n(\Omega) - E^{\text{obs}}(\Omega)}{E^{\text{Base}}(\Omega)}$$

(13)

We incorporate $M(\Omega)$ into Equation 12 to ensure modifications to $D^n(\Omega)$ only correct for over- (under-) predictions of local thickness in locations with reduced (elevated) $E^n(\Omega)$ relative to $E^{\text{obs}}(\Omega)$. We also update $\eta(n)$ between iterations following an adaptive algorithm to ensure $\xi^E(n)$ converges to a local minimum (Barzilai & Borwein, 1988). Note that we can expand $D^n(\Omega)$ for each iteration in Equation 12 into spherical harmonic functions:

$$D^n(\Omega) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} d_{lm}^n Y_{lm}(\Omega)$$

(14)

where $d_{lm}^n$ are spherical harmonic coefficients. We can examine mismatch in the spectral domain (i.e., spectral power) by evaluating the root-mean-square (RMS) of thickness coefficients $d_{lm}^n$ in Equation 14 and $d_{lm}^{\text{true}}$ in Equation 1 over $l$ (i.e., $d_l^n$ and $d_l^{\text{true}}$ respectively) as well as the RMS percentage difference between coefficients $d_{lm}^n$ and $d_{lm}^{\text{true}}$ (i.e., $\delta d_{lm}^n$):
\[ d^n_l = \left( \frac{1}{2l+1} \sum_m (d^n_{lm})^2 \right)^{1/2} \tag{15a} \]

\[ d^{true}_l = \left( \frac{1}{2l+1} \sum_m (d^{true}_{lm})^2 \right)^{1/2} \tag{15b} \]

\[ \delta d^n_l = \left( \frac{1}{2l+1} \sum_m \left( \frac{d^n_{lm} - d^{true}_{lm}}{d^{true}_{lm}} \right)^2 \right)^{1/2} \cdot 100\% \tag{15c} \]

Figure 3 shows snapshots of \( D^{true}(\Omega) \), \( D^1(\Omega) \), \( \delta D^1(\Omega) \), \( D^{12}(\Omega) \), and \( \delta D^{12}(\Omega) \) (i.e., see Equations 7 and 12). In addition, Figure 4 shows \( \delta D^n(\Omega) \), \( d^n_l \), \( d^{true}_l \), and \( \delta d^n_l \) for iterations \( n = 0, 1, \) and 12 (see Equation 15). The non-zero \( \delta D^0(\Omega) \) observed in Figure 3 drives broad differences between recovered and true spectral powers \( d^n_l \) and \( d^{true}_l \) as well as non-zero values of \( \delta d^0_l \) across all wavelengths. Iterating through our analysis once \((n = 1)\) reduces \( \delta D^1(\Omega) \) to \(< 20\) km along prominent ridges over the Trailing and Southern Hemispheres, lessens the mismatch between \( d^1_l \) and \( d^{true}_l \) curves, and diminishes \( \delta d^1_l \) values across all wavelengths. Further changes to crustal thickness for iterations \( n = 1 - 12 \) reduces \( \delta d^{12}_l \) across longer wavelengths (i.e., \( l \leq 12 \)) and reduces \( \delta D^{12}(\Omega) \) to \(~ 2\) km (1σ confidence).

Figure 4 presents the strain mismatch cost function, \( \xi^E(n) \), and integrated thickness mismatch, \( \xi^D(n) \), for iterations \( n = 0 - 15 \). Our results demonstrate a slight increase in \( \xi^E(n) \) from iterations \( n = 12 - 15 \), while \( \xi^D(n) \) (as well as \( \delta D^n(\Omega) \) and \( \delta d^n_l \) ) values remain largely unchanged after \( n \sim 12 \). Bayesian approaches (e.g., Cawley & Talbot, 2007) enable determination of a suitable cutoff iteration number to avoid over-fitting strain fields (i.e., in the absence of knowledge of 'true' thickness) but are beyond the scope of the current study.

4 Discussion and Conclusion

We examine the relationship between tidally-driven elastic strains and spatially variable crustal thickness at Enceladus. Results show a broad correlation between strain fields and crustal thickness across the moon (see Figure 2). Gradient effects modulate strain patterns (see Figures 3 and 4) with diminishing impact at longer wavelengths (see Figure 4). Our approach permits final recoveries of crustal thickness to within \(~ 2\) km of input values (1σ confidence) with minimal error \(< 0.2\) km across spatial wavelengths \( l \leq 12 \) (i.e., corresponding to a half-wavelength of \(~ 60\) km; see Figure 4, iteration \( n = 12 \)).
Figure 3. Snapshots of input crustal thickness $D^{true}(\Omega)$ (first row), recovered crustal thickness following $n = 1$ iteration $D^1(\Omega)$ (second row), mismatch between model and input crustal thickness following $n = 1$ iteration $\delta D^1(\Omega)$ (see Equations 7) (third row), recovered crustal thickness following $n = 12$ iterations $D^{12}(\Omega)$ (fourth row), and mismatch between model and input crustal thickness following $n = 12$ iterations $\delta D^{12}(\Omega)$ (fifth row) viewed facing the Southern, Northern, Leading, and Trailing hemispheres. Plotted contours denote colorscale intervals of 5 km for $\delta D^n(\Omega)$ and $D^n(\Omega)$ fields. Images are orthographic projections with labelled sub-Saturnian point and South Pole locations.
Figure 4. Analysis of mismatch between thickness fields that are input and recovered from models at a given iteration $n$ using our analysis. Upper and center left panels show $d^n_l$ and $d^{true}_l$ evaluated for spherical harmonic degrees $l = 2 - 20$. $d^n_l$ and $d^{true}_l$ denote the spectral power of input and recovered thicknesses (see Equation 15ab; $d^n_l = d^{true}_l$ denotes a perfect recovery of crustal thickness). Note that the difference between $d^n_l$ and $d^{true}_l$ decreases (i.e., error decreases) after several iterations (i.e., increasing values of $n$). Center right panel shows $\delta d^n_l$ evaluated for spherical harmonic degrees $l = 2 - 20$. $\delta d^n_l$ is the spectral power of mismatch between input and recovered thicknesses at spherical harmonic degree $l$ (see Equation 15c; $\delta d^n_l = 0$ denotes a perfect recovery of crustal thickness). Note that $\delta d^n_l$ decreases (i.e., error decreases) after several iterations (i.e., increasing values of $n$). Vertical dash-dot lines at $l = 12$ marked for reference. Lower left panel shows a histogram of $\delta D^n(\Omega)$ values (evaluated at FEM node locations) across recovered models for $n = 0, 1, \text{and } 12$. $\sigma$ for the $n = 12$ case plotted as vertical dash-dot lines for reference. Lower right panel shows the cost function $\xi^E(n)$ (see Equation 10) and integrated thickness mismatch $\xi^D(n)$ (see Equation 11), normalized relative to the maximum value, for iterations $n = 0 - 15$. X-axes of upper and center panels are plotted in log$_{10}$ scale.
Our approach to correct for gradient effects minimally reduces error in crustal thickness estimates for \( l > 12 \) (see Figure 4). Note that length scales \( l = 12 - 20 \) (\( \sim 60 - 40 \) km) approach the upper limit of input crustal thickness values for models (\( \sim 50 \) km, see Figures 2 and 3). We therefore suspect that tidal strain exhibits a generally more complex relationship with the amplitude of thickness variations than that considered by our approach (see Equations 8 and 12) at length scales that are comparable to the crustal thickness. To further examine the scaling relationship between crustal thickness and the accuracy of recoveries of crustal thickness, we repeat our analysis with mean crustal thickness \( \tilde{D} = 50 \) km corresponding with maximum thickness values \( \sim 100 \) km. In this case, crustal thickness estimates become significantly less accurate (i.e., exhibit > 10 % error) across wavelengths \( l \geq 8 \) (i.e., \( \leq 90 \) km; for further details see Supplementary S2.1).

Our analysis assumes a-priori knowledge of \( \tilde{D} \) (mean crustal thickness). \( \tilde{D} \) is a crucial parameter for acquiring an initial estimate of variations in crustal thickness (i.e., \( D^{\Omega} \), see Equation 8). Measuring the amplitude of long-wavelength diurnal deformation (e.g., Love numbers \( k_{20} \) and \( h_{20} \)) at Enceladus (Beuthe, 2018; Berne et al., 2023) likely enables determinations of \( \tilde{D} \) (see Figure 4 in Berne et al., 2023) to within < 20% of the true value, which is comparable to errors for estimates of spatially variable crustal thickness using our approach at long wavelengths (see Figure 4). Moreover, our iterative analysis is expected to correct for over-(under-) predictions of strain due to excessively low (high) initial estimates of \( \tilde{D} \) (see Equation 13).

While fractures are assumed to have no impact on the recovery of crustal thickness in our initial analysis, faults such as Tiger Stripes and other potential weak zones (i.e., chasma and Circum-Tectonic Boundaries; Yin & Pappalardo, 2015) may concentrate strain under tidal loading. FEMs enable us to compute the deformation caused by both fractures and variations in crustal thickness, allowing for easy future modification of our methodology to examine the impact of fractures on strain fields at Enceladus (For more information, see Berne et al. (2023) on the ‘weak zone’ formulation).

In this study, we treat the single case of a crustal structure with Airy isostatic compensation of surface topography (Hemingway & Matsuyama, 2017). However, future investigations could employ Monte Carlo methods to examine whether the derived \( \sim 2 \) km error from our analysis holds for recoveries of thickness on a range of different scenario crustal models of Enceladus. In addition, modifying our approach to consider the
full surface strain field (Tape et al., 2009) or static gravity and topography data (Hemingway & Mittal, 2019) could yield estimates of crustal thickness that are more precise than results presented in Figures 2 – 4. Although beyond the scope of this study, such analyses are crucial to fully evaluate the reliability of our methodology for recovering 3D crustal structure from real geodetic measurements at Enceladus.

In the future, geodetic imaging techniques such as Interferometric Synthetic Aperture Radar (InSAR) measurements of ground deformation from orbiting platforms (e.g., Simons & Rosen, 2015) could enable the analysis described in this work. Our results indicate that the presence of crustal thickness variations generates maximum peak-to-peak horizontal and radial displacements of approximately ±1-10 cm over the tidal cycle (see also Figures 2 and 3 of Berne et al., 2023). These values exceed the demonstrated sensitivity of InSAR measurements to ground displacement (e.g., Simons & Rosen, 2015). Moreover, our analysis can be extended to calculate the relationship between strain and thickness at discrete time points, such as during repeat InSAR passes. As such, we expect that InSAR measurements would provide key insights into the interior structure of Enceladus and thus to our assessment of the moon’s habitability.
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Introduction

In S1, we outline our methodology for generating synthetic ‘true’ models of Enceladus’s crust (1.1) and calculating the linear transfer function $\kappa(\Omega)$ in Equation 7 from the main text (1.2). In S2, we present the results of our iterative procedure for recovering crustal thickness using for a synthetic crustal model with a mean thickness $\bar{D} = 50$ km (2.1).

Text S1

S1.1: Synthetic ‘True’ Crustal Thickness Model

To generate ‘true’ crustal thickness models (see Figures 2 and 3 of the main text), we first apply topography $H(\Omega)$ to the outer surface of spherically symmetric models.
Note that we can write $H(\Omega)$ as a sum over spherical harmonic basis functions scaled by coefficients $h_{lm}$:

$$H(\Omega) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} h_{lm} Y_{lm}(\Omega)$$  \hspace{1cm} (1)

We extract $h_{lm}$ in Equation 1 for $l = 2 - 60$ from an updated version of topography at Enceladus using all available Cassini imagery (Park et al., personal communication). Our approach for inferring crustal thickness from strain is agnostic to the details of assumed topography. Details of the topography used in this study are therefore not important and are not intended to promote any particular model for Enceladus’s shape. From $h_{lm}$, we generate components $d_{lm}^{true}$ in Equation 1 of the main text assuming a modified formulation for Airy-type compensation of surface topography (Hemingway & Matsuyama, 2017):

$$d_{lm}^{true} = h_{lm} + h_{lm} \frac{\rho_{ice}}{\rho_{w} - \rho_{ice}} \frac{g}{g_{int}} \frac{R^2}{g_{int} (R - \tilde{D})^2} (l - 1)^{-N}$$  \hspace{1cm} (2)

where $g_{int}$ is radial gravitational acceleration at the ice-ocean boundary, $\rho_{ice}$ is the mean density of the ice shell, and $\rho_{w}$ is the mean density of the ocean (see Table 1 of the main text for assumed parameter values), and $N$ is a dimensionless constant. Equation 2 demonstrates that the amplitude of variations in crustal thickness across $l$ depends on the chosen value of $N$. As $N$ decreases, the amplitude of variations in crustal thickness at large values of $l$ (i.e., short-wavelengths) increases rapidly. For models with $\tilde{D} = 25$ km, an assumed value of $N < 1.0$ produces negative (i.e., non-physical) crustal thickness near the South and North Poles. We aim to estimate the maximum extent short-wavelength variations in crustal thickness bias inferences of crustal thickness via gradient effects. We therefore generate a model with $N = 1.0$ for this work.
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### S1.2: Computation of $\kappa(\Omega)$

The quantity $\kappa(\Omega)$ is the linear transfer function which captures the sensitivity of strain fields to the angular position $\Omega$ of crustal thickness variations in Enceladus’s crust. We can approximate the impact of $\kappa(\Omega)$ by applying a high-pass filter $G$ to the ratio of the observed strain field $E^{\text{obs}}(\Omega)$ and $E^{\text{Base}}(\Omega)$:

$$
\kappa(\Omega) = \frac{E(\Omega)}{E^{\text{Base}}(\Omega)} \cdot \exp(G \left( \log \frac{E^{\text{Base}}(\Omega)}{E(\Omega)} \right)) \quad (3)
$$

Note that we can write the log-ratio of $E^{\text{obs}}(\Omega)$ and $E^{\text{Base}}(\Omega)$ as a sum of spherical harmonics scaled by coefficients $\nu_{lm}$:

$$
\log \frac{E^{\text{Base}}(\Omega)}{E^{\text{obs}}(\Omega)} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \nu_{lm} Y_{lm}(\Omega) \quad (4)
$$

Because tidal forcing occurs at $l = 2$, we expect that the differential amount of $E(\Omega)$ produced by the location of thickness variations principally affects $\nu_{2m}$ and its first few harmonics (i.e., at even spherical harmonic degrees). We therefore designate the action of $G$ in Equation 4 to remove $\nu_{2m}$ (and its harmonics) from Equation 3 up to a maximum spherical harmonic degree $L'_{\text{max}}$:

$$
G \left( \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \nu_{lm} Y_{lm}(\Omega) \right) 
\rightarrow \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \nu'_{lm} Y_{lm}(\Omega) \quad \text{where} \quad \begin{cases} 
\nu'_{lm} = 0, & \text{if } l \% 2 = 0 \text{ and } l \leq L'_{\text{max}} \\
\nu'_{lm} = \nu_{lm}, & \text{otherwise}
\end{cases} \quad (5)
$$

For this work, we set $L'_{\text{max}} = 4$; however, we find that our selection of $L'_{\text{max}}$ does not significantly impact final results for $L'_{\text{max}} = 4 - 10$ following the iterative procedure described in section 3.2 in the main text.
**Figure S1.** Similar to Figure 2 of the main text except $\tilde{D} = 50$ km for ‘true’ models.

**Text S2**

**S2.1: Results for model with $\tilde{D} = 50$ km**

We reproduce Figures 2, 3, and 4 (i.e., Figures S1, S2, and S3) using for a synthetic crustal model with a mean thickness $\tilde{D} = 50$ km.
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Figure S2. Similar to Figure 3 of the main text except $\hat{D} = 50$ km for ‘true’ models
Figure S3. Similar to Figure 4 of the main text except $\tilde{D} = 50$ km for ‘true’ models and lower right panel shows the cost function and integrated thickness mismatch (normalized relative to the maximum value) for iterations $n = 0 – 20$. Vertical dash-dot line at $l = 8$ marked for reference in center right panel.
Table S1. Assumed values for parameters used throughout this work. Parameter values extracted from Schenk et al., (2018); Iess et al., (2014); and Souček et al., (2016).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>252.1</td>
<td>km</td>
</tr>
<tr>
<td>$\hat{R}$</td>
<td>25.0</td>
<td>km</td>
</tr>
<tr>
<td>$D$</td>
<td>25.0</td>
<td>km</td>
</tr>
<tr>
<td>$G$</td>
<td>3.3</td>
<td>GPa</td>
</tr>
<tr>
<td>$\mu$</td>
<td>8.6</td>
<td>GPa</td>
</tr>
<tr>
<td>$\rho_{\text{ice}}$</td>
<td>925</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>$\rho_w$</td>
<td>1007</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>$g$</td>
<td>0.113</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>$g_{\text{int}}$</td>
<td>0.120</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0047</td>
<td>N/A</td>
</tr>
<tr>
<td>$\omega$</td>
<td>5.307$\cdot$10$^{-5}$</td>
<td>s$^{-1}$</td>
</tr>
</tbody>
</table>

