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Abstract
Frictional interfaces lose stability via earthquake-like ruptures, which are close analogues of shear cracks that are well-described by fracture mechanics. Interface ruptures, however, need to be first formed - or nucleated. Rupture nucleation therefore determines the onset of friction, replacing the concept of a characteristic ‘static friction coefficient’. Utilizing rupture arrest at an imposed barrier, we experimentally determine nucleation locations, times and stresses at the origin of each subsequent rupture event. This enables us to study the nucleation process via real-time measurements of real contact area and local strain. Nucleation events initiate as 2D patches that expand at nearly constant velocities, $v_{nuc}$, that are orders of magnitude lower than the dynamic rupture velocities described by conventional fracture mechanics. We find that: (1) Nucleation has location-dependent stress thresholds, (2) $v_{nuc}$ is roughly proportional to the local stress level, (3) the nucleation process continues until the patch size reaches $L_{tran} \sim L_G$, the Griffith length for the onset of dynamic fracture (4) scaling time by $\tau = L_{tran}/v_{nuc}$, nucleation patches exhibit self-similar dynamics (5) dynamic ruptures’ cohesive zones are not fully established until significantly beyond $L_{tran}$. Many details of nucleation are governed by the local contact area topography, which is roughly invariant under successive rupture events in mature interfaces. Topography-dependent details of the nucleation process include: precise nucleation site location, patch geometry, critical stress thresholds and the proportionality constant of $v_{nuc}$ with stress. We believe that these results shed considerable light on both how frictional motion is triggered and earthquake initiation.

Plain Language Summary
Recent experiments have demonstrated that rapid rupture fronts, akin to earthquakes, mediate the transition to frictional motion. Moreover, once these dynamic rupture fronts (“laboratory earthquakes”) are created, their singular form, dynamics and arrest are well-described by fracture mechanics. Ruptures, however, need to be created within initially rough frictional interfaces, before they are able to propagate. This is the reason that “static friction coefficients” are not well-defined; frictional ruptures can nucleate for a wide range of applied forces. A critical open question is, therefore, how the nucleation of rupture fronts actually takes place. We experimentally demonstrate that rupture front nucleation is prefaced by slow nucleation fronts. These nucleation fronts, which are self-similar, are not described by our current understanding of fracture mechanics. The nucleation fronts emerge from initially rough frictional interfaces at well-defined stress thresholds, evolve at characteristic velocity and time scales governed by stress levels, and propagate within a frictional interface to form the initial rupture from which fracture mechanics take over. These results are of fundamental importance to questions ranging from earthquake nucleation and prediction to processes governing material failure.

Introduction
The initiation of ‘stick-slip’ frictional motion is caused by propagating rupture fronts that detach the ensemble of discrete contacts that form a frictional interface. When occurring along a natural fault that is sandwiched between tectonic plates, this rupture process and the associated release of energy describes an earthquake (Byerlee & Brace, 1968; Scholz, 2019). These fronts have been recorded and experimentally studied over the past two decades in both brittle plastics (Rubinstein et al., 2004; Xia et al., 2004; Nielsen et al., 2010; Schubnel et al., 2011) and in rock (Wu & McLaskey, 2019; Xu et al., 2018; Passelègue et al., 2013). These rupture fronts behave precisely like shear cracks; the framework of fracture mechanics (LEFM or linear elastic fracture mechanics) fully describes rupture front characteristics, such as their propagation dynamics (Svetlizky, Kammer, et al., 2017; Passelègue et al., 2020; Kammer & McLaskey, 2019), arrest conditions (Bayart
et al., 2016, 2018), and the stress fields surrounding them (Svetlizky & Fineberg, 2014; Xu et al., 2019; Kammer & McLaskey, 2019; Mello et al., 2016).

Experiments have, moreover, demonstrated (Ben-David, Cohen, & Fineberg, 2010; Svetlizky, Kammer, et al., 2017) that a frictional system at constant nominal conditions (e.g. normal stress) will be stable to rupture for a large range of imposed initial shear stresses. Were an interface wholly homogeneous, applied stresses could be large enough to approach the maximal shear stress of a given material before the interface would ‘fracture’. According to LEFM, in order for an interface to be unstable to fracture and propagate, it first requires an initial rupture or ‘seed’; if no initial ‘seed’ exists within an interface, then the extreme (putatively singular) stress amplification that forms at a rupture tip could not take place, and ruptures would not be excited. Furthermore, this initial seed needs to surpass a critical length, called the Griffith length, \( L_G \). LEFM predicts that a system under stress will, therefore, remain stable until an initial rupture of sufficient length is either imposed or somehow develops whose length exceeds \( L_G \). \( L_G \) is a well-defined function of both the applied stress and system geometry; roughly speaking, the larger the imposed stress, the smaller \( L_G \). The experimental observations of fault stability over a very wide range of initial shear stresses simply imply that a range of initial ‘seed ruptures’ exist; for a given ‘seed’ size, imposed stresses need to be sufficiently large to reduce \( L_G \) to this size. Rupture nucleation, or the formation and growth of this initial rupture within the random rough surface that characterizes a frictional interface, is, therefore, the process that determines when and how rupture onset will initiate in initially stressed plates.

In effect, the rupture nucleation process replaces the concept of a ‘static friction’ coefficient. This simple criterion for stick-slip initiation, the idea that a material characteristic ‘static friction coefficient’ determines whether frictional motion will occur has long been known (Rabinowicz, 1951) to be invalid. Experiments have shown that the same system can nucleate at very different initial stress levels (Ben-David, Cohen, & Fineberg, 2010; Ben-David & Fineberg, 2011; Passele`gue et al., 2020). Rupture propagation, structure, and dynamics, which are all described by LEFM, are largely independent of any characteristic frictional resistance of the interface, so long as this resistance does not rapidly vary with slip velocity (Barras et al., 2020; Palmer C. & Rice R., 1973). We will demonstrate that the local conditions at the exact location and time of nucleation, and not a global ‘friction law’, will determine the stress at which a rupture nucleates. Once nucleation takes place, the stress distribution along the interface will then govern a rupture’s eventual characteristics (Bayart et al., 2016, 2018; Ben-David, Cohen, & Fineberg, 2010; Svetlizky, Kammer, et al., 2017).

The nucleation problem is an important and open question in both the friction and fracture fields, and is crucial for the understanding of earthquakes. Below \( L_G \), it is unclear how a small defect will grow to reach this critical length. The nucleation stage in laboratory studies of friction has been described in many studies (Ohnaka & Shen, 1999; Latour et al., 2013; Dresen et al., 2020; Popov et al., 2010; Lapusta & Rice, 2003; Uenishi & Rice, 2003; Gori et al., 2021; Hulbert et al., 2019; Leeman et al., 2018; Marone, 2019) to be slow and ‘aseismic’. This is in contrast to the propagation stage, in which ruptures rapidly accelerate to high velocities and therefore emanate ‘seismic’ radiation. The nucleation stage is, therefore, often assumed to be qualitatively different from the dynamic rupture process. The empirical distinction between this slow process and slow rupture fronts that are described by the framework of fracture mechanics (Svetlizky, Kammer, et al., 2017; Rubinstein et al., 2007) (i.e. with crack lengths that are barely above the Griffith length) is rather elusive (Leeman et al., 2018). While rupture around \( L_G \) is one possible scenario for slow ruptures, it is certainly not the only possible mechanism. This important issue is still entirely open.

Several studies (Ripperger et al., 2007; Uenishi & Rice, 2003; Schär et al., 2021) have attributed the nucleation process to heterogeneity of the applied stress field. In this
view, stress heterogeneity may initiate local slip events at locations where an assumed peak strength value is surpassed. When a small slipping patch is artificially created beyond a critical length, an instability is reached and the initial patch expands spontaneously, leading to a rupture process and macroscopic sliding. This can happen with a single patch (Uenishi & Rice, 2003), or through a coalescence of several small patches (Schür et al., 2021). Other studies have proposed an avalanche-like process at the microscopic asperity level (de Geus et al., 2019), or the nucleation and propagation of excited slip pulses (Brener et al., 2018) as possible mechanisms leading to the nucleation of rapid ruptures.

Despite the importance of this process, only a relatively few detailed experimental descriptions of the nucleation process exist (Ohnaka & Shen, 1999; Latour et al., 2013; Guérin-Marthe et al., 2019; Fukuyama et al., 2018; McLaskey, 2019; Gvirtzman & Fineberg, 2021; Cebry & McLaskey, 2021; Gori et al., 2021). The reason for this lies in the very nature of the nucleation process - it is unpredictable both in space and in time, and necessitates closely following the dynamics of slip at relatively small scales. Therefore, conducting a controlled experiment that will be able to describe the process in detail is extremely challenging. For this reason, our knowledge of nucleation in the laboratory has often stemmed from examining spontaneous events that ‘happen’ to nucleate in a convenient location along the interface under study. While some features of this process can be understood by these means, the initial conditions at the nucleation location are generally difficult to precisely define. For example, some studies noted the significance of the rate of the nucleation process (Xu et al., 2018; Guérin-Marthe et al., 2019), but the resulting timescale could not be measured directly, since no clear starting point could be experimentally detected. As a result, in these studies the full ‘nucleation time’ could not be defined.

Recently, we developed a novel experimental approach that utilizes a ‘remote triggering’ method, which can overcome these difficulties (Gvirtzman & Fineberg, 2021). This approach enables us to conduct sequences of experiments where both the nucleation point is pre-determined and the local stress at the rupture nucleation point is measured. Precise control of the nucleation location enables us to gain a detailed description of nucleation processes by imaging the nucleation process in real time with sufficient spatial and temporal resolution. This work demonstrated that rupture nucleation is a 2D process that is not described within the current framework of fracture mechanics. The 2D spatial character of the nucleation zone has also been observed in recent experiments (Fukuyama et al., 2018; McLaskey, 2019) in rock. This work highlighted the importance of transverse rupture dynamics within the ‘width’ of the interface during the nucleation process. To address this issue, we utilized our optical measurement of the interface to image the full 2D evolution of the nucleation process. Moreover, in (Gvirtzman & Fineberg, 2021) the nucleation time was shown to depend on the local stress level, up to a threshold below which nucleation does not occur.

In this paper, we will describe the detailed characteristics of the nucleation process. In particular, we will show that all nucleation events share basic features, such as self-similar dynamics. The details of the nucleation process can significantly vary with the nucleation location, and we will demonstrate that this dependence is related to the local ‘topography’ at the nucleation site. Moreover, we will show the details of rupture evolution as the transition from nucleation to dynamic rupture comes about.

**Experimental Apparatus**

**Sample construction:** As in previous studies (Svetlizky & Fineberg, 2014; Ben-David, Cohen, & Fineberg, 2010; Bayart et al., 2016; Berman et al., 2020; Gvirtzman & Fineberg, 2021), we use 2 PMMA blocks to construct a frictional interface (Fig. 1). The $x, y, z$ dimensions of the top (bottom) block are 200,100,5.5 (290,28,30)mm, respectively. The longitudinal and shear wave velocities of the blocks were ultrasonically measured (Shlomai
Figure 1. Experimental Setup for Nucleation Experiments. (a) A frictional interface is formed by pressing 2 PMMA blocks together with a normal force, \( F_N \). Stick-slip behavior ensues by applying a shear load, \( F_S \). A thick blue line marks an imposed barrier of high fracture energy at a localized position within the interface. Yellow squares denote strain gauges that are placed slightly above \( y \sim 3.5\text{mm} \) the frictional interface. The interface is illuminated by a sheet of light that is incident at an angle well beyond that of total internal reflection at a PMMA-air interface. Light transmitted through the upper block is then roughly proportional to the real area of contact, \( A(x, z, t) \) at each spatial location. (b) Measurements of (the un-normalized) \( A(x, z, t) \) of a section of the 2D interface. Colors represent the intensity of light that is transferred through each pixel. As the light intensity corresponds to the total area of the contacts within each pixel, these un-normalized measurements provide us with a map of the ‘topography’ of the real contact area, \( A(x, z, t) \). (c) 3 snapshots of the normalized contact area, \( A(x, z, t)/A_0(x, z) \) of the section in (b) at different times; each snapshot is normalized by its value, \( A_0(x, z) \) long before rupture took place. The images are obtained at intervals \( t_{i+1} - t_i = 20\mu\text{s} \). Sequential images throughout an experiment enable tracking of the propagating rupture front. (d) 1 dimensional representation of the interfaces are obtained by averaging over the width of the interface in the \( z \) axis. Each 2D snapshot, therefore, corresponds to a single row in the spatio-temporal picture. A rupture front is the boundary between the broken and unbroken contacts. The temporal locations of the snapshots in (c) are indicated.
et al., 2020) under plane strain conditions to obtain values of 2680 and 1361 m/s, respectively, with an error of 10 m/s. These values yield a Rayleigh velocity of 1255 ± 10 m/s. The density of PMMA was measured to be 1170 ± 10 kg m⁻³, and the Poisson ratio is 0.330 ± 0.0007. PMMA (Read et al., n.d.) is viscoelastic, with a dynamic Young’s modulus of 5.75 ± 0.15 GPa and a static value of 3.62 ± 0.3 GPa.

**Loading system:** The upper block was clamped at its upper edge and was pressed to the bottom block with a normal force $F_N$ in the $y$ direction with a mean normal stress of 4.5 MPa (Fig 1a). $F_N$ was held constant throughout all experiments. The bottom block was mounted on a low-friction sliding stage, which was quasi-statically loaded in the $-x$ direction by applying a shear force, $F_S$, to produce stick-slip sequences, in which spontaneous rupture events nucleated near the $x=0$ edge and propagated in the $x$ direction.

Applied forces, $F_N$ and $F_S$, were measured by application of these forces in series with load cells having accuracies better than 1Nt.

**Real contact area measurements:** We used a high-power blue LED (CBT-120) to illuminate the entire interface at an incident angle ($70^\circ$) that was well beyond the total internal reflection angle ($41.8^\circ$) between PMMA and air. In this way, light only passes through contact points, and therefore the intensity of transmitted light is roughly proportional to the real contact area at each point (Rubinstein et al., 2004). To visualize the entire interface, we utilized a fast camera (Phantom V710) whose 1280 × 8 frames were mapped to pixels of size 165 × 688 μm in the $x$ and $z$ directions, respectively. The real contact area, $A(x, z, t)$, was, by this method, continuously measured at a rate of ~580000 fps, enabling us to track the propagation of fast rupture fronts over the entire interface by visualizing the changes of $A(x, z, t)$. Rupture visualization was accomplished by normalizing each spatial point by its value, $A_0(x, z)$, long before the event started: $A(x, z, t)/A_0(x, z)$ (Fig. 1c). The non-normalized (raw) measurement, $A_0(x, z, t)$, is a map of the local distribution of contacts, or the local “topography” (Fig. 1b). 1D dynamics, $A(x, t)/A_0(x)$ was followed by averaging over the interface width, in the $z$ axis (Fig. 1d). Normalization of $A(x, z, t)$ is necessary since the changes in $A$ surrounding the rupture nucleation process are quite small (in general below ~2%), so, without such normalization, are effectively masked by the underlying topography.

**Construction of a local barrier to rupture propagation:** A barrier to rupture propagation is introduced at specific locations along the interface by locally increasing the fracture energy. This is achieved by painting the interface with a permanent marker (Staedtler; size M). The (blue) marker used was transparent to the incident (blue) light used to measure $A(x, z, t)$. The marker increased (Gvirtzman & Fineberg, 2021) the local fracture energy by about a factor of 5. This was sufficient to arrest rapid spontaneously propagating ruptures that encountered it, as, locally, the energy flux to the rupture front was insufficient to overcome the increased fracture energy (Bayart et al., 2016). In the experiments presented here, we created barriers of widths 1-4 mm. After each experimental sequence, the barrier was removed by cleaning with isopropanol, and, generally, drawn at a new location. While the increase in the fracture energy due to the marker can be measured, the precise mechanism for this increase is still unknown. In general, markers are composed of minute dye particles that are chemically linked to the PMMA. They are also immersed in a solvent that dries after application. Under the huge pressures surrounding any surface contacts, it is difficult to say whether the increase in fracture energy is due to slight adhesion, due to the linker molecules, a granular (gouge-like) effect due to friction of the particles or a softening of the PMMA in a sub-micron layer below the interface resulting from the solvent.

**Induced stress by rupture arrest:** Ruptures, which initiated spontaneously at the sample edge ($x = 0$), immediately arrested, upon their arrival at a barrier. From their velocity immediately preceding arrest, $v_{arr}$, one can extract the static stress intensity factor, $K_S = K (v = 0)$, of the arrested crack as follows. We used the ruptures’ equation of motion immediately prior to arrest, as described by LEFM (Freund, 1998; Svetlizky,
Kammer, et al., 2017):

$$\Gamma = G_s \cdot g(v_{arr}) = K_S^2 \cdot (1 - \nu^2)/E \cdot g(v_{arr})$$

(1)

where \(g(v)\) is a known dynamic function (Freund, 1998), \(E\) and \(\nu\) are, respectively, the dynamic Young’s modulus and Poisson ratio, and \(G_s\) is the static energy release rate.

It is important to note that \(g(v)\) is a monotonically decreasing function of \(v\) such that \(g(0) = 1\) and \(1 \geq g(v) > 0\). The value of the fracture energy outside the barrier, \(\Gamma\), was measured to be 1 \(\text{J/m}^2\), for our experimental conditions (Svetlizky & Fineberg, 2014; Gvirtzman & Fineberg, 2021). Eq. 1 enabled us to determine the static stress intensity factor, \(K_S\).

The resulting stress field ahead of the arrested crack is therefore:

$$\Delta \sigma_{xy}(v_{arr}, x) = K_S \cdot (2\pi x)^{-1/2} = \sqrt{E \Gamma/(1 - \nu^2)} \cdot g(v_{arr})^{-1/2} \cdot (2\pi x)^{-1/2}. \quad (2)$$

In Eq. 2, the predicted stress field is \(\Delta \sigma_{xy} = \sigma_{xy} - \sigma_{xy}^{res}\), where \(\sigma_{xy}^{res}\) is the residual shear stress value that remains after the passage of a rupture (Bayart et al., 2016). We define the induced stress at the nucleation point as \(\sigma_{ind} = \Delta \sigma_{xy}(r^*)\), where \(r^*\) is the distance between the arrest and nucleation locations, \(x_{nuc}\).

**Figure 2.** Validation of induced stress calculation. (a) Schematic description of the induced stress field, \(\sigma_{ind}\), resulting from ruptures arrested at a barrier. The singular stress field induced by an arrested rupture, \(\sigma_{ind} = \Delta \sigma_{xy}(r^*)\), was calculated using Eq. 2 using its velocity, \(v_{arr}\), upon arrival at the barrier. This enables calculation of the stress at the nucleation point (star) located a distance \(r^*\) from the point of arrest. (b) Comparison of the calculated stress changes \(\Delta \sigma_{xy}(v)\) (dashed line) induced by a moving and arrested rupture to stresses obtained via strain measurements at 3 locations, \(x_{sg}\), along and above the interface relative to the instantaneous rupture tip locations, \(x_{tip}\) (Svetlizky & Fineberg, 2014; Freund, 1998). Vertical lines: distances between SG locations, \(x_{sg}\), and rupture arrest point. Note that the measurements appearing beyond the vertical lines are stresses measured prior to the rupture arrest at the barrier.

While stresses could not be directly measured on the interface (the strain gages could only be mounted 3mm away from the interface), the values of the induced stresses pre-
dicted by Eq. 2 were verified by direct measurements of the stress changes, during rupture propagation and upon rupture arrest, at strain gages located, slightly above the interface, at locations $x > x_{\text{nuc}}$. Comparison of the measured $\sigma_{xy}$ at the first three strain gages located beyond the barrier with the computed induced stress from the rupture tip is presented in Figs. 2a,b. The agreement between measured and computed values is excellent, and justifies our use of the computed values to obtain $\sigma_{\text{ind}}$.

### Nucleation Experiments

A typical sequence of stick-slip events is shown in Fig. 3b in which a barrier was imposed at the point $x = 100$mm. In each event, spontaneous rupture fronts nucleated near the sample edge at $x = 0$ and propagated in the $x$ direction until reaching the barrier created by the application of our marker. In the experiments considered, rupture fronts instantaneously arrested upon arrival at the barrier. This behavior is predicted by LEFM (Freund, 1998; Bayart et al., 2016) when the fracture energy of the barrier is higher than the value of the energy release rate of the incoming rupture, $G(v)$, for all values of $0 \leq v < v_{\text{arr}}$. In particular, at arrest (see Eq. 1) the static energy release rate, $G_s = \Gamma / g(v_{\text{arr}})$, is insufficient to overcome the fracture energy of the barrier, $\Gamma_{\text{barrier}}$.

![Diagram of nucleation experiments](image)

**Figure 3.** Nucleation Experiments. (a) Rupture arrest occurred when a rupture encountered a high fracture energy ‘barrier’, here imposed at location $x = 100$mm. Shown are the propagation and arrest of 5 spontaneous ruptures chosen from within a single stick-slip sequence. For events I, II, IV, and V, a nucleation event spontaneously initiated at the far side of the barrier (gray rectangle). Indicated are the velocities of the spontaneous ruptures prior to arrest, $v_{\text{arr}}$, and the respective timescales, $\tau$, of the resulting nucleation process. Note that in event III, no secondary nucleation was observed. (b) The (typical) stick-slip sequence in which the events in (a) occurred. Each stress drop corresponds to a single rupture event. Noted are the events presented in (a). (c) The relation between the nucleation timescales, $\tau$, and the velocities of the arrested crack, $v_{\text{arr}}$, of the full stick-slip sequence. Faster arrested cracks result in shorter nucleation processes.

Examples of rupture arrest and consequent nucleation events are presented in Fig. 3a for different values of $v_{\text{arr}}$. Each abrupt rupture arrest produces shear waves of sufficiently high amplitude to create a slight amount of damage as they propagated beyond the barriers and along the interface. This damage rendered them visible in the contact area measurements, as they generated $\sim 1\%$ reductions of $A(x, z, t)$ with their passage.
(Gvirtzman & Fineberg, 2021). When this ‘damage’ is sufficiently large, these shear waves trigger the nucleation of a new rupture front near the far edge of the barrier. We believe that this damage results from the detachment of the weakest contacts in the region of high shear stress, near the barrier’s far edge, created by the stress singularity of the arrested crack. A full discussion of this initial damage is found in (Gvirtzman & Fineberg, 2021). The nucleation onset is defined by the time elapsed after this shear wave passed $x_{nuc}$, where $x = x_{nuc}$ is the nucleation location (see Fig. 2). This onset time is used to determine the duration, $\tau$, of the nucleation phase.

We define the timescale, $\tau$, as the elapsed time between the nucleation onset and the onset of a dynamic rupture triggered by the nucleation process (see Fig. 3a). $\tau$ is indicative of the duration time of the nucleation process and, as shown in Fig. 3c, is a continuous, monotonically decreasing function of $v_{urr}$.

If nucleation occurs, it will be driven by the induced stress that is produced by the arrested rupture, $\Delta \sigma_{xy}(v_{urr}, x)$, that is described by Eq. 2. Knowledge of $\Delta \sigma_{xy}(v_{urr}, x)$ enables us to quantify the resulting stress increase at the nucleation site, $\sigma_{ind} \equiv \Delta \sigma_{xy}(v_{urr}, x_{nuc})$. In this way we are able to study the nucleation process with a known ‘nucleation stress’ and clear ‘nucleation onset time’.

In Fig. 4a we present the dependence of $\tau$ with $\sigma_{ind}$ for a typical experiment. The approximate proportionality for this event, $\tau^{-1} \propto \sigma_{ind}$, is typical (Gvirtzman & Fineberg, 2021). For each sequence of ruptures having the same nucleation point, a well defined $\sigma_{ind} = \sigma_{thresh}$ threshold exists. Below $\sigma_{thresh}$, rupture nucleation will not take place beyond the barrier (e.g. event III in Fig. 3a). The value of $\sigma_{thresh}$ together with the proportionality constant relating $\tau^{-1}$ to $\sigma_{ind}$ will change between different sets of experiments. Both depend on the selected location of the barrier within the interface (Gvirtzman & Fineberg, 2021). Currently, we do not know how to properly express this relation in dimensionless form.

**Results**

**Nucleation Evolution**

When a nucleation event takes place, a nucleation patch will start to slowly expand. The nucleation patch’s center, $x_{nuc}$, is located within the damaged region created by the shear wave launched with each arrest event. As shown in the sequence of contact area measurements presented in Fig. 4b, nucleation patch expansion is a 2D phenomenon; the patch simultaneously expands (at about the same velocity) in both the $x$ and $z$ directions within the $xz$ interface plane. When normalizing $A(x, z, t)$ to study rupture nucleation, contact area normalization was performed using $A(x, z, t_0)$, for $t_0$ immediately after the initial shear wave passage. We denote contact area measurements that are normalized in this way by $\dot{A}(x, z)$.

As in the example presented in Fig. 4b, the edge of the nucleation patch expands via a slow and nearly constant velocity, $v_{nuc}$. We characterize the size of the patch, $L(t)$, by the distance from its edge to $x_{nuc}$ along the $x$ direction (see Fig. 4b - lower panel). In terms of $\xi(t)$, defined by (Gvirtzman & Fineberg, 2021) as the distance of the edge of the nucleation patch from the barrier edge, $L(t) + \delta = \xi(t) + \delta$, where $\delta$ is the barrier width (see Fig. 1a). Here, we choose to use the more natural quantity, $L(t)$, to describe nucleation patch extension and dynamics.

Nucleation front propagation velocities, $v_{nuc}$, are extremely slow. These velocities are typically 2-3 orders of magnitude lower than the velocities of the dynamic ruptures that they excite. Moreover, $v_{nuc}$ are constant for each nucleation event. Nucleation patches do not accelerate as they propagate, in strong contrast to typical dynamic ruptures. The value of $v_{nuc}$ is determined by $\sigma_{ind}$. Moreover, Fig 4c demonstrates that beyond loca-
Figure 4. Slow expansion during the nucleation stage. (a) The inverse timescale of nucleation, $1/\tau$, as a function of the induced stress $\sigma_{\text{ind}} = \Delta \sigma_{xy}(r^* - x_{\text{nuc}})$ at the nucleation point, $x_{\text{nuc}}$ (as denoted in Fig. 2a). Open points: nucleation events from the same stick-slip sequence. The intercept with the $x$ axis reveals a finite stress threshold, $\sigma_{\text{thresh}}$, below which nucleation does not occur (Gvirtzman & Fineberg, 2021). $\sigma_{\text{thresh}}$ is determined by linearly extrapolating values of $\sigma_{\text{ind}}(v_{\text{nuc}})$ to the point where $v_{\text{nuc}} = 0$. Red point: an event where no nucleation occurred. (b) Measurements of $\tilde{A}(x, z, t)$ show how nucleation patches slowly expand in both $x$ and $z$. We use $L(t)$ to characterize the 1D length of the nucleation patch in $x$. Time is normalized by $\tau$ of this event. The patch edge propagates with a slow and constant velocity, $v_{\text{nuc}}$, and the transition at $t = \tau$ is defined by the onset of the patch’s acceleration at length $L_{\text{tran}} \equiv L(t = \tau)$. Inset: Enlargement of the region denoted by the dashed square on the main figure. Bottom: 2D snapshots of the nucleation expansion. $L(t)$ is defined as the distance from the edge of the patch to the nucleation point. (c) $v_{\text{nuc}}$ as a function of $\sigma_{\text{ind}}$ for 3 sequences of stick slip experiments. In each sequence the the barrier was placed at a different location along the interface, producing nucleation in different topographic areas. Every point corresponds to a single nucleation event and each color represents a different sequence. Each sequence is characterized by a different value of the stress threshold, $\sigma_{\text{thresh}}$. While in all sequences $v_{\text{nuc}} \propto \sigma_{\text{ind}} - \sigma_{\text{thresh}}$, suggesting a non-inertial process, the constant of proportionality as well as $\sigma_{\text{thresh}}$ vary significantly with the nucleation location. Dashed lines are guides to the eye.
Figure 5. Self similar evolution. (a) The expansion in x, \( L(t) \), of 3 different representative nucleation events from the stick-slip sequence presented in Fig. 3. Dashed lines denote the timescale, \( \tau \), of each event; indices correspond to labeled events in Fig. 3. When time is scaled by \( \tau \), all of the over 20 events in Fig. 3 collapse onto a single curve (here, only 3 are shown explicitly). Note that the collapse is valid only for \( t < \tau \), during the nucleation phase. After reaching the transition point, \( L_{\text{tran}} \), the dynamics will vary according to LEFM. (b) Snapshots of \( \tilde{A}(x, z, t) \) within the nucleation region, showing the 2D self-similarity in the \( xz \) plane for the same events. When scaled by their respective values of \( \tau \), the geometric expansions of all events are nearly identical.

LEFM predicts that a rupture should be stable below the Griffith length, \( L_G \) (Freund, 1998). Moreover, beyond \( L_G \), for the stress conditions within nucleation regions, LEFM would predict that a rupture should rapidly accelerate to nearly sonic velocities, as described by (Freund, 1998). We find that the slow and constant evolution characterized by \( v_{\text{nuc}} \) continues until \( L(t) \) reaches a critical length, \( L_{\text{tran}} \) (see Fig. 4b). For \( L(t) > L_{\text{tran}} \), nucleation patches accelerate sharply, exhibiting the dynamic behavior expected by LEFM. Beyond \( L_{\text{tran}} \) rupture fronts therefore enter the dynamic rupture regime (Latour et al., 2013). As demonstrated by (Svetlizky, Kammer, et al., 2017), the rapid acceleration that takes place when \( t > \tau \) \((L > L_{\text{tran}})\), as well as the subsequent rupture motion, beyond possibly a short transition region, is wholly described by fracture mechanics.

We therefore identify \( L_{\text{tran}} \) with \( L_G \). The nucleation time, \( \tau \), corresponds to the time when \( L(t) = L_{\text{tran}} \). Moreover, the 3-5mm size of \( L_{\text{tran}} \) corresponds well (see Discussion section) to the calculated values of \( L_G \) for these conditions, as shown in (Gvirtzman & Fineberg, 2021).

Self Similarity of Nucleation Patches

For each sequence of rupture events, as we saw in Fig. 4a, the nucleation time, \( \tau \), is determined by the shear stress \( \sigma_{\text{ind}} \) at the nucleation location. Surprisingly, for each given sequence, both the nucleation patch dynamics and patch shapes are self-similar, when \( t \) is scaled by \( \tau \). A typical example is presented in Fig. 5, where 3 representative
nucleation events with very different timescales, $\tau$, are considered. Compared are the dynamics of both $L(t)$ and the entire 2D nucleation patch for these events. As a function of $t/\tau$, the nucleation dynamics of all 3 events are nearly identical, until the dynamic rupture takes place, at $L_{\text{tran}}$. As values of $L_{\text{tran}}$ are quite similar for each nucleation, we have $v_{\text{nuc}} \approx L_{\text{tran}}/\tau$.

Note that the self-similarity demonstrated in Fig. 5 takes place solely throughout the nucleation phase, before reaching the critical point at $L_{\text{tran}} (t = \tau)$. Beyond this point, rupture propagation takes place according to fracture mechanics. In general, rupture evolution is quite different for different events, as seen when comparing event c in Fig. 5a, for $t > \tau$, with the other events.

Although nucleation events are self-similar, the specific details of their evolution depend on the local conditions at the site of nucleation. Fig. 6 demonstrates the variation of the 2D shapes and expansion rates when comparing different stick-slip sequences that nucleated at different locations within the interface. For each sequence, we chose the nucleation location by placing the barrier at different positions along the interface. Although each sequence was, itself, self-similar, the variation of the local conditions at each barrier gave rise to different nucleation patch shapes, nucleation velocities, $\sigma_{\text{ind}}$ dependence and nucleation site locations relative to each barrier.

The Influence of Nucleation site Topography

$A(x,t)$, when not normalized, provides us with a measure of the interface ‘topography’, as shown in Fig. 1b. These non-normalized intensity values of the 2D surface measure the absolute amount of light transmitted through the interface that reflects the total area of the micro-contacts encompassed within each $(x,z)$ pixel of our camera (Rubinstein et al., 2004). While interface topography of newly established interfaces can vary significantly with each rupture event (Morad et al., 2022), mature interfaces can stabilize their topography (Sagy et al., 2007). Indeed, throughout stick-slip sequences consisting of numerous rupture events, we find that the topography of the interface does not qualitatively change. As Fig. 7 shows, the passage of rupture fronts leaves the qualitative character of the interface topography intact. The rupture fronts, of course, do cause quantitative variations of $A(x,z,t)$, but the overall topological features (peaks, valleys, ridges) are retained by the interface. The small section described in Fig. 7 is wholly representative. Even in this single example, the different rupture events that sequentially traverse this section are wholly different in character. These events range from precursory
events, where the interface only partially ruptures (Rubinstein et al., 2007) to highly energetic events (e.g., the 4th panel in Fig. 7b) in which the overall changes in $\langle A \rangle$ of this patch and the stress release ($F_S/F_N$) precipitated by a rupture were quite large.

Figure 7. Overall surface topography is largely retained throughout rupture events. The overall surface topography does not change despite numerous rupture fronts that traverse the interface. Shown is the evolution of the topographical map of a nucleation region, whose dynamics are described in the lower panel of Fig. 6. The interface topography remained largely invariant throughout numerous stick-slip sequences. (a) (left) A typical stick-slip sequence consisting of 27 full and partial events. Compared are, $\langle A \rangle$, the mean values of the non-normalized contact area (red) of the typical section of the interface presented in (b) (units are arbitrary, but constant throughout the sequence) and the respective values of the applied stress ratio (blue) $F_S/F_N$. By both measures, the magnitudes of the different events in the sequence vary considerably. The events include system-wide as well as partial rupture (Rubinstein et al., 2007) events. (right) The corresponding contact area drops, $\Delta A$, as a function of the peak stress drops, $\Delta \sigma_{xy}$, measured by the strain gage closest to the contact area measurements. (b) Snapshots of the non-normalized real area of contact in the section of the interface, whose mean values were quantified in (a). Colors represent the intensity of light that is transferred through each pixel, color coded from 0 to 100. The color codes describe the relative area of the asperities within each pixel that are making contact. Each pixel encompasses an area of $165 \times 688 \mu m$. As single contacts are approximately $5 \times 5 \mu m$, each pixel contains over 1000 contacts. Therefore, a value of 50 roughly tells us that 50% of the asperities within a given pixel are in contact relative to the areas of maximal contact (100). These statistics don’t significantly depend of the value of the light threshold used. As the light intensity corresponds to the total area of the contacts within each pixel, this picture provides us the ‘topography’ of the real contact area, $A(x, z, t)$. The different panels correspond to the times noted by the dashed lines in (a). Despite the numerous rupture events that traversed this section, the topography has not qualitatively changed, although the overall quantitative differences are evident in $\langle A \rangle$. Some qualitative changes do occur, however, as noted by the section circled in red, which largely disappeared over the rupture sequence.

The invariance of the overall topology over long sequences of ruptures is, perhaps, surprising to one who would expect a large event to ‘reset’ the contact area. This observation is, however, consistent with predictions (Tabor, 1977) as well as recent exper-
$t/\tau = 0.65 \quad t/\tau = 0.75 \quad t/\tau = 0.85 \quad t/\tau = 0.95 \quad t/\tau = 1.05$

**Figure 8.** Local Topography guides 2D Evolution. Each column presents a snapshot during the expansion of a nucleation patch. At each stage, the top panel presents the normalized picture, $\widetilde{A}(x, z)$, where colors correspond to changes from the initial contact area, while the bottom panel presents the non-normalized intensity measurement, $A_0(x, z)$, where colors correspond to the absolute amount of contacts at this point, or the local ‘toughness’. Dashed curves represent the edge of the nucleation patch on both panels. Weak (tough) points are denoted by an orange (red) arrows, respectively.

Experimental (Chen et al., 2020) and numerical (Pham-Ba et al., 2020) observations that suggest that the contact surface remains invariant when the slope of typical asperities becomes sufficiently small. These observations are also consistent with the numerous observations of ‘repeating’ earthquakes within natural faults whose seismic signatures are fairly repetitive (Sammis & Rice, 2001).

Despite the overall approximate invariance of $A(x, z, t)$, some contact area features indeed change as more and more rupture fronts traverse them. For example, in Fig. 7b, the encircled high spot connecting the two high ‘ridges’ in $A(x, z, t)$ was largely erased by the 27 successive ruptures that passed through the section presented. Such relatively ‘small’ changes in local barrier topography can precipitate very large effects, such as possibly observed in the Tohoku 2011 earthquake in which a pre-existing barrier was apparently broached (Scholz, 2014).

Let us now consider the effect of the topography of the contact area near a given barrier. The nucleation site’s influence on dynamics comes to play through the local distribution of contacts - the local ‘topography’. We can take advantage of our raw measurement of light passing through the interface to obtain a picture of this topography. A typical example of how topography influences nucleation front dynamics is presented in Fig. 8. In the figure we compare the topographical map of the nucleation area to the path selected by a nucleation front at different moments in time, in the region of the barrier imposed at 50mm (the event described in the upper panels of Fig. 6). Here we follow the evolution of a nucleation patch in the normalized and non-normalized representations of the contact area where, in the latter, we sketch the nucleation patch boundaries at each instant. There are two factors that influence the selection of the nucleation point. (1) The proximity to the barrier is important; the closer to the barrier, the higher the magnitude of the induced stress field, $\sigma_{ind}$, generated by the arrested crack location (see Fig. 2a). (2) An additional key factor for selection of the nucleation location is the local topography; the lower the contact area (weaker the location) the easier it will be to initiate rupture. We see the influence of both of these factors in the example presented.
in Fig. 8. The initiation of the patch (denoted by an orange arrow) is, indeed, located at one of the weakest points in the near vicinity of the barrier.

Once nucleation takes place, we find that the local topography will serve to guide the path and geometry of the nucleation front. As Fig. 8 demonstrates, local ‘tough’ points - hotter colors - indeed influence the nucleation evolution. A ridge of tough points (red arrows) seems to both guide the nucleation front and ‘delay’ its 2D expansion. These rather small heterogeneities have a large impact on the dynamics of the very slow nucleation fronts; after overcoming the tough points, patches will often ‘jump’. On the other hand, local toughness variations along the interface will generally not influence the propagation of a fast crack. At the onset of propagation, we expect that the physical heterogeneity of the surface itself will have a much larger influence on guiding a crack front than, for example, the heterogeneity of the stress field (Ripperger et al., 2007). The reason for this expectation is that the fracture energy (contact strength) is a local quantity. At each location, a rupture front must ‘compare’ the energy flux into its tip (an integral quantity) with the fracture energy, a local one. Whereas local strengths can fluctuate widely, as the map in Fig. 8 suggests, the energy flux is determined by the mean values of the surrounding fields. The energy flux is, therefore, a smooth function of the position and is not heavily influenced by small-scale fluctuations of the stress field.

We also find that, once the nucleation front expands over the entire span of the interface, its dynamics are significantly affected (Fukuyama et al., 2018; McLaskey, 2019; Gvirtzman & Fineberg, 2021), and it will generally increase its propagation speed.

The buildup of the cohesive zone

As the nucleation patch expands beyond the critical point, \( L_{\text{tran}} \), it undergoes a rapid acceleration and propagates rapidly according to fracture mechanics (Svetlizky, Kammer, et al., 2017). Cracks are, in LEFM, considered to be singular objects whose tip is described by putatively singular stress fields, \( \sigma_{i,j} \propto K/r^{1/2} \). Nature, however, will not countenance mathematically singular fields and real cracks are more complex objects. In particular, the singular fields at their tips must be regularized or ‘blunted’. The region in which rupture-tip singularities are blunted is generally called a ‘cohesive zone’ (Freund, 1998; K. Bertram Broberg, 1999). This region bridges the gap between the (approximately constant) shear stresses along the interfaces at the tail of a rupture and the approximate singularity at its tip, and essentially describes the region in which the fracture process is taking place at the rupture tip. Only recently (Svetlizky & Fineberg, 2014; Berman et al., 2020) has this rather elusive region been experimentally observed for a dynamic rupture, in cases of ‘fully developed’ frictional ruptures.

The cohesive zone, however, needs to be formed by a crack. In fully developed cracks, the form and scale of this region are dependent on the propagation velocity (Freund, 1998; K. Bertram Broberg, 1999), but for frictional cracks (for the conditions in these experiments) the extent of the cohesive zone of relatively slow cracks has been shown to extend over a few mm (Svetlizky & Fineberg, 2014; Berman et al., 2020) in the vicinity of the rupture tip. At \( t = \tau \), the size of the nucleation patch is at this scale. The cohesive zone, however, is not necessarily fully developed.

We now are in a position to study how the cohesive zone development takes place, by monitoring the development of \( A(x, t) \) for \( t > \tau \). Prior studies have shown (Svetlizky & Fineberg, 2014) that the near-tip shape of \( A(x, t) \) is a way to experimentally characterize the cohesive zone, as this is precisely the region in which a propagating rupture transforms the initially intact interface (\( \bar{A} = 1 \)) to one in which the contact area is both reduced and conceivably weakened. This region is where contact ‘fracture’ is taking place. The reduction of \( A \) at a rupture tip is a weak function of the propagation velocity (Svetlizky, Bayart, et al., 2017). For the slowest rupture velocities, (Svetlizky, Bayart, et al., 2017) found that \( \bar{A} \approx 0.9 \) behind the rupture tip, yielding \( \Delta A \equiv (A - A_{\text{res}})/A_0 > 0.1 \),
where $A_{res}$ is the residual contact area of a fully developed rupture front. Rupture propagation velocity, moreover, influences more than simply the magnitude of the drop in the contact area. For example, recent studies of frictional ruptures (Berman et al., 2020) in these materials have revealed that the cohesive zone structure, in fact, also changes dramatically with the propagation velocity.

**Figure 9.** Cohesive zone growth: from nucleation to propagation. (a) Spatio-temporal picture of the evolution in $x$ (integrated over $z$) of $A(x, t)/A_0$ throughout the transition from the nucleation stage to dynamic rupture. (b) Profiles of the 1D normalized contact area, $\tilde{A}(x - x_{\text{nuc}})$, from the data presented in (a) for $t \geq \tau$. The time of each profile is denoted by the bars on the right edge of (a); plot colors correspond to respective bar colors. The profile at $t = \tau$ is marked in black. Rupture lengths, $L(t)$, are defined with respect to $x_{\text{nuc}}$, and $\Delta A$ is defined as the maximum drop in contact area within the tail of the rupture front. (c) $\Delta A$ as a function of $L(t)$, for 3 different events from the same stick-slip sequence, where $t \geq \tau$. Red symbols correspond to the event presented in (a,b). (d) $\Delta A$ as a function of rupture front velocities, $c_f = \dot{L}$, in a semilog representation. Black symbols denote the contact area drop of all spontaneous fully developed rupture fronts belonging to this sequence, prior to their arrest at the barrier. The dashed line is a guide for the eye. The logarithmic dependence of the values of $\Delta A(c_f)$ was previously described in (Svetlizky, Bayart, et al., 2017). Full circles in (c-d) denote the propagation stage prior to the final jump to fully developed values of $\Delta A$.

In Fig. 9 we present the evolution of $\Delta A$ as a function of the distance, $x - x_{\text{nuc}}$, at times beyond $t = \tau$. Fig. 9 demonstrates that at the onset of dynamic rupture $\Delta A \approx 0.05$, and has not yet reached its fully developed value. As the rupture progresses and accelerates, $\Delta A$ increases until, only at $x - x_{\text{nuc}} \sim 20\text{mm}$ does $\Delta A$ attain the value compatible with a fully developed rupture front. It is interesting that the growth of $\Delta A$ is not ‘continuous’. For each of the 3 examples described in Figs. 9c,d, $\Delta A$ undergoes a nearly discontinuous ‘jump’ to its steady-state value as seen in Fig. 9d; after $\tau$, $\Delta A$ grows continuously from $\approx 0.05$ to $\Delta A \approx 0.075 - 0.09$ before making a rapid ‘jump’ to its fully developed value. The $\Delta A$ values for a fully developed ruptures were determined from the rupture fronts prior to their arrest at the barriers (black symbols in Fig. 9d), which correspond to the measurements of (Svetlizky, Bayart, et al., 2017). In summary, we find that the full development of the cohesive zone does not take place within
the nucleation stage. During the slow evolution of the nucleation patch $\Delta A$ grows to a value of $\sim 0.05$. After the transition at $t = \tau$, $\Delta A$ continues to develop until reaching its velocity dependent value for a fully developed rupture front.

**Discussion**

Here, we have focused on characterizing the nucleation process, which, in contrast to dynamic rupture, is not a process that is described in our current understanding of fracture mechanics. To achieve this, we have utilized our knowledge of fracture mechanics to establish well-defined conditions that enable a detailed study of rupture nucleation; we used ‘artificially’ arrested ruptures to provide quantitative characterizations of both the location and conditions for which nucleation takes place.

This technique for generating nucleation events can, essentially, be considered a demonstration of ‘remote triggering’ of earthquakes.

As shown in (Gvirtzman & Fineberg, 2021), arrested ruptures generate a wave propagating at approximately the shear wave speed, $C_S$, that slightly reduces $A(x, z, t)$ along its path. This slight damage creates a well-defined starting point in time for nucleation. We surmise that these processes are similar to remote triggering processes that are sometimes observed upon the arrest of large natural earthquakes (Brodsky & van der Elst, 2014). This mechanism may also be involved in the excitation of aftershocks in the close vicinity of an arrested earthquake.

Despite this ‘dynamic’ triggering of nucleation, we believe that the ensuing nucleation dynamics are actually quite general. As shown in Fig. 4b, stresses at the nucleation site must surpass a location-dependent threshold value. In the work described here, we have ‘artificially’ created these conditions, where the high stress induced by an arrested rupture on one side of the barrier generated a high-stress region beyond the barrier’s other side.

By this method, we have demonstrated that the process of nucleation is a well-defined continuum process whose dynamics are qualitatively similar at each barrier location. In particular:

- The nucleation process is the vehicle that will create an initial rupture – bringing the initial nucleation patch to a size (corresponding to the Griffith length) at which a frictional system loses stability to dynamic fracture.
- All nucleation patches observed have a distinct 2D character. Nucleation fronts are well-defined entities that propagate at velocities, $v_{nuc}$, that are 2-3 orders of magnitude below typical rupture velocities. The values of $v_{nuc}$ are determined by the shear stress values, $\sigma_{ind}$, surrounding the nucleation location. Below a threshold value for $\sigma_{ind}$ nucleation can not take place.
- For nucleation to occur, we require a combination of a high stress concentration and a locally weak region.
- While nucleation is a continuum process, heterogeneity along an interface (of either stresses, local values of the fracture energy, or even prior rupture history) will be a deciding factor in where, when and in what form nucleation will take place. Thus, local topography highly influences the details of the progression of nucleation patches (Fryer, B., Giorgetti, C., Passelegue et al., 2022).
- Self-similar evolution of nucleation patches will only be evident so long as the important topographical features at nucleation site remains invariant. We have shown that, in the ‘mature faults’ described in these experiments, the interface topography indeed remains approximately invariant - despite numerous rupture fronts that traverse a given area.
Relation to previous work

The nucleation process described here is, essentially, a quantitative extension of Ohnaka’s description (Ohnaka & Shen, 1999) of rupture nucleation. One difference is, perhaps, that we have clearly shown that there are two distinctly different processes that describe frictional ruptures; a distinct nucleation phase that couples to the phase of rapid rupture that is described by fracture mechanics. These observations complement and expand the observations of Latour (Latour et al., 2013), Gori et al (Gori et al., 2021), and McLaskey (McLaskey, 2019; Cebry & McLaskey, 2021).

Rupture nucleation, of course, can also be initiated by means other than those used here, for example by fluid injection. Fluid injection both locally decreases the normal pressure, thereby weakening the interface, as well as increases the background shear stress, as in our experiments. The effects of nucleation via fluid injection can be seen in the enhanced seismic activity in locations where hydrofracture is implemented (Schultz et al., 2020). Nucleation by fluid injection has also been studied in recent experiments (Cebry & McLaskey, 2021; Gori et al., 2021) whose qualitative observations were, in many respects, very similar to the nucleation process demonstrated here. Fluid injection created slow nucleation patches that expanded well beyond the region that the injected fluid could reach, suggesting that the stresses created by the injection process dominate the expansion. Slow patch expansion took place until patches reached lengths (we surmise the Griffith length) where rapid dynamic ruptures were triggered. From this point, ruptures accelerated and propagated at dynamic velocities.

The retention of local topography

The retention of the local topography in our experiments (e.g. Fig. 7) may appear rather surprising; one could expect that significant sliding along the interface that takes place in multiple successive events should crush or at least largely modify any significant topological features. Such topography retention will certainly not always take place. Recent experiments (Morad et al., 2022) have indeed demonstrated that ‘new’ interfaces, created by the controlled fracture of intact rock, evolve dramatically with slip. We might understand these apparent disparities in light of recent work (Pham-Ba et al., 2020) that has demonstrated the validity of the ‘Tabor parameter’ (Tabor, 1977) as a condition for contact rupture. Above a critical roughness, asperities will fracture and surfaces will be ground down. Below this value faults are ‘mature’, plastic deformation of asperities is expected for which interface topography will be fairly well conserved. This situation had been previously noticed in early simulations (Ben-Zion & Rice, 1995) where repeatability of earthquakes was seen to be related to grid-size dependence. Further support for this condition has also been recently observed in rock friction (Chen et al., 2020). The retention of interface topography should be a necessary condition for the numerous instances of repeating earthquakes that are routinely observed within natural faults (Sammis & Rice, 2001; Uchida & Bürgmann, 2019).

Rupture beyond nucleation

The strong dependence of the details of the nucleation process on the local topography is, we believe, due to the fact that nucleation is a threshold process; any perturbation of the conditions around the requisite threshold will have a strong influence. Once, however, the transition to dynamic fracture occurs, the influence of topography will lessen considerably.

In dynamic fracture the ensemble dynamics do not react to individual asperities, but instead relate to a continuous mean (and mesoscopic) quantity that characterizes the fracture surface, the fracture energy. That said, sufficiently large heterogeneity at
large scales will influence fracture dynamics – this property was utilized here to cause
the rupture arrests that triggered the subsequent nucleation process.

We would like to add a few words regarding interface rupture as described by dy-
namic fracture. When a frictional rupture propagates, it leaves in its wake a residual stress
residual shear stress at each point, \( \sigma_{xy}^{res}(x) \). So long as \( \sigma_{xy}^{res} \) is not a strong function of
the slip velocity (Roch et al., 2022; Barras et al., 2019, 2020), the description of rupture
can be perfectly mapped to the fracture mechanical description for shear fracture (Palmer
C. & Rice R., 1973). The stability of an initial ‘interface crack’ is determined by the in-
stantaneous balance of energy; the global amount elastic energy within the entire sys-
tem (above the shear stress level determined by \( \sigma_{xy}^{res} \)) is balanced by the local dissipa-
tion at the interface defined by the fracture energy. There is no ‘threshold value’ for the
imposed elastic energy in a system. The greater the imposed shear stress beyond \( \sigma_{xy}^{res} \)
prior to nucleation (or, equivalently, the larger the amount of existent elastic energy prior
to rupture nucleation) the larger a rupture’s acceleration towards either the Rayleigh wave
speed or beyond (Kammer & McLaskey, 2019; Passelègue et al., 2020), once nucleation
takes place. Moreover, all of consequent rupture dynamics are described (Svetlizky, Kam-
mer, et al., 2017; Kammer et al., 2018) by fracture mechanics. This picture has been val-
ified by numerous experiments over the past decade (Ben-David, Cohen, & Fineberg,
2010; Ben-David & Fineberg, 2011; Svetlizky, Kammer, et al., 2017; Passelègue et al.,
2013; Wu & McLaskey, 2019; Xu et al., 2019; Passelègue et al., 2020; Rubino et al., 2017;
Yamashita et al., 2018; Chen et al., 2021).

In general, this balance of energy enables dynamic ruptures to possess an energy
‘buffer’ that they can draw on to overcome local barriers. This energy buffer comes at
the expense of their propagation velocity. Depending on a rupture’s instantaneous prop-
agation speed, the rupture can, to a point, increase the energy flux at its tip by slow-
ing down, if required to overcome a fracture energy barrier. As ruptures approach
C
\text{R}
, this dynamic energy buffer becomes huge. As \( C_f \rightarrow C_R \), even the large barriers cre-
ated here are easily overcome.

This entire description of rupture dynamics is, however, contingent on an impor-
tant condition; that an initial crack is in existence. Without an initial flaw (or crack)
the singular focusing of energy to the rupture tip that enables the LEFM description can
not take place. The fracture mechanics framework can not describe how this initial rup-
ture is created. This framework can only describe its stability and ensuing dynamics as-
suming that it exists. For this reason, the nucleation process is critical as, without it,
an interface will always be stable to fracture - no matter what the level of initially im-
posed energy in the system.

In a sense, rupture nucleation is analogous to the conditions leading to a forest fire.
Forest conditions must be sufficiently dry - the drier the forest the larger the potential
for a large conflagration. Whether a forest fire will initiate or not at a given time, how-
ever, depends on whether someone ‘lights a match’ (nucleation).

The relation between \( L_{\text{tran}} \) and the Griffith length

In the section entitled ‘Nucleation Evolution’ (Fig. 4 and 5) we demonstrated that
nucleation patch growth is the vehicle that brings a frictional system a well-defined tran-
sition length, \( L_{\text{tran}} \), after rapid rupture dynamics initiate. How does \( L_{\text{tran}} \) compare to
the Griffith length, \( L_G \), the relevant scale for the nucleation of dynamic fracture? Gvirtz-
man et al. (Gvirtzman & Fineberg, 2021) calculated \( L_G \), via energy balance, for the ge-
ometrical and stress conditions in these experiments. These calculations yielded values of
3–5mm, in good agreement with our measurements of \( L_{\text{tran}} \). The close agreement be-
tween \( L_{\text{tran}} \) and \( L_G \) indeed supports the idea that the nucleation process is indeed the
vehicle that brings the system to LEFM-described dynamics. (The nucleation process
in essence replaces the concept of a critical static friction coefficient).
In the literature there are two other, quite different, criteria for the stability of a frictional interface. Below, we demonstrate that each of these criteria predict values for $L_{\text{tran}}$ that are much larger than the measured values.

Let us first consider the calculated stability of a frictional interface separating two rigidly sliding bodies that are coupled by the friction law described by Rate and State friction. This calculation (Rice et al., 2001) yielded a critical nucleation length, at which the steady slide becomes unstable to be:

$$L_{\text{R/S}}^{c} = \frac{\mu D_c \pi}{[(b - a) \cdot \sigma_0]} \quad (3)$$

In our experiments, the shear modulus and normal load are, respectively, $\mu = 2\text{GPa}$ and $\sigma_0 = 4.5\text{MPa}$. The slip distance $D_c \approx 5\mu m$ was obtained from direct measurements of the cohesive zone size (Berman et al., 2020). Values of the coefficients $a \approx 0.008$ and $b \approx 0.015$ for PMMA under our experimental conditions were measured separately (Ben-David, Rubinstein, & Fineberg, 2010; Baumberger & Caroli, 2006). Applying these values to Eq. 3 yields $L_{\text{R/S}}^{c} \approx 1\text{m}$, which is 2-3 orders of magnitude larger than the measured value of $L_{\text{tran}}$.

Let us now consider the critical length for instability suggested by Uenishi and Rice (Uenishi & Rice, 2003; de Geus et al., 2019; Schär et al., 2021), which assumes a slip weakening friction law in the vicinity of a near-critical value of shear stress. Here, the estimated critical length was predicted to be:

$$L_{\text{U}}^{c} = \frac{1.158 \mu D_c}{[\sigma_{\text{peak}} - \sigma_{\text{res}}]} \quad (4)$$

where $\sigma_{\text{peak}}$ and $\sigma_{\text{res}}$ are, respectively, the peak and residual stress values of a frictional interface. These can be related to the fracture energy, $\Gamma$, by means of the slip weakening definition of $\Gamma = \frac{1}{2} \cdot D_c \cdot [\sigma_{\text{peak}} - \sigma_{\text{res}}]$. Inputting the measured value of $\Gamma = 1J/m^2$ (Svetlizky & Fineberg, 2014; Gvirtzman & Fineberg, 2021) and $D_c \sim 5\mu m$ (as above) into Eq.4 yields a value of $L_{\text{U}}^{c} \approx 3\text{cm}$, which is about an order of magnitude larger than $L_{\text{tran}}$.

**What is ahead**

What are we still missing? Our fundamental understanding of rupture nucleation processes within frictional interfaces and earthquake dynamics is very much in its infancy. In this work, we have provided a first step, the empirical characterization of this critical process. In particular, we have presented evidence that nucleation is not clearly related to the standard fracture mechanics framework; nucleation is stress driven, occurs below $L_0$, and is characterized by propagation velocities that are considerably below typical rupture speeds. We currently lack a theoretical understanding and description of this important process. At present, we do not even possess the requisite insight to properly non-dimensionalize expressions such as $v_{\text{nuc}} \propto \sigma_{\text{ind}}$. We believe that a theoretical description of these processes should also be able to properly relate the mesoscopic scales (e.g., nucleation patch size and shape) to the microscopic topographical features of the interface in the nucleation region. These goals still remain as significant theoretical challenges.
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