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Abstract

Seismic interferometry is a powerful tool to monitor the seismic velocity change associated with volcanic eruptions. For the monitoring, changes in seismic velocity with environmental origins (such as precipitation) are problematic. In order to model the environmental effects, we propose a new technique based on a state-space model. An extended Kalman filter estimates seismic velocity changes as state variables, with a first-order approximation of the stretching method. We apply this technique to three-component seismic records in order to detect the seismic velocity change associated with the Shinmoe-dake eruptions in 2011 and 2018. First, ambient noise cross-correlations were calculated from May 2010 to April 2018. We also modeled seismic velocity changes resulting from precipitation and the 2016 Kumamoto earthquake, with exponential type responses. Most of the results show no significant changes associated with the eruptions, although gradual inflation of the magma reservoir preceded the 2011 eruption by one year. The observed low sensitivity to static stress changes suggests that the fraction of geofluid and crack density at about 1 km depth is small, and the crack shapes could be circular. Only one station pair west of the crater shows the significant drop associated with the eruption in 2011. The gradual drop of seismic velocity up to 0.05% preceded the eruption by one month. When the gradual drop began, volcanic tremors were activated at about 2 km depth. These observations suggest that the drop could be caused by damage accumulation due to vertical magma migration beneath the summit.
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Abstract

Seismic interferometry is a powerful tool to monitor the seismic velocity change associated with volcanic eruptions. For the monitoring, changes in seismic velocity with environmental origins (such as precipitation) are problematic. In order to model the environmental effects, we propose a new technique based on a state-space model. An extended Kalman filter estimates seismic velocity changes as state variables, with a first-order approximation of the stretching method. We apply this technique to three-component seismic records in order to detect the seismic velocity change associated with the Shinmoe-dake eruptions in 2011 and 2018. First, ambient noise cross-correlations were calculated from May 2010 to April 2018. We also modeled seismic velocity changes resulting from precipitation and the 2016 Kumamoto earthquake, with exponential type responses. Most of the results show no significant changes associated with the eruptions, although gradual inflation of the magma reservoir preceded the 2011 eruption by one year. The observed low sensitivity to static stress changes suggests that the fraction of geofluid and crack density at about 1 km depth is small, and the crack shapes could be circular. Only one station pair west of the crater shows the significant drop associated with the eruption in 2011. The gradual drop of seismic velocity up to 0.05% preceded the eruption by one month. When the gradual drop began, volcanic tremors were activated at about 2 km depth. These observations suggest that the drop could be caused by damage accumulation due to vertical magma migration beneath the summit.

1 Introduction

Shinmoe-dake forms part of a group of Kirishima volcanoes, located in Kyusyu Japan, and is an active volcano. Over a period of ten years, it experienced a major eruption in 2011, and an effusive eruption in 2018. In 2011, the eruptive sequence started with sub-Plinian eruptions (January 26-27th), followed by a lava effusion (January 28-31st), and culminating in Vulcanian eruptions (1-10 Feb.) (Nakada et al., 2013). Observations from Global Navigation Satellite Systems (GNSS) show that the gradual inflation of the magma reservoir preceded the 2011 eruption by one year. The magma reservoir is located approximately 7 km northwest of Shinmoe-dake at a depth of approximately 8 km below sea level (BSL) (Nakao et al., 2013; Kozono et al., 2013). When the inflation started, low-frequency earthquakes (LFE) at a depth of 20-27 km was activated, suggesting the migration of magma from a deeper region (Kurihara et al., 2019). During the 2011 eruptions, the GNSS data indicate the co-eruption deflation of the magma reservoir. Tilt observation showed an-hour-long inflation and rapid deflation at a shallow depth (around 500 m) near the summit right before the first sub-Plinian event (Takao et al., 2013). Also stepwise local tilt inflations were reported twice in about a week before the sub-Plinian event (Ichihara & Matsumoto, 2017). During the eruption, explosion earthquakes were observed (Nakamichi et al., 2013). The activities suggest that the magma touched an aquifer at shallow depths of about -1.0 km BSL (e.g., Kagiyama et al., 1996). Before and during the sub-Plinian eruptions, migration of gas (probably with magma) also activated continuous volcanic tremors (Ichihara & Matsumoto, 2017). These were located beneath the crater for one week before the major eruption, and they rose from a depth of a few kilometers to the near-surface aquifer three times. The heat transported to the water layer could have triggered the sub-Plinian eruptions (Ichihara & Matsumoto, 2017). In order to understand the magma plumping system, pertinent information from depths of 1 to 10 km is crucial. However, we could not detect earthquake activity at these depths before the major eruptions associated with the magma migration (Ueda et al., 2013) and other geophysical phenomena.

Seismic interferometry is a powerful technique for monitoring seismic velocity in the depth range of interest. In recent years, the number of applications of seismic interferometry has increased. In the analysis, the cross-correlation function between ambient noise records of a pair of stations can be regarded as a virtual seismic waveform, recorded
at one station when the source is placed at the other station. In any time period, the
seismic velocity around the station pair can be estimated from the cross-correlation func-
tion calculated without an earthquake; thus, seismic interferometry has been applied in
many studies to monitor temporal changes in seismic velocity (e.g., Obermann & Hillers,
2019). This technique has been applied for detecting seismic wave velocity changes af-
ter large earthquakes (e.g., Wegler & Sens-Schönfelder, 2007; Wegler et al., 2009; Brenguier, Campillo, et al., 2008; Brenguier et al., 2014), those of a slow slip event (Rivet et al., 2011), and those associated with volcanic eruptions: e.g., the Piton de La Fournaise volcano, La Réunion, France (Brenguier, Shapiro, et al., 2008), Mt. Asama, Japan (Nagaoka et al., 2010), Merapi volcano, Indonesia (Budi-Santoso & Lesage, 2016), Ubinas volcano, Peru (Machacca et al., 2019), and Kiluaea volcano, USA (Donaldson et al., 2017). For example, Brenguier, Shapiro, et al. (2008) detected a drop in seismic velocity of the or-
er of 0.1% for a number of days preceding the eruption of the Piton de La Fournaise
volcano, and the velocity recovered at a time scale of about 10-20 days. There are two
potential mechanisms for the temporal changes (Olivier et al., 2019). The first is pres-
surization due to the magma migration in a linear elastic regime. In this regime, stress
sensitivity of seismic velocity change is a proxy for inferring the state of the material:
in particular the existence of geofluid (Brenguier et al., 2014). The second is damage ac-
cumulation beyond the linear elastic regime.

The biggest technical difficulty in monitoring is the separation of temporal vari-
ations of volcanic origin from environmental variations. Many researchers reported sea-
sonal variations associated with environmental phenomena: rainfall (e.g., Rivet et al.,
2015), air pressure (e.g., Niu et al., 2008), and thermo-elasticity (e.g., Hillers, Ben-Zion,
et al., 2015). In the region of Mt. Shimoe-dake, daily precipitation exceeds 100 mm for
several days in a year, while the annual precipitation is more than 4000 mm. Wang et
al. (2017) reported that rainfall is the major source of the observed temporal changes
in this area (Kyusyu). The Merapi Volcano, Indonesia, Sens-Schönfelder and Wegler (2006)
also experienced the observed dominance of seasonal variations. Temporal changes in
groundwater levels based on precipitation data can explain the observed strong seasonal
variations in both cases. Such strong seasonal variations have the potential to mask a
temporal change associated with volcanic activities; thus, correction for rainfall is cru-
icial for inferring the temporal changes associated with volcanic activity (Rivet et al., 2015;
Wang et al., 2017).

Earthquakes also contaminate temporal changes in seismic velocities associated with
volcanic activities. In particular, this region experienced the 2016 Kumamoto earthquake
of Mw 7.3 (e.g., Kato et al., 2016). The seismic-velocity dropped during the earthquake,
and recovered over a time scale of several months (Nimiya et al., 2017). Since the seismic-
velocity reduction on the order of 0.1% could be comparable to typical temporal vari-
ations associated with volcanic activities, it should be subtracted. Moreover, the suscep-
tibility, which is defined by the ratio between observed reductions in seismic velocity and
the estimated dynamic stress (Brenguier et al., 2014), is a good proxy for discussing the
state of geofluid in the upper crust associated with a volcanic process.

In this study, we introduce an empirical Bayes approach to separate the effects of
precipitation and the earthquake from the observed seismic velocity changes to extract
those of volcanic origins (Malinverno & Briggs, 2004). It has two levels of inference. At
the lower level, the seismic velocity changes were modeled in a state-space form. An ex-
tended Kalman filter/smoother (section 4) estimates seismic velocity changes as state
variables. Precipitation and earthquake effects are modeled as explanatory variables, which
are deterministic at this level. At the higher level, hyper-parameters (model covariance,
data covariance, and explanatory variables) are estimated by the Maximum Likelihood
Method (section 5). This two-level approach has the following features: (1) we can con-
strain the hyper-parameters from data directly. (2) we can evaluate the separation of the
origins in a statistical manner, (3) the approach gives us a criterion of the model selec-
tion (see section 5.3 for details) and (4) the extended Kalman filter/smoother is numerically efficient. Notation section at the end of this paper provides a list of definitions of the variables used in this paper.

We combine the extracted temporal velocity changes of volcanic origins with the geodetic observation and volcanic tremor activity to discuss the magma migration in section 6.

2 Cross-correlation analysis

We used three component seismograms recorded at eight stations (six broadband sensors and two short-period sensors with a natural frequency of 1 Hz) from May 1st, 2010 to April 30th, 2018, shown in Figure 1. Five stations were deployed by the Earthquake Research Institute, the University of Tokyo, and the other three were deployed by the National Research Institute for Earth Science and Disaster Prevention (NIED). The details of the sensors are shown in Table 1. We used daily precipitation data recorded by a station (Ebino shown by the white circle in Figure 1) of the Japan Meteorological Agency (JMA) for correcting the precipitation effects as described in section 5.1.

First, the data were down-sampled from 100 Hz to 2.5 Hz. The instrumental responses were corrected in time domain (Maeda et al., 2011) according to the sensor type, and all records were bandpass-filtered from 0.15 to 0.90 Hz. For each station pair, the two horizontal components were rotated into radial and transverse coordinates according to the geometry of the station pair: the radial direction is parallel to the great circle path between the station pair, and the transverse direction is perpendicular to the great circle path (Nishida et al., 2008). The daily records were divided into segments of 409.6 s, with an overlap of 204.8 s.

To reject noisy data, which include transient phenomena such as high instrumental noise or earthquakes, we discarded the noisy segments as follows. For one-day data of each component at a station, we estimated the root mean squared amplitudes (RMSs) of all the segments. For each component of one-day data, we defined the threshold to be twice the median value of RMSs for all the segments in one day. If the RMS of a segment was larger than the threshold, the segment was discarded.

<table>
<thead>
<tr>
<th>Network</th>
<th>Station name</th>
<th>Sensor type</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERI</td>
<td>KVO</td>
<td>L4-C (1 s, -2/2/2011), Trillium-120 (120 s, 2/3/2011-)</td>
</tr>
<tr>
<td>ERI</td>
<td>SMN</td>
<td>Trillium-40 (40 s, -7/22/2010) Trillium-120 (120 s, 7/23/2010-)</td>
</tr>
<tr>
<td>ERI</td>
<td>SMW</td>
<td>L4-C (1 s)</td>
</tr>
<tr>
<td>ERI</td>
<td>TKW</td>
<td>CMG3T (100 s)</td>
</tr>
<tr>
<td>ERI</td>
<td>TKS</td>
<td>Trillium-40 (40 s, -2/4/2011) Trillium-120 (120 s, 2/5/2011-)</td>
</tr>
<tr>
<td>NIED (V-net)</td>
<td>KRHV</td>
<td>Trillium-240 (240 s)</td>
</tr>
<tr>
<td>NIED (V-net)</td>
<td>KRMV</td>
<td>Trillium-240 (240 s)</td>
</tr>
<tr>
<td>NIED (Hi-net)</td>
<td>MJNH</td>
<td>Hi-net 1 Hz velocity meter (1 s)</td>
</tr>
</tbody>
</table>

Table 1. Sensor type for each station. ERI represents a station deployed by the Volcano Research Center, Earthquake Research Institute, the University of Tokyo. NIED (V-net) means a station of the Volcano Observation network deployed by the National Research Institute for Earth Science and Disaster Prevention, and NIED (Hi-net) means a station of High-Sensitivity Seismograph Network deployed by NIED.

We then took cross-correlation functions (CCFs) of all possible pairs of stations, and all possible component combinations for each station pair with the spectral whiten-
Figure 1. Left: Location of the Kirishima volcanic group. Red triangles show active volcanoes. Black stars represent the hypocenters of earthquakes: (i) Mw 6.4, April 14th (UTC), 2016, the foreshock of the Kumamoto earthquake, (ii) Mw 7.3, April 15th (UTC), 2016, the mainshock of the Kumamoto earthquake and (iii) Mw 7.1, November 13th (UTC), 2015, the Satsuma earthquake. Right: Station distribution. Black squares show station locations, and the white circle shows the JMA weather station. Three white diamond symbols show the locations of GEONET stations operated by the Geospatial Information Authority of Japan. The star symbol shows the location of a volumetric source at a depth of 8.35 km (Nakao et al., 2013). The topography in the right panel is given by the corresponding Shuttle Radar Topography Mission (Farr et al., 2007).
ing, as done in previous studies (Bensen et al., 2007). We stacked the CCFs of the selected segments over one day. The daily CCFs of the individual pairs of stations were represented by $\phi_p^t(\tau)$, where $\tau$ shows lag time, and the subscript $t$ is an integer, which represents days from 1 May 2010 (JST), and the superscript $p$ shows the pair of components (9 components: $R - R$, $R - T$, ..., $Z - Z$, where $R$ is the radial component, and $T$ is transverse component, and $Z$ is vertical component). Figure 2 shows a typical example of daily CCFs, which are stable even in their coda parts for eight years. Figure 3 shows a typical example of the mean power spectrum of the mean CCF between a pair of broadband stations, which shows dominance in lower frequencies from 0.25-0.5 Hz, even after the spectral whitening.

![Evolution of CCFs for Z-Z component (0.2-0.4 Hz) between TKS and TKW](image)

**Figure 2.** Daily CCFs of Z-Z component (0.2-0.4 Hz) between TKS and TKW. The vertical axis shows date, the horizontal axis shows lag time.

### 3 Measurements of seismic velocity change

Seismic interferometry is feasible for monitoring seismic wave velocity between pairs of stations. The principle of seismic interferometry is that the CCF between a station pair represents the seismic wavefield as though a source lies at one station and a receiver lies at the other. However, the disadvantage of this technique is that the measurements are overly sensitive to source heterogeneity (e.g., Weaver et al., 2009). This causes a trade-off between a temporal change of seismic velocity and that of source heterogeneity. Although the direct waves are sensitive to the source heterogeneity, the coda part becomes insensitive with increasing lapse time. This is because the seismic wavefield loses the source information over multiple scatterings (Colombi et al., 2014). If the seismic velocity changes uniformly in space, the arrival time delays with lapse time. This approach is known as the doublet method in frequency domain, first applied to earthquake coda (Poupinet et al., 1984). This method is also feasible for monitoring of seismic velocity with seismic interferometry (e.g., Brenguier et al., 2014; Hillers, Husen, et al., 2015). We used the method in the time domain, known as the stretching method (Weaver & Lobkis, 2000), because
Figure 3. Power spectrum averaged over all CCFs between TKS and TKW with the time window from -99.6 to -20 s and from 20 to 99.6 s.

the linearization is easier for an application of an extended Kalman filter as described in the next section.

We constructed a model function, $m^p(A_t, \gamma_t; \tau)$, for the observed CCF $\phi^p_t(\tau)$ by stretching the reference CCF $\phi^p_{ref}(\tau)$ as,

$$m^p(A_t, \gamma_t; \tau) = A_t \phi^p_{ref}(\tau(1 + \gamma_t)),$$ (1)

where $\gamma_t$ is the stretching factor, $A_t$ is amplitude and the subscript $t$ represents day. The initial reference CCF $\phi^p_{ref}(\tau)$ was estimated by averaging all the observed CCFs $\phi^p_t(\tau)$ over days $t$ (see section 4.1).

To estimate the temporal evolution of $\gamma_t$, Weaver and Lobkis (2000) constructed a dilation correlation coefficient between waveforms $X^p$ as,

$$X^p(\gamma_t) = \frac{\int \phi^p_t(\tau)m^p(A_t, \gamma_t; \tau) d\tau}{\sqrt{\int \phi^p_t(\tau)^2 d\tau \int (m^p(A_t, \gamma_t; \tau))^2 d\tau}}.$$ (2)

By maximizing the correlation, the temporal variation $\gamma_t$ can be estimated. Several researchers have used this method to measure the temporal changes in seismic velocity. To enhance the signal to noise ratio, measurements over many station pairs and components were averaged. Bayesian approaches (e.g., Tarantola & Valette, 1982) for these measurements are feasible for more reliable estimations (Brenguier et al., 2016).

To enhance the flexibility of the Bayesian approach, we developed a new method of an extended Kalman filter based on the state-space model (e.g., Segall & Matthews, 1997; Durbin & Koopman, 2012). This method, successively, minimizes the squared difference given by

$$S(A_t, \gamma_t) = \int (\phi^p_t(\tau) - m^p(A_t, \gamma_t; \tau))^2 d\tau.$$ (3)
\( A_t \) and \( \gamma_t \) are recognized as state variables for the state modeling as shown in the next section.

In sections 4 and 5, we introduce an empirical Bayes approach to minimize the squared difference. It has two levels of inference. At the lower level, the seismic velocity changes were modeled in a state-space form. An extended Kalman filter/smooother (section 4) estimates seismic velocity changes as state variables. At the higher level, hyper-parameters (model covariance, data covariance, and explanatory variables for precipitation and earthquake effects) are estimated by the Maximum Likelihood Method (section 5).

4 State Space modeling using an extended Kalman filter approach

Here we considered state variables \( \alpha_t \), which describe the amplitude \( A_t \) and the stretching factor \( \gamma_t \) at \( t = 1, \ldots, n \) assuming that the state variables are common to all the 9 components for each station pair. The state variables and the data vector of observed CCF \( y^p_t \) for a \( p \)th component are defined by

\[
\alpha_t \equiv \begin{pmatrix} A_t \\ \gamma_t \end{pmatrix}, \quad y^p_t \equiv \begin{pmatrix} \phi^p_t(-\tau_s) \\ \vdots \\ \phi^p_t(-\tau_n) \\ \phi^p_t(\tau_s) \\ \vdots \\ \phi^p_t(\tau_e) \end{pmatrix}, \quad (4)
\]

where \( \tau_s \) is the start of lag time (20 s) and \( \tau_e \) is the end of lag time (99.6 s). They obey the following relations:

\[
y^p_t = m^p(\alpha_t + R_t + E_t) + \epsilon_t, \quad \epsilon_t \sim \mathcal{N}(0, H_t) \quad (5)
\]

\[
\alpha_{t+1} = \alpha_t + \eta_t, \quad \eta_t \sim \mathcal{N}(0, Q_t). \quad (6)
\]

Here we introduce explanatory variables \( R_t \) related to precipitation (Wang et al., 2017) and \( E_t \) associated with the seismic-velocity drop during the 2016 Kumamoto earthquake (Nimiya et al., 2017), respectively. Because the explanatory variables are recognized as hyper-parameters in this study, they are deterministic at this level. Subsequently, they are estimated by Maximum Likelihood Method at the higher level (see section 5 for details). Section 5.3 also shows how to choose explanatory variables based on likelihood. \( \epsilon_t \) and \( \eta_t \) are mutually independent random variables, subject to normal distribution (\( \mathcal{N} \)) with zero means and covariance matrix \( H_t \) and \( Q_t \), respectively. The model \( m^p \) are defined by

\[
m^p(\alpha_t + R_t + E_t) \equiv \begin{pmatrix} m^p(\alpha_t + R_t + E_t; -\tau_e) \\ \vdots \\ m^p(\alpha_t + R_t + E_t; -\tau_s) \\ m^p(\alpha_t + R_t + E_t; \tau_s) \\ \vdots \\ m^p(\alpha_t + R_t + E_t; \tau_e) \end{pmatrix}. \quad (7)
\]

Since the sampling interval of CCFs is 0.4 s, the dimension of the vectors \( y^p_t \) and \( m^p \) is \( 2 \cdot ((\tau_e - \tau_s)/0.4 + 1) = 400 \). With an assumption of the constant data covariance with respect to time and lag time, \( H_t \) can be written by a diagonal matrix:

\[
H_t \equiv h_0 I, \quad (8)
\]

where \( h_0 \) is a prior data covariance and \( I \) is the 400 \( \times \) 400 identity matrix. Assuming that the amplitude \( A_t \) does not correlate with the seismic velocity change \( \gamma_t \), we can write \( Q_t \) as a diagonal matrix:

\[
Q_t \equiv \begin{pmatrix} q_0 & 0 \\ 0 & q_1 \end{pmatrix}, \quad (9)
\]
where \( q_0 \) and \( q_1 \) are a prior model covariance. \( h_0 \) is estimated from the time average of the squared difference between \( \phi^p(\tau) \) and the reference \( \varphi_{ref}(\tau) \). Since the amplitude \( A_t \) is a kind of normalization factor, it is difficult to separate the origins: volcanic, precipitation, or earthquake. For simplicity, we omitted the amplitude term \( A_t \) for precipitation and earthquakes. Accordingly \( R_t \) and \( E_t \) are given by,

\[
R_t \equiv \begin{pmatrix} 0 \\
\tau_t \end{pmatrix}, \quad E_t \equiv \begin{pmatrix} 0 \\
e_t \end{pmatrix}.
\] (10)

The state variable \( \alpha_t \) has an initial value \( a_1 \) at \( t = 1 \) subject to a normal distribution \( \sim N(a_1, P_1) \) defined by

\[
a_1 \equiv \begin{pmatrix} A_1 \\
\gamma_1 \end{pmatrix}, \quad P_1 \equiv \begin{pmatrix} p_0 & 0 \\
0 & p_1 \end{pmatrix},
\] (11)

where \( A_1 \) is a prior initial amplitude, \( \gamma_1 \) is a prior initial stretching factor, \( p_0 \) and \( p_1 \) are a prior model covariance for the initial value. First, we assumed that \( Q_t \), \( R_t \), \( E_t \) and \( P_t \) are given in advance; that is, they are recognized as hyper-parameters.

We linearized equation (1) (e.g., Weaver et al., 2011) in order to apply the extended Kalman filter. We consider the update of state variable from the initial guess \( \hat{\alpha}_t \equiv (\hat{A}_t, \hat{\gamma}_t)^T \). Assuming that the increment from the initial guess \( \Delta \alpha \) is small, Taylor series of \( m^p \) in equation (5) at around the initial guess \( \hat{\alpha}_t \) up to 1st order lead the following equation,

\[
m^p(\hat{\alpha}_t + \Delta \alpha + R_t + E_t) = m^p(\hat{\alpha}_t + R_t + E_t) + \zeta^p \Delta \alpha,
\] (12)

where

\[
\zeta^p = \begin{pmatrix}
\varphi^p_{ref}(-(1 + \hat{\gamma}_t + r_t + e_t)\tau_s) & -\hat{A}_t \tau_s \varphi^p_{ref}(-(1 + \hat{\gamma}_t + r_t + e_t)\tau_s) \\
\vdots & \vdots \\
\varphi^p_{ref}((1 + \hat{\gamma}_t + r_t + e_t)\tau_s) & -\hat{A}_t \tau_s \varphi^p_{ref}((1 + \hat{\gamma}_t + r_t + e_t)\tau_s)
\end{pmatrix},
\] (13)

and \( \varphi \) represents the derivative of \( \varphi \).

Since nine components of the cross-correlation functions were used in this study, we define the following vectors:

\[
Y_t \equiv \begin{pmatrix}
y^R_{RT} \\
y^R_{TZ} \\
y^R_{TR} \\
y^T_{RT} \\
y^T_{TZ} \\
y^T_{TR} \\
y^Z_{RT} \\
y^Z_{TZ} \\
y^Z_{TR}
\end{pmatrix}, \quad Z_t(\hat{\alpha}_t) \equiv \begin{pmatrix}
\zeta^R_{RT} \\
\zeta^R_{TZ} \\
\zeta^R_{TR} \\
\zeta^T_{RT} \\
\zeta^T_{TZ} \\
\zeta^T_{TR} \\
\zeta^Z_{RT} \\
\zeta^Z_{TZ} \\
\zeta^Z_{TR}
\end{pmatrix}, \quad M_t(\hat{\alpha}_t) \equiv \begin{pmatrix}
m^R_{RT}(\hat{\alpha}_t + \hat{R}_t + \hat{E}_t) \\
m^R_{TZ}(\hat{\alpha}_t + \hat{R}_t + \hat{E}_t) \\
m^R_{TR}(\hat{\alpha}_t + \hat{R}_t + \hat{E}_t) \\
m^T_{RT}(\hat{\alpha}_t + \hat{R}_t + \hat{E}_t) \\
m^T_{TZ}(\hat{\alpha}_t + \hat{R}_t + \hat{E}_t) \\
m^T_{TR}(\hat{\alpha}_t + \hat{R}_t + \hat{E}_t) \\
m^Z_{RT}(\hat{\alpha}_t + \hat{R}_t + \hat{E}_t) \\
m^Z_{TZ}(\hat{\alpha}_t + \hat{R}_t + \hat{E}_t) \\
m^Z_{TR}(\hat{\alpha}_t + \hat{R}_t + \hat{E}_t)
\end{pmatrix},
\] (14)

4.1 Calculation of the reference CCF

First, we estimated the initial reference CCF \( \varphi^p_{ref} \) for the pth component pair as,

\[
\varphi^p_{ref}(\tau) = \frac{1}{n} \sum_{t=1}^{n} \phi^p_t(\tau).
\] (15)
With the initial reference CCF, initial $\hat{\gamma}_t$ was measured using an extended Kalman filter/smoothser described in the following subsections. Then we recalculated the reference as

$$\varphi_{ref}^n(\tau) = \frac{1}{n} \sum_{t=1}^{n} \phi_t^n(\tau + \hat{\gamma}_t).$$  \hspace{1cm} (16)

After recalculating $\hat{\gamma}_t$ with the revised reference, we measured the temporal variations that are discussed herein.

### 4.2 Extended Kalman filter

The state vector $\alpha_t$ was estimated by the recursive linear Kalman (forward) filter and (backward) smoother. The Kalman filter/smoothser is a powerful solver of a state-space model, which obeys Gaussian distributions (e.g., Durbin & Koopman, 2012). The method has been applied for many geophysical problems (e.g., geodetic inversions, Segall & Matthews, 1997; Aoki et al., 1999), and recursive travel-time inversion in seismology (Ogiso et al., 2005). Since state vectors obey a normal distribution, the means and the covariance matrices characterized the statistics of the vector completely. Let us consider the conditional mean and covariance matrix of the state variables at time $t = 2 \cdots n$ for given data through $Y_1, \cdots, Y_{n-1}$ as,

$$\hat{\alpha}_{t|t-1} \equiv E(\alpha_t \mid Y_1, \cdots, Y_{t-1})$$  \hspace{1cm} (17)

$$P_{t|t-1} \equiv \text{Cov}(\alpha_t \mid Y_1, \cdots, Y_{t-1}),$$  \hspace{1cm} (18)

where $n$ is number of the data, $E()$ represents expectation, and $\text{Cov}()$ represents covariance. $\hat{\alpha}_{t|t-1}$ is also known as the one-step ahead predictor (Durbin & Koopman, 2012).

Since no data can constrain $\hat{\alpha}_{1|0}$ and $P_{1|0}$, they are given by the initial values: $\hat{\alpha}_{1|0} = a_1$ and $P_{1|0} = P_1$.

These are updated from the initial value $a_1$ and $P_1$ using the following equation:

$$\hat{\alpha}_{t+1|t} = \hat{\alpha}_{t|t-1} + K_t v_t,$$  \hspace{1cm} (19)

$$P_{t+1|t} = P_{t|t-1} - K_t (Z_t P_{t|t-1} Z_t^T + H_t) K_t^T + Q_t,$$  \hspace{1cm} (20)

where Kalman gain $K_t$ is given by

$$K_t = P_{t|t-1} Z_t^T (H_t + Z_t P_{t|t-1} Z_t^T)^{-1},$$  \hspace{1cm} (21)

and the innovation vector $v_t$ is given by

$$v_t = Y_t - M_t(\hat{\alpha}_{t|t-1}).$$  \hspace{1cm} (22)

Since the number of model parameters of 2 is much smaller than length of $Y_t$ of 36000 (9 components $\times$ 400 points), the matrix calculation of equation (21) can be reduced using the following matrix inversion lemma (Tarantola & Valette, 1982; Ogiso et al., 2005),

$$(H_t + Z_t P_{t|t-1} Z_t^T)^{-1} = H_t^{-1} - H_t^{-1} Z_t (P_{t|t-1}^{-1} + Z_t^T H_t^{-1} Z_t)^{-1} Z_t^T H_t^{-1}.$$  \hspace{1cm} (23)

Here we assumed that the errors of the CCF are independent of lag time, and the variances were the same throughout the lag time. Since we assumed that the covariance matrix of data error $H_t$ is represented by $H_t = h_0 I$ (equation (8)), the forward recursive equations (19) and (20) could be simplified as,

$$\hat{\alpha}_{t+1|t} = \hat{\alpha}_{t|t-1} + \Xi_t \Gamma_t,$$  \hspace{1cm} (24)

$$P_{t+1|t} = P_{t|t-1} - \Xi_t (S_t P_{t|t-1} S_t + h_0 S_t) \Xi_t^T + Q_t,$$  \hspace{1cm} (25)
where \( S_t \) and \( \Xi_t \) are \( 2 \times 2 \) matrices as:
\[
S_t \equiv \sum_{p} (\zeta_p^T \zeta_p),
\]
\[
\Xi_t \equiv \sum_{p} (\zeta_p^T v_p),
\]
\[
\Xi_t \equiv \left( \frac{1}{h_0} \hat{P}_{t|t-1} - \frac{1}{h_0} \hat{P}_{t|t-1} \hat{S}_t \left( \frac{S_t}{h_0} + \hat{P}_{t|t-1} \right)^{-1} \right).
\]

4.3 Kalman smoother

Next, let us consider the conditional mean \( \hat{\alpha}_{t|n} \) and conditional covariance matrix \( \hat{P}_{t|n} \) of the state variables at time \( t \) for all data through \( Y_1, \ldots, Y_n \). With the \( \hat{\alpha}_{t|t-1} \) and \( \hat{P}_{t|t-1} \) (\( t = 2, \ldots, n \)) estimated in the previous subsection, they can be calculated by the following backward recursive equations,
\[
\hat{\alpha}_{t|n} = \hat{\alpha}_{t|t-1} + \hat{A}_t (\hat{\alpha}_{t+1|n} - \hat{\alpha}_{t|t-1}),
\]
\[
\hat{P}_{t|n} = \hat{P}_{t+1|t} - Q_t + \hat{A}_t (\hat{P}_{t+1|n} - \hat{P}_{t+1|t}) \hat{A}_t^T.
\]

where \( A_t \) is defined by
\[
\hat{A}_t = \left( I - Q_t \hat{P}_{t+1|t} \right).\]

The recursive equations were applied successively backward as \( t = n-1, \ldots, 1 \).

4.4 Temporal change of seismic wave velocity

First, we tentatively estimated the temporal variations without the explanatory variables. For given hyper-parameters \( r_1 = \epsilon_t = 0, p_0 = 5 \times 10^{-4}, p_1 = 5 \times 10^{-5} \), we estimated the state variables using the extended Kalman filter/smooth. Figure 4 shows the result of temporal variations in seismic velocity \( \gamma_{t|n} \) and the corresponding standard deviation by applying CCFs of the station pair between TKW and TKS. The figure shows clear seasonal variation, and the velocity drops coincide with strong rainfalls (blue bars in the figure). The red line shows the precipitation model (see the next section for details). This figure also shows a sudden velocity drop of about 0.1% when the Kumamoto earthquake occurred in 2016. To detect signals associated with volcanic eruptions, we subtracted the precipitation effects and the earthquake drop from the temporal variations in seismic velocity. For the subtraction, we infer the hyper-parameters, which represent the model covariances, precipitation effects, and earthquake, drop by the Maximum Likelihood method in the next section.

![Figure 4](image_url)

Figure 4. Row temporal changes of the pair between TKW and TKS with the prediction from the precipitation. The red line shows prediction by the precipitation model (\( \tau_p = 195 \) days, and \( A_g = -6.84 \times 10^{-2} \text{ [%/m]} \)), as described in the next section.
5 Maximum Likelihood Method for determining the hyper-parameters

In the previous section, we applied the extended Kalman filter/smoother, assuming that the hyper-parameters were given at the lower level. This section shows how to infer the hyper-parameters using the Maximum Likelihood Method at the higher level of this technique.

The logarithmic likelihood \( \ln L \) is given (e.g., Segall & Matthews, 1997; Durbin & Koopman, 2012) by

\[
\ln L = \frac{nN}{2} \ln 2\pi - \frac{1}{2} \sum_{t=1}^{n} \left( \ln(\det(F_t)) + \hat{d}_{t|t-1} \right),
\]  

(32)

where \( F_t \) and \( \hat{d}_{t|t-1} \) are given by,

\[
F_t \equiv h_0 I + Z_t \hat{P}_{t|t-1} Z_t^T,
\]

(33)

and

\[
\hat{d}_{t|t-1} = \frac{1}{h_0^2} \left( h_0 v_t^T v_t - \Gamma_t^T \left( \hat{P}_{t|t-1}^{-1} + \frac{S_t}{h_0} \right)^{-1} \right) \Gamma_t,
\]

(34)

respectively (see Appendix A for details). We maximized the logarithmic likelihood \( \ln L \) with respect to the hyper-parameters.

First, we describe how to model the hyper-parameters for explaining the precipitation effects and the reduction associated with the 2016 Kumamoto earthquake in the following two subsections.

5.1 A model for the precipitation effects

Many researchers have reported periodic changes in seismic wave velocity associated with external sources such as tides (e.g., Yamamura et al., 2003; Takano et al., 2014, 2019), thermoelastic effects (e.g., Hillers, Ben-Zion, et al., 2015; Wang et al., 2017), and snow loading (e.g., Wang et al., 2017). The correspondence between strong rainfall and the seismic velocity changes shown in Figure 4 suggests the dominance of the precipitation effect in this case. For modeling temporal changes of seismic wave velocity caused by precipitation, we considered two models: the model based on diffusion of a pore pressure (Talwani et al., 2007; Rivet et al., 2015; Lecocq et al., 2017; Wang et al., 2017), and the hydrological model (Sens-Schönfelder & Wegler, 2006).

The first model considered diffusion of pore pressure in a poroelastic medium with a spatial scale of several km, which induces seismic velocity changes. This model also required the sensitivity of seismic velocity to changes in pore pressure. As discussed in section 7.2, the sensitivity in this region is an order of magnitude smaller than the typical values. The diffusion of pore pressure also caused significant time delay, which is not consistent with the observations in this study.

The second model related the seismic velocity to the groundwater level at a shallow depth due to the precipitation (Sens-Schönfelder & Wegler, 2006). Since the groundwater level reaches a shallow depth of about 100 m in this region (Kagiyama et al., 1996; Tsukamoto et al., 2018), we regarded the second model more relevant. The response of the groundwater level to the precipitation is given by an exponential function (Sens-Schönfelder & Wegler, 2006; Kim & Lekic, 2019). The amount of groundwater storage \( g_t \) is given by

\[
g_t = \int_\tau^\infty \left( p(\tau) - \langle p \rangle \right) e^{-\frac{\tau-\delta}{\tau_g}} d\tau,
\]

(35)

where \( p \) is daily precipitation, \( \delta \) shows delay time, \( \tau_g \) is the parameter describing the decay, \( \langle p \rangle \) is the average precipitation throughout the analyzed time period. We modeled
that the explanatory variable for precipitation $r_t$ is proportional to $g_t$ as,

$$ r_t = A_g g_t = A_g \int_0^\infty (p(\tau) - \langle p \rangle) e^{-\frac{\tau - \tau_0}{\tau_e}} d\tau, $$

(36)

where $A_g$ is the sensitivity of seismic wave velocity to the amount of groundwater storage. Since there exists ambiguity of the modeling, $A_g$, $\tau_g$, and $\delta$ should be constrained by the observations practically. We regard $A_g$, $\tau_g$ and $\delta$ as hyper-parameters, and infer their values by the Maximum Likelihood Method as shown later in this section.

To validate the second model quantitatively, we estimate the sensitivity $A_g$ based on a physical model: density perturbation due to groundwater-level changes causes the temporal change associated with precipitation. Since surface waves are dominant in the wavefield in this frequency range, the depth sensitivity can be represented by that of the surface waves for a 1-D medium (Obermann et al., 2013). We consider only Rayleigh waves for simplicity, since a similar discussion can be applicable for Love waves. The phase velocity perturbation of Rayleigh waves $\delta c$ can be related to perturbations of density $\rho$, bulk modulus $\kappa$, and rigidity $\mu$ using the partial derivatives of phase velocity (Takeuchi & Saito, 1972) as,

$$ \frac{\delta c}{c} = \int \left( K_\rho(z) \frac{\delta \rho(z)}{\rho(z)} + K_\kappa(z) \frac{\delta \kappa(z)}{\kappa(z)} + K_\mu(z) \frac{\delta \mu(z)}{\mu(z)} \right) dz, $$

(37)

where $c$ is the phase velocity, and $K_\rho$, $K_\kappa$, and $K_\mu$ are the Fréchet derivatives relating the fractional perturbation of phase velocity \(\delta c/c\) to the fractional perturbations $\delta \rho/\rho$, $\delta \kappa/\kappa$, $\delta \mu/\mu$. The Fréchet derivatives are also known as the depth sensitivity kernels. Figure 5 shows an example of a depth sensitivity kernel at 0.6 Hz for the density and S-wave velocity models shown in the figure.

Working under the two assumption of (i) no temporal changes in bulk modulus $\kappa$ and the rigidity $\mu$, and (ii) the groundwater level of about 100 m, the temporal change $r_t$ can be estimated as,

$$ r_t = \int K_\rho(z) \frac{\delta \rho(z)}{\rho(z)} dz \approx K_\rho(0) \frac{\rho_w g t}{\rho(0)} $$

(38)

where $\rho_w$ is water density. Accordingly, $A_g$ can be written by $K_\rho(0) \frac{\rho_w}{\rho(0)}$. For example, with the model shown by Figure 5, $A_g$ is estimated to be $-7.5 \times 10^{-2} [\%/m]$. The consistency between this estimate of $-7.5 \times 10^{-2} [\%/m]$ and the fitting result of $-6.84 \times 10^{-2} [\%/m]$ supports our model. At higher frequencies ($\sim$5 Hz in this model), as the wavelength of the seismic surface wave is shorter than the groundwater level, the sensitivity significantly decreases.

For estimation of the hyper-parameters, initial values are required. We estimated them in two steps. First, using the initial reference CCF, $\tilde{\gamma}_{tn}$ was calculated for each station pair. In equation (5), $R_t$ is assumed to be 0. Then, $A_g$ and $\tau_g$ were estimated by calculating the least squared difference between $r_t$ and $\tilde{\gamma}_{tn}$. $\delta$ is fixed to 0. The red line in Figure 4 shows the initial estimate of a pair between TKW and TKS: $\tau_g = 195$ days and $A_g = -6.84 \times 10^{-2} [\%/m]$. This figure shows that the empirical model can predict the seasonal variations well. To avoid the effects of the sudden drop due to the 2016 Kumamoto earthquake, we used the data from before the earthquake in the estimation.

### 5.2 A model for the drops associated with 2016 Kumamoto earthquake

After the reduction of the effect of precipitation with the tentative hyper-parameters, the resultant temporal change shows sudden drops of seismic wave velocity associated with the 2016 Kumamoto earthquake (Figure 6). Since the drop related to the Kumamoto earthquake reaches 0.1 %, we modeled it by an exponential decay (Hobiger et al., 2016; Gassenmeier et al., 2016; Sens-Schönfelder & Eulenfeld, 2019) as,

$$ e_t = A_t e^{-\frac{t-t_0}{\tau_e}}, $$

(39)
where $A_t$ is amplitude of the drop, $t_0$ is the origin time of the Kumamoto earthquake, and $\tau_e$ is the decay time. We omitted a term of non-recovering coseismic velocity drops (Hobiger et al., 2016) as the term could not be detected, as shown later (see Figure 10).

### 5.3 Estimation of the hyper-parameters by Maximum Likelihood Method

To reduce the number of hyper-parameters, we assumed that the expected value of the initial state variable $a_1$ is given by $(1, \gamma_1)$, and the covariance matrix $P_1$ is equal to $Q_z$.

The logarithmic likelihood $\ln L$ was maximized with respect to the hyper-parameters using a quasi-Newton method L-BFGS-B, which is a limited memory algorithm for solving large nonlinear optimization problems subject to simple bounds on the variables (Zhu et al., 1994; Durbin & Koopman, 2012).

Figure 7 shows estimated hyper-parameters, which are well constrained by the observations. Figure 7 (a) shows the model standard deviations of amplitude $A_t$ of about $5 \times 10^{-3} \%$ and those of stretching factor $\gamma_t$ of about 0.1%. We note that the observed data constrain the model standard deviations. Figure 7 (b) shows a trend of decreasing sensitivity $A_g$ with decreasing decay time $\tau_g$. This result suggests that the groundwater-level changes at shallower depths have shorter time decay $\tau_g$, because the depth sensitivity kernel is negative and decreases to the ground surface (Figure 5). Figure 7 (c), which compares $A_e$ and $\tau_e$, shows the drop when the earthquake becomes larger, decreasing the

---

**Figure 5.** Depth sensitivity kernel to density perturbations at 0.6 Hz. The density $\rho$ and the S-wave velocity $\beta$ are plotted. P-wave velocities are 1.91 km/s from 0 to 0.2 km, and 4 km/s below 0.2 km.
Figure 6. Velocity change associated with the 2016 Kumamoto earthquake. The seismic velocity drop when the earthquake occurred, and recovered over a time scale of three months. The grayscale shows marginal probability with all CCFs (see next section for details). The red dots show a median of all the measurements. The red dots also show a minor drop during the 2015 Satsuma earthquake.

recovery time. This result suggests that the stronger drop and shorter recovery occurred at shallower depths.

Figure 7. Estimated hyper-parameters. (a) scatter plot against standard deviations of the model: $\sqrt{q_0}$ and $\sqrt{q_1}$, (b) scatter plot against hyper-parameters of precipitation effects: $\tau_g$ and $A_g$, (c) scatter plot against hyper-parameters of the drop during the Kumamoto earthquake: $A_e$ and $\tau_e$.

To determine how well the observations constrain the hyper-parameters $\beta$, we estimated the sensitivity of the logarithmic likelihood of the perturbations around the optimal value $\beta^{opt}$. Figure 8 shows an increment of logarithmic likelihood to the optimal value of $\Delta \ln L$ as a function of a hyper-parameter. We perturbed each hyper-parameter within 50%, fixing all other hyper-parameters to the optimal values. Within this hyper-parameter range, the minima of $\Delta \ln L$ for all the hyper-parameters were smaller than -1.

Here we considered the appropriate number of hyper-parameters using the Akaike Information Criterion (AIC, Akaike, 1974) defined by

$$AIC_K = -2 \ln \hat{L}_K + 2K,$$

(41)

where $K$ is the number of hyper-parameters, and $\ln \hat{L}_K$ represents the maximum likelihood for the $K$ hyper-parameters. We choose the hyper-parameter if $AIC_K$ decreases
with the addition of a new hyper-parameter: i.e. the increment $\Delta AIC \equiv AIC_K - AIC_{K-1}$ is smaller than 0. Assuming that $\ln \hat{L}_{K-1} - \ln \hat{L}_K$ can be approximated by $\Delta \ln \hat{L}$ shown in Figure 8, the $\Delta AIC$ is written by $2(\Delta \ln \hat{L} + 1)$. The addition of a hyper-parameter is appropriate if $\Delta \ln \hat{L} < -1$. Assuming that the ambiguity of each parameter is about 50%, for example, $\beta_i$ is fixed at $0.5\beta_i^{opt}$ as the prior value. Since all the $\Delta \ln \hat{L}$ at $\beta_i/\beta_i^{opt} = 0.5$ in Figure 8 are smaller than $-1$, all the hyper-parameters used meet this condition. This choice of hyper-parameters also makes the iterations of the L-BFGS-B method stable.

**Figure 8.** Logarithmic likelihood as a function of the normalized hyper-parameters. The horizontal axis shows relative value of hyper-parameters, and the vertical axis shows increments of logarithmic likelihood to the optimal value $\ln \hat{L}(\beta_i^{opt})$. The corresponding hyper-parameters ($\beta_i$) are also shown in this figure.

### 6 Temporal changes of seismic wave velocity

Using the inferred hyper-parameters, we estimated state variables for all pairs of stations. Red lines in the upper triangular portion of Figure 9 show the total temporal changes of seismic wave velocity $\hat{\gamma}_{t|n} + r_t + e_t$. The blue lines show only the explanatory variables $r_t + e_t$ for precipitation and the earthquake. The explanatory variables can explain majority of the aspects of the estimated temporal changes.

The lower triangular portion of Figure 9 shows the resultant $\hat{\alpha}_{t|n}$. The blue lines show the amplitude $\hat{A}_{t|n}$, which show the local minimum in 2015. High activities of low-frequency volcanic tremor at Mt. Aso (Figure 1) could distort the coherency (Kaneshima et al., 1996; Hendriyana & Tsuji, 2019; Sandanbata et al., 2015). The red lines show seismic velocity changes, $\hat{\gamma}_{t|n}$, after the subtraction of the explanatory variables. They show a consistent long term variation with a time scale of about five years with an amplitude of about 0,05%. Although most station pairs do not show significant temporal changes associated with the 2011 eruption, the pair between SMW and SMN shows a significant drop in 2011. The upper triangular portion shows the precipitation effect and the drop associated with the earthquake are well subtracted using the explanatory variables.
Figure 9. The lower triangular portion: resultant $\hat{\alpha}_{t|n}$. The red lines show seismic velocity change $\hat{\gamma}_{t|n}$ within 0.1%. The blue lines show the amplitude perturbations $\hat{A}_{t|n}$, which show a local minimum in 2015. The upper triangular portion: Blue lines show estimated seismic velocity changes $r_t + \epsilon_t$, which explain the precipitation effect and the drop during the Kumamoto earthquake, whereas red ones show estimated whole seismic velocity changes $\hat{\gamma}_{t|n} + r_t + \epsilon_t$. 
To discuss the long-term variations, we considered the marginal probability density with all pairs of stations. Figure 10(a) shows the marginal probability density over 8 years with an assumption that each measurement is independent. The probability density $f_t(\gamma)$ as a function of seismic velocity change $\gamma$ is defined by

$$f_t(\gamma) \equiv \frac{1}{28} \sum_{j=1}^{28} N(\hat{\gamma}_{t|n}, \hat{\sigma}_{t|n}),$$

where $N$ represents normal distribution, $\hat{\gamma}_{t|n}$ is the conditional mean of seismic velocity changes, $\hat{\sigma}_{t|n}$ is the corresponding conditional covariance, $j$ indicates a station pair, and 28 is the total number of station pairs. The marginal probability density (Figure 10(a)) shows no significant changes associated with the 2011 and 2018 eruptions of Shinmoedake. However, areal strain calculated from GNSS observation shows inflation and deflation due to changes in the magma reservoir during the 2011 eruption, and the 2018 eruption (Nakao et al., 2013; Kozono et al., 2013; Yamada et al., 2019) (Figure 10(b)). The areal strain also shows the static change due to the 2016 Kumamoto earthquake, whereas $f_t(\gamma)$ does not show significant static change.

Apart from jumps of the areal strain associated with the eruptions and the earthquake, both the seismic velocity changes and the areal strain (Figure 10) show temporal variations with a time scale of about one year with local maxima in January 2012 and January 2013. After 2014, such temporal variations are no longer observed for both. One possible origin of the variations is the long term variations in groundwater levels (e.g., Lecocq et al., 2017). When modeling groundwater level in equation (35), we assumed constant drainage. Nevertheless, under realistic conditions, the drainage may change with time. Since the areal strain also shows a similar undulation pattern from 2010 to 2013, such a long-term variation may cause large scale deformations. The induced pore pressure change (Talwani et al., 2007) at deeper depth, on the order of km, could also cause seismic velocity changes (Wang et al., 2017; Rivet et al., 2015). In this study, however, the hydrological data were insufficient to verify this hypothesis.

7 Discussions

In the following subsections, we discuss two specific events: the drop of seismic wave velocity associated with the Kumamoto earthquake and the 2011 Shinmoedake eruption. Based on the observed features, we discuss the magma pathway beneath Shinmoedake.

7.1 The drop of seismic wave velocity after the Kumamoto earthquake

Our results show a sudden drop during the Kumamoto earthquake followed by a recovery from 10 to 100 days (Figure 7). Since the probability density $f_t(\gamma)$ does not show non-recovering coseismic velocity drops due to the static areal-strain change (Figure 10), the observed static strain change could not be the dominant source. Near-surface damage beyond the linear elastic regime could be a possible origin. For the discussion, we compare the susceptibility, which is defined by the ratio between observed reductions in seismic velocity and the estimated dynamic stress with that of the 2011 Tohoku earthquake (Brenguier et al., 2014).

We estimated the dynamic stress from the observed peak ground velocity (PGV) (Gomberg & Agnew, 1996). PGV in this region was about 5 cm/s during the Kumamoto earthquake, which was averaged over 3 components of PGV measured by the K-net, strong-motion seismograph network. The dynamic stress $\Delta \sigma \approx \mu v/c$ was estimated to be 0.5 MPa, where $\mu$ is the mean crustal shear modulus ($\sim 30$ GPa), $v$ is PGV, and $c$ is the mean wave phase velocity of the Rayleigh wave ($\sim 3$ km/s) (Brenguier et al., 2014). The susceptibility (Brenguier et al., 2014), which is defined by the ratio between observed re-
ductions in seismic velocity $\Delta c/c$ ($\sim 2 \times 10^{-3}$) and the estimated dynamic stress 0.5 MPa, was about $4 \times 10^{-3}$ MPa$^{-1}$. This value is larger than susceptibility in the Mt. Fuji area and along the Tohoku volcanic during the Tohoku earthquake, whose value is about $1.5 \times 10^{-3}$ MPa$^{-1}$ (Brenguier et al., 2014). This observation suggests that the pressurized geofluid in the upper crust and/or near-surface is a possible origin for the seismic velocity changes.

We discuss the mechanism of the observed seismic velocity change as caused by the pressurized fluid. The exponential decay time scales ranged from 10 to 100 days, suggesting the lack of a relaxation process longer than 100 days (Snieder et al., 2017). The estimation of relatively short time scales dismisses the mechanisms of post-seismic relaxation of stress (e.g., Brenguier, Shapiro, et al., 2008) and diffusion of geofluid in the crust (Wang et al., 2019). The absence of non-recovering coseismic velocity drop during the 2016 Kumamoto earthquake suggests that the pressurization of geofluid in the linear elastic regime is unlikely to be the origin. This hypothesis is also consistent with the observation that the 2011 Tohoku earthquake did not trigger any volcanic and seismic activities in this region (Miyazawa, 2011). Near-surface damage due to the strong ground motions beyond the linear elastic regime, where rich groundwater exists, could be a plausible origin.

7.2 Temporal changes during the volcanic eruptions in 2011

The probability density of all the station pairs $f_t$ (Figure 10(a)) does not show any temporal change associated with the volcanic eruptions from January 2011 to February 2011. However, geodetic observation showed the gradual magma intrusion over the time scale of a year and the discharge during the eruption (see the areal strain in Figure 10(b)). The geodetic source was located 5 km to the northwest of the summit at a depth of about 8 km (Nakao et al., 2013). Although the volumetric change caused enough strain (about...
1.5 microstrains estimated from GNSS as shown by Figure 10) to cause the seismic velocity change with a typical sensitivity of seismic velocity change in a linear elastic regime (e.g., Takano et al., 2017), as discussed later, our results do not show a significant change. These observations could provide a clue for inferring the state of the material in the upper crust.

Despite of the absence of observed temporal changes for most station pairs during the 2011 eruption (Figure 9), one station pair close to the crater (SMW and SMN) showed a significant drop of seismic velocity (red lines in Figure 11). Figure 11 shows the resultant temporal variations between the station pair (SMW and SMN) from May 2010 to May 2011. The gradual drop of seismic velocity that preceded the eruption by one month. Since the station SMN was broken 10 days after the main phase of the 2011 eruption, the post-eruption recovery cannot be discussed.
We discuss the 2011 Shimoedake-eruption based on the two observed temporal variations in seismic wave velocity: (i) no observed temporal variations with the one-year inflation of the magma reservoir, (ii) only the station pair close to the crater detected the gradual decrease preceding the eruption by one month.

First, we consider why the observation only shows temporal variation at one pair. Figure 12 shows areal strain, induced by the point volumetric source, by deflation caused by the migration of magma to the surface. The volumetric source modeled by Nakao et al. (2013) was located at a point (longitude 130.831°E, latitude 31.942°N, depth 8.35 km), which is about 6.9 km northwestern to Shimoedake. The modeled volume change of the deflation is 13.35×10⁶ m³. This model can explain the GNSS observations during the deflation in 2011; i.e., this model can explain the observed drop of areal strain based on GNSS shown by Figure 10(b).

The typical areal strain at a depth of 3 km above the volumetric source is 5×10⁻⁶, and the typical value of the bulk modulus at a depth of 3 km is 30 GPa. Since the corresponding stress change is 1.5×10⁵ Pa, the stress sensitivity of seismic velocity change is estimated to be less than 6 × 10⁻¹⁰ Pa⁻¹. As this estimated stress sensitivity is an order of magnitude smaller than the past studies at this depth (Takano et al., 2017), our results suggest that the crustal material has lower sensitivity to static stress changes in a linear elastic regime than other regions. This observation is also consistent with that the 2016 Kumamoto earthquake caused only recovering coseismic velocity drops due to dynamic stress but no permanent ones in response to static changes in areal strain (Figure 10). The observed lack of sensitivity is also consistent with our model of precipitation effects, which does not require stress sensitivity of the seismic velocity.

One possible interpretation of the observed low sensitivity or lack of sensitivity could be related to the aspect ratio of crack and/or fluid inclusion of the medium. The low sensitivity suggests that the shape of cracks could be circular (Shapiro, 2003). The P-wave velocity at 3 km is about 5.5 km/s (Tomatsu et al., 2001), and the S-wave velocity is approximately 3.1 km/s (Nagaoka, 2020), suggesting that fraction of the geofluid and crack density should be small. The inclusions of the geofluid could also be isolated because the 3-D inversion of the anomalous magnetotelluric data in this region showed a highly resistive body above the volumetric source (Aizawa et al., 2014).

Next, we considered the spatial localization of the gradual decrease near the crater precedes the eruption by one month. For simplicity, we considered the homogeneous medium with seismic velocity c of 2 km/s, which correspond to a typical group velocity of Rayleigh waves. We evaluated the sensitivity kernel of the travel time from a point \( s_1 \) to a point \( s_2 \) for local changes of seismic velocities as

\[
\frac{\delta c(t)}{c} \bigg|_{\text{app}} = \frac{1}{ct} \int_S K(s_1, s_2, r, t) \delta v(r) dS(r),
\]

where \( \frac{\delta c(t)}{c} \bigg|_{\text{app}} \) is the apparent velocity change, which corresponds to the measurement, \( t \) is travel time, \( \delta v(r) \) is the perturbation of the seismic velocity at a point \( r \), \( S \) represents the whole surface area, and \( K \) is a sensitivity kernel (Pacheco & Snieder, 2005) given by,

\[
K(s_1, s_2, r, t) = \frac{\int_0^t p(s_1, r, t') p(r, s_2, t-t') dt'}{p(s_1, s_2, t)},
\]

where \( p(s_1, s_2, t) \) is the probability density that the wave traveled from \( s_1 \) to \( s_2 \) during time \( t \) (Machacca et al., 2019); i.e. \( p(s_1, r, t) \) satisfies the normalization condition given by,

\[
\int_S p(s_1, r, t) dS(r) = 1.
\]
Figure 12. (a) Sensitivity kernel (Pacheco & Snieder, 2005; Obermann et al., 2013) at lapse time of 60 s. The scattering mean free path is assumed to be 5000 m. (b): Areal strain induced by the point volumetric source ($y = 0$). The model (Nakao et al., 2013) is based on geodetic observation. This panel also shows hypocenters of volcanic tremors given by Ichihara and Matsumoto (2017). Although the hypocenters below 1 km were shifted in a westward direction, the shift might be caused by limited station coverage. We calculated the strain caused by the volumetric source using an inflation point source model (Okada, 1992) in a 3D elastic half-space with a rigidity of 10 GPa, and Poisson’s ratio of 0.25. For simplicity, we assumed that the height of the surface in this area is fixed to 0.5 km above sea level.
Here $p$ is given in the analytic form of the radiative transfer for isotropic scattering in 2-D (Obermann et al., 2013) as,

$$p(r, t) = \frac{\exp\left(-\frac{4r^2}{2\pi r^2}\right)}{2\pi c t} \delta(ct-r) + \frac{1}{2\pi c t} \left(1 - \frac{r^2}{c^2 t^2}\right)^{-1/2} \exp\left(\frac{\sqrt{c^2 t^2 - r^2} - ct}{l}\right) H(ct-r), \quad (46)$$

where $l$ is the scattering mean free path of 5000 m, $r$ is the distance between $s_1$ and $s_2$, and $H$ is the Heaviside step function. The scattering mean free path is longer than the typical value (about 1 km at 1–10 Hz) at active volcanoes (e.g., Yamamoto & Sato, 2010; Chaput et al., 2015). Because the longer wavelength at the dominant frequency of about 0.3 Hz tends to homogenize the effects of lateral heterogeneities, the scattering mean free path could be longer. Moreover, the area of our interest includes both volcanic and nonvolcanic areas. Although mean free paths in the volcanic edifice should be shorter in the nonvolcanic areas, the average could be longer. Figure 12 (a) shows the sensitivity kernel at the lapse time $t = 60$ s, which shows two local maxima at the stations. If the damaged area is 1 km at the Shinmoe-dake, which is about twice as the crater size, the velocity drop within the area is estimated to be about 5%. A trade-off exists between $\delta c$ and the damaged area.

We considered three possible origins of the localized seismic velocity changes: (i) stress sensitivity of the edifice in a linear elastic regime, (ii) density perturbation due to the magma intrusion, and (iii) damage accumulation near the crater. We already showed that the stress sensitivity in this region is small, though past studies (e.g., Sens-Schönfelder et al., 2014) have shown that stress changes due to the increased pressure of the magma reservoir could cause the observable seismic velocity change. Moreover, no other inflation/deflation sources were observed before the 2011 Shinmoe-dake eruption. Next, we considered density perturbation, as in the case of the precipitation effect. Kozono et al. (2013) estimated the erupted volume based on geodetic and satellite observations. The total extruded volume of dense rock equivalence was estimated to about $3 \times 10^7$ m$^3$, and the density was 2500 kg/m$^3$. In order to constrain the upper limit of seismic velocity reduction due the density perturbation, we assumed that the magma was stored at a depth shallower than 0.6 km where Rayleigh waves have the greater sensitivity (Figure 5). The equation (38) leads to the upper limit of about 0.6% drop in seismic velocity, which is significantly smaller than our observations (5%). Therefore we conclude that the observed seismic velocity drop with a time scale of about one month near the crater could be caused by cumulative damage beyond the linear elastic regime, induced by the pressure exerted by the magma reservoir on the edifice (Olivier et al., 2019).

The location of the volcanic tremor (TR) source also gives us a clue as to the magma or gas movement before the main eruption. Ichihara and Matsumoto (2017) located TR sources from seven stations recording continuous volcanic tremor before and during the sub-Plinian eruptions using the amplitude distribution. Figure 11(b) shows the source depth of TR from January 3rd, 2011, to February 2nd, 2011. Prior to January 2011, the TR amplitudes were too small to locate. Before the precursory stage of the eruption, the source depths were approximately 2 km. With increased damage, the source depth migrated upward to around sea level when the precursory stage was initiated. When the sub-Plinian eruption started, the decreasing rate of seismic velocity changes became steeper. This observation suggests that the magma migration from 2 km to the surface increased the damage of the sub-surface material. Figure 12(b) shows the depth section of the source locations. They also support the vertical magma migration beneath the summit. The sources below 1 km could be biased in the western direction, due to the limited station distribution.
and without partial melts. The connection between the sills can enable the horizontal magma migration from the magma reservoir to Shinmoe-dake. The geochemical analysis (Nakada et al., 2013; Suzuki et al., 2013) showed the basaltic magma was stored at the magma reservoir. The viscosity is low enough to develop the sill complex, and the mobility is high during the eruption. In January 2011, due to damage, the pressurization of the magma began to decrease the seismic velocity gradually. The pressurization also activated TR activity at depth of 2 km (Figure 13(a)). During this stage, the silicic magma was mixed with the basaltic magma (Suzuki et al., 2013). Since the viscosity of the silicic magma is estimated to be high (about $1.2 \times 10^6$ Pa·s, Suzuki et al., 2013), the magma fluid could be isolated.
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**Figure 13.** Schematic of the 2011 eruption: (a) from one month before until just before the eruption, and (b) during the eruption. LFEs represent low frequency earthquakes (Kurihara et al., 2019), and TR represents volcanic tremor (Ichihara & Matsumoto, 2017).

### 8 Conclusions

In this study, seismic interferometry was applied to a seismic network around Shinmoe-dake to monitor the seismic velocity change for eight years from May 2010 to April 2018. We applied the stretching method (Sens-Schönsfelder & Wegler, 2006) for a cross-correlation function calculated for each pair of stations using continuous ambient noise data. To separate the variations of volcanic origin from environmental variations, we developed a new technique based on a state-space model: the parameters (e.g., seismic velocity change) were estimated by an extended Kalman filter, and the hyper-parameters (the seismic response to the precipitation, the response to the Kumamoto earthquake, and covariances of the parameters) were estimated by the Maximum Likelihood Method. The resultant seismic velocity changes show clear seasonal variation originating from precipitation as well as a drop associated with the 2016 Kumamoto earthquake.

After the effects of precipitation and the earthquake were subtracted, most of the seismic velocity changes did not show any changes associated with the eruptions. Since the strain changes caused by the volumetric change during the 2011 eruption (Nakao et al., 2013) were about five microstrains at depths from 0 to 2 km above the source, the stress sensitivity of the seismic velocity in a linear elastic regime was significantly smaller than other areas (e.g., Takano et al., 2017). The observed lack of sensitivity suggests the
smaller aspect ratio of crack and less fluid inclusion in the upper crust (Shapiro, 2003), which is consistent with the highly resistive body above the volumetric source (Aizawa et al., 2014). The P-wave velocity at 3 km is about 5.5 km/s (Tomatsu et al., 2001), and the S-wave velocity is about 3.1 km/s (Nagaoka, 2020), indicating small melt fraction and crack density.

Only one station pair located in the neighborhood of the crater showed a gradual decrease in seismic velocity, which preceded the eruption by one month. The maximum drop of the seismic velocity was about 0.05% during the 2011 eruption. The sensitivity kernel (Pacheco & Snieder, 2005) of this observation suggests that the seismic wave drop of about 5% was localized at the crater with a spatial dimension of about one km$^2$. In this region, P wave travel time tomography revealed a pipe-like structure of high-velocity under the summit craters from 1.5 to 0.5 km below sea level (Tomatsu et al., 2001). The fluid intrusion started to damage the high-velocity pipe structure one month before the eruption. Until January 16th 2011, the source depths of TR were around 2 km (Ichihara & Matsumoto, 2017) although the TR amplitudes were too small to locate before January 2011. With increasing damage, the source depth migrated upward to around sea level when the precursory stage started on January 16th. Then, the magma migrated from the depth of 2 km to the surface. The magma migrated vertically from the reservoir imaged as a low S-wave velocity body just below the geodetic source.

Notation

$t$: Days from 1 May 2010 (JST) = 1, ..., $n$


$\tau$: Lag time of a CCF

$\phi^p_t(\tau)$: Observed CCF

$y^p_t$: The data vector consisting of $\phi^p_t(\tau) = (-\tau_c, -\tau_c + 1 \cdots - \tau_s, \tau_s \tau_s + 1 \cdots \tau_c)$

$\alpha_t \equiv (A_t, \gamma_t)^T$: The state variable with the amplitude $A_t$ and stretching factor $\gamma_t$

$R_t \equiv (0, r_t)^T$: Explanatory variables related to precipitation, where $r_t$ explains the stretching factor

$E_t \equiv (0, e_t)^T$: Explanatory variables associated with the 2016 Kumamoto earthquake, where $e_t$ explains the stretching factor

$m^p(A_t, \gamma_t; \tau)$: a model of an observed CCF

$\varphi^p_{ref}(\tau)$: The reference CCF

$H_t \equiv h_0 I$: A prior data covariance matrix, where $h_0$ is a prior data covariance

$I$: Identity matrix

$Q_t$: A prior model covariance matrix

$a_1 \equiv (A_1, \gamma_1)^T$: A prior initial value of the state variable

$P_1$: A prior model covariance matrix of the initial value
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For an efficient evaluation of the likelihood defined by equation (32), calculation of the determinant of a large matrix $F_t$ ($N \times N$ matrix) becomes the bottleneck. To reduce the calculations, we rewrote the definition of the likelihood as follows. Since $Z_t \hat{P}_{t-1} Z_t^T$ is the symmetric matrix, it can be diagonalized by the unitary matrix $U$ as

$$U^T F_t U = \Lambda,$$

where the eigen matrix $\Lambda$ can be written

$$\Lambda = \begin{pmatrix} 
\lambda_1 & 0 & 0 & \cdots & 0 \\
0 & \lambda_2 & 0 & \cdots & 0 \\
0 & 0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 
\end{pmatrix},$$

Since the rank of $Z_t \hat{P}_{t-1} Z_t^T$ is 2, the other $N - 2$ eigen values are zeros. Then the determinant can be written by

$$\det(F_t) = \det(U^T F_t U) = \det(\Lambda + h_0 I) = (\lambda_1 + h_0)(\lambda_2 + h_0)h_0^{N-2}.$$
Here we consider the eigen values of $\mathbf{Z}_i \hat{\mathbf{P}}_{t|t-1} \mathbf{Z}_i^T$. For a given eigen vector $\mathbf{x}_i$ for eigen value $\lambda_i$,

$$\mathbf{Z}_i \hat{\mathbf{P}}_{t|t-1} \mathbf{Z}_i^T \mathbf{x} = \lambda_i \mathbf{x}_i.$$  \hspace{1cm} \text{(A4)}

Multiply both sides of each equation by $\mathbf{Z}_i$

$$\mathbf{Z}_i^T \mathbf{Z}_i \hat{\mathbf{P}}_{t|t-1} \mathbf{Z}_i^T \mathbf{x} = \lambda_i \mathbf{Z}_i^T \mathbf{x}_i.$$  \hspace{1cm} \text{(A5)}

Since this equation can be interpreted as an eigen value problem for the smaller matrix $\mathbf{Z}_i^T \mathbf{Z}_i \hat{\mathbf{P}}_{t|t-1}$ ($2 \times 2$ matrix), we can obtain these efficiently.