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Abstract

Numerical geodynamo simulations capture several features of the spatial and temporal geomagnetic field variability on historical and Holocene timescales. However, a recent analysis questioned the ability of these numerical models to comply with long-term palaeomagnetic field behaviour. Analysing a suite of 50 geodynamo models, we present here the first numerical simulations known to reproduce the salient aspects of the palaeosecular variation and time-averaged field behaviour since 10 Ma. We find that the simulated field characteristics covary with the relative dipole field strength at the core-mantle boundary (dipolarity). Only models dominantly driven by compositional convection, with an Ekman number (ratio of viscous to Coriolis forces) lower than $10^{-3}$ and a dipolarity in the range $0.34-0.56$ can capture the observed palaeomagnetic field behaviour. This dipolarity range agrees well with state-of-the-art statistical field models and represent a testable prediction for next generation global palaeomagnetic field model reconstructions.
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Key Points:

\begin{itemize}
  \item We present the first numerical geodynamo simulations known to reproduce the main features of palaeomagnetic field variability since 10 Ma
  \item All simulated characteristics of palaeomagnetic behaviour covary with the degree of dipole dominance (dipolarity)
  \item Only chemically driven dynamos at sufficiently low Ekman numbers in a specific dipolarity range capture palaeomagnetic field behaviour
\end{itemize}
Abstract

Numerical geodynamo simulations capture several features of the spatial and temporal geomagnetic field variability on historical and Holocene timescales. However, a recent analysis questioned the ability of these numerical models to comply with long-term palaeomagnetic field behaviour. Analysing a suite of 50 geodynamo models, we present here the first numerical simulations known to reproduce the salient aspects of the palaeosecular variation and time-averaged field behaviour since 10 Ma. We find that the simulated field characteristics covary with the relative dipole field strength at the core-mantle boundary (dipolarity). Only models dominantly driven by compositional convection, with an Ekman number (ratio of viscous to Coriolis forces) lower than $10^{-3}$ and a dipolarity in the range $0.34-0.56$ can capture the observed palaeomagnetic field behaviour. This dipolarity range agrees well with state-of-the-art statistical field models and represent a testable prediction for next generation global palaeomagnetic field model reconstructions.

Plain Language Summary

Earth’s magnetic field varies on a wide range of timescales, from less than a year to hundreds of million years or longer. Such variations are produced by the complex fluid dynamic processes in the liquid iron core, which are generally studied using 3D computer simulations. While these simulations reproduce several features of the geomagnetic field on relatively short timescales (less than 10 kyr), their compliance with the field characteristics on longer timescales has been recently questioned. Here we present the first simulations known to reproduce the salient features of the geomagnetic field behaviour over the last 10 Myr. Analysing a large suite of simulations, we demonstrate that the most Earth-like ones employ buoyancy sources modelling the release of light elements from the inner core, have a low enough viscosity and a magnetic field morphology which is sufficiently, but not too strongly, dipolar. Our estimates of the degree of dipole dominance agree well with those obtained from observational field models. Our findings can be employed by future studies to reliably simulate long-term geomagnetic field behaviour, hence improving our understanding of the Earth’s core and its evolution.

1 Introduction

The geomagnetic field varies on a striking range of spatial and temporal scales. These variations can be characterised through direct observations only for the last four centuries, while on longer timescales information is available indirectly through palaeomagnetic and archaeomagnetic measurements. By tying together observations and numerical simulations of the dynamo process in the outer core, we can gain fundamental insights into the physics of the deep interior through geologic time.

Numerical dynamo simulations reproduced several features of the geomagnetic field, including a dipole-dominated field and polarity reversals (see, e.g., Christensen & Wicht, 2015), the fundamental time-averaged morphological properties of the historical field (Christensen et al., 2010), and the axial dipole variations observed over Holocene timescales (Davies & Constable, 2014). However, due to the current computational limitations, geodynamo simulations cannot run at the extreme conditions that characterise the turbulent core fluid. Such limitations are particularly severe when studying the long-term field behaviour, since long time integrations are needed. Recently, Sprain et al. (2019) (S19 hereafter) raised the question of how Earth-like was the long-term field behaviour displayed by dynamo simulations. Defining a set of criteria ($Q_{\text{PM}}$ criteria) to quantify the degree of semblance of geodynamo simulations with the palaeomagnetic field of the last 10 Myr, the authors found that none of the 46 simulations explored could capture the main aspects of the observed variability. In fact, the large majority of the simulations performed poorly; only a few passed three out of the five $Q_{\text{PM}}$ criteria with large total misfits.
Here we present a new set of simulations reproducing palaeomagnetic field behaviour of the last 10 Myr according to the $Q_{PM}$ criteria. First, we show that the relative strength of the dipole field to the total field up to spherical harmonic degree and order 12 at the core-mantle boundary (CMB) can be used as a proxy for all palaeomagnetic observables considered. We then examine the conditions for obtaining palaeomagnetic-like simulations and discuss implications for the Earth’s core.

2 Methods

2.1 Model Formulation

The setup and solution method for the geodynamo models are standard and extensively documented elsewhere (Willis et al., 2007; Davies & Constable, 2014; Wicht, 2002; Wicht & Meduri, 2016, WM16 hereafter). We therefore provide only a brief description here (see also Section S1). We consider a convection-driven magnetohydrodynamic flow under the Boussinesq approximation with the fluid confined to a spherical shell of thickness $d = r_o - r_i$ rotating at a constant angular velocity $\Omega$. Here $r_i$ and $r_o$ are the inner and outer boundary radii, which are identified with the inner core radius and the CMB radius, respectively.

All models assume no-slip mechanical boundary conditions and an electrically insulating mantle. We employ the codensity approach where density perturbations due to compositional and temperature differences are described by only one variable. Different convective driving scenarios are modelled via the boundary conditions and homogeneous volumetric codensity sinks. Thermal dynamos are bottom heated with either fixed flux or fixed temperature at $r_i$. All the heat entering at $r_i$ leaves the system through $r_o$ where a fixed flux condition is imposed. Some models employ lateral variations in the outer boundary heat flux in the form of a recumbent spherical harmonic (SH) of degree $\ell = 2$ and order $m = 0$ as an approximation of the observed lower mantle seismic shear-wave structures (Dziewonski et al., 2010).

Chemical dynamos are driven by either a fixed light element concentration or concentration gradient at $r_i$, which is balanced by a volumetric sink. The flux through $r_o$ is set to zero. While the chemical dynamos assume an electrically conducting inner core, the thermal dynamos use an insulating inner core for simplicity. Wicht (2002) showed that the impact of inner core conductivity on the magnetic field and its variability is minor in thermal dynamos, although this may depend on the details of the convective driving and mechanical boundary conditions employed (Dharmaraj & Stanley, 2012; Lhuiller et al., 2013).

The dimensionless parameters controlling the system are the Ekman number $Ek$, the Prandtl number $Pr$, the magnetic Prandtl number $Pm$ and the shell aspect ratio $\chi$:

$$Ek = \frac{\nu}{\Omega d^2}, \quad Pr = \frac{\nu}{\kappa} = 1, \quad Pm = \frac{\nu}{\eta}, \quad \chi = \frac{r_i}{r_o} = 0.35. \tag{1}$$

Here $\nu$, $\eta$ and $\kappa$ are the kinematic viscosity, magnetic diffusivity and thermal (or compositional) diffusivity of the fluid, respectively. The Rayleigh number controls the vigour of convection and is defined in Section S1. $Ek$ varies between $3 \times 10^{-4}$ and $2 \times 10^{-3}$, and $Pm$ spans the range $3 - 10$. These ranges are constrained by the need to perform long temporal integrations.

Our dataset is summarised in Table S1 and consists of 50 simulations: 21 from S19, 7 from WM16 and 22 are new runs. From S19 we excluded thermal dynamos which use specific buoyancy profiles (Davies & Gubbins, 2011), large amplitudes of the CMB heat flux anomalies ($\epsilon = 1.5$; see Table S1 for the definition of $\epsilon$), and low Rayleigh numbers (regime of locked dynamo action). We also excluded the cases at $Pm = 20$. All these simulations poorly comply with Earth having total $Q_{PM}$ misfits larger than 5 and
total $Q_{PM}$ scores of 3 at most (see Section 2.2). The new thermal runs complement the Rayleigh number range explored by S19 and include cases at $Ek = 3 \times 10^{-4}$. The new chemical runs are similar to those of WM16 but focus on reversing dipolar solutions.

### 2.2 Palaeomagnetic Criteria for Geodynamo Simulations

The $Q_{PM}$ framework is described in detail in S19 and we recall only the essentials here. S19 identified five palaeomagnetic observables that describe the long-term palaeosecular variation (PSV) and time-averaged field (TAF) behaviour. The first two observables characterise the virtual geomagnetic pole (VGP) angular dispersion $S$ by estimating its equatorial value and latitudinal dependence. They are the parameters $a$ and $b$ of the empirical quadratic fit with palaeolatitude $\lambda$ introduced by McFadden et al. (1988),

$$S^2 = a^2 + (b\lambda)^2.$$  

The third $Q_{PM}$ observable is the absolute maximum of the inclination anomaly

$$\Delta I = \bar{I} - I_{GAD},$$

which is function of latitude. Here $\bar{I}$ is the Fisher mean inclination (Fisher, 1953) and $I_{GAD}$ is the inclination expected under a geocentric axial dipole field. The fourth observable, $V\%$, is the ratio of the interquartile range to the median of the virtual dipole moment (VDM) distribution. The last observable is the relative transitional time $\tau_T$, defined as the fraction of time spent with an absolute true dipole latitude lower than 45°, which is complemented with a criterion on the presence of reversals.

Using the most recent compilation of palaeomagnetic directional data PSV10 (Cromwell et al., 2018) and the palaeointensity database PINT (Biggin et al., 2009, 2015), S19 estimated values and uncertainties of these five observables for the last 10 Myr (see Table S2). The sum of normalised linear misfits between simulated and observed values for each $Q_{PM}$ observable is $\Delta Q_{PM}$. If the normalised misfit of a given observable is ≤ 1, the observed and simulated palaeomagnetic characteristics overlap within the respective estimated uncertainties.

Together with the misfits, S19 defined binary scores. The score of a given $Q_{PM}$ observable is 1 if the normalised misfit in that observable is ≤ 1 and is zero otherwise. The total score $Q_{PM}$, obtained by summing the single scores, thus ranges from 0 to 5. By definition, a palaeomagnetic-like simulation with the maximum score $Q_{PM} = 5$ has a total misfit $\Delta Q_{PM} \leq 5$. Even when $Q_{PM} < 5$, however, the total misfit can be smaller than 5. While a large $Q_{PM}$ signifies a good compliance with Earth, a large $\Delta Q_{PM}$ means the opposite.

### 3 Results

#### 3.1 Evidence for Palaeomagnetic-Like Geodynamo Simulations

The magnetic fields obtained in geodynamo simulations are generally characterised by their degree of dipole dominance, which is often measured by the dipolarity $D_{12}$, defined as the time-averaged ratio of the root mean square (RMS) dipole field strength to the total RMS field strength up to SH degree and order $l = m = 12$ at the CMB (Christensen & Aubert, 2006). Multipolar solutions generally have $D_{12} \lesssim 0.35$, while dominantly dipolar ones like the present geomagnetic field have $D_{12} \gtrsim 0.7$ (Christensen & Aubert, 2006; Christensen, 2010). Dipolar reversing solutions, that is dynamos which are dipole dominated most of the time but occasionally undergo polarity reversals, occur in a narrow dipolarity range sandwiched between the stable dipolar and the multipolar regimes (Driscoll & Olson, 2009; Wicht & Tilgner, 2010; Wicht et al., 2015).

Figure 1a,b demonstrates that $D_{12}$ is a good proxy for the total misfit $\Delta Q_{PM}$. When the Rayleigh number increases (in the direction indicated by the arrows in the connected
Figure 1. (a,b) Total misfit $\Delta Q_{PM}$ as a function of the dipolarity $D_{12}$ for the (a) chemical and (b) thermal (hatched symbols hereafter) runs. The symbol shape and colour code $E_{k}$ and the total score $Q_{PM}$ respectively; the marker inside the main symbol indicates $P_{m}$ (see the legend inset in (a)). The symbol rim colour denotes the codensity boundary conditions (black: fixed heat/compositional flux at $r_{i}$; red: fixed temperature/composition at $r_{i}$; blue: presence of lateral heat flux variations at $r_{o}$). Connecting lines show simulations differing only in the Rayleigh number, which increases in the direction indicated by the arrows (for clarity, only three tracks are presented in (b)). The grey curves are quadratic fits to the chemical runs at $E_{k} = 3 \times 10^{-4}$ and to all thermal runs. Palaeomagnetic-like simulations are found in the grey shaded region of horizontal extent $\delta D_{12}$ which is defined by the chemical runs as explained in the main text. (c,d) Same as (a) and (b) but for the modified dipolarity $D_{4}$. The vertical blue line in (c) shows the palaeomagnetic field model GGF100k of Panovska et al. (2018) (the shaded region displays one standard deviation above and below $D_{4}$). Circles with error bars in (a) and (c) present the GGP models TK03 (Tauxe & Kent, 2004), BCE19 (Brandt et al., 2020) and BB18 (Bono et al., 2020) (error bars denote one standard deviation above and below the dipolarity values). Capital letters A–F mark the six simulation runs discussed in the main text (see Table S1 for additional information).
lines in Figure 1) the dipolarity systematically decreases together with $\Delta Q_{PM}$ until $D_{12}$ ≈ 0.5. For smaller values of $D_{12}$, $\Delta Q_{PM}$ increases again and the simulations roughly describe parabolic paths in the $D_{12}$--$\Delta Q_{PM}$ plane. These paths show no apparent dependence on the codensity boundary conditions or on $Pm$ (see also Figure S1), but depend strongly on the convective driving mode and on the Ekman number. While the thermal dynamos barely reach misfits of $\Delta Q_{PM}$ ≈ 4 with a score $Q_{PM} = 2$ (Figure 1b), the chemical runs show $\Delta Q_{PM}$ as low as 2.7 with $Q_{PM} = 4$ (Figure 1a). In fact, these latter runs come close to a score of $Q_{PM} = 5$, having either a moderately low relative transitional time or an equatorial dispersion only a few degrees higher than Earth (Section 3.2.1). These palaeomagnetic-like dynamos combine chemical driving with the lower $Ek = 3 \times 10^{-4}$. The chemical runs at $Ek = 10^{-3}$ barely reach $\Delta Q_{PM}$ ≈ 5 with $Q_{PM} = 3$.

Remarkably, the optimal field solutions, i.e. those which yield the lowest $\Delta Q_{PM}$ and the highest $Q_{PM}$ in each Rayleigh number track, lie in a well defined $D_{12}$ range. The quadratic function $\Delta Q_{PM} = c_0 + c_1 D_{12} + c_2 (D_{12})^2$ well describes the simulation behaviour in both types of convective forcing with a high coefficient of determination $R^2$ (grey curves in Figure 1a,b; see Table S3 for values of the regression coefficients and $R^2$). The minima of the quadratic fits occur at $D_{12} = 0.45$ and $D_{12} = 0.48$ for the chemical and thermal runs respectively. Small departures from these values cause a large increase of $\Delta Q_{PM}$ and a decrease in $Q_{PM}$. The values of $D_{12}$ where the quadratic fit of the chemical runs at $Ek = 3 \times 10^{-4}$ intersects the threshold $\Delta Q_{PM} = 5$ below which Earth-like models are expected define the dipolarity interval predicted by our chemical dynamos at $Ek = 3 \times 10^{-3}$ barely reach $\Delta Q_{PM}$ ≈ 5 with $Q_{PM} = 3$.

The dipolarity values of our palaeomagnetic-like dynamos are compatible with estimates obtained for Earth from global palaeomagnetic field model reconstructions. Since these models have spatial power spectra that are generally considered to be well resolved only for SH degrees $\ell \leq 4$ (Korte & Constable, 2008; Wardinski & Korte, 2008; Nilsen et al., 2014, see also Figure S2), we analyse the modified dipolarity $D_4$ which includes SH contributions up to $\ell = m = 4$. Note, however, that even degrees $\ell \leq 4$ may suffer from spatial and temporal regularisations (Sanchez et al., 2016; Helio & Gillet, 2018) and the true $D_4$ values may be somewhat smaller. Figure 1c,d shows that the behaviour of $D_4$ can also be described by a simple quadratic dependence. The palaeomagnetic-like dipolarity interval predicted by our chemical dynamos at $Ek = 3 \times 10^{-4}$ is $\delta D_4 = [0.34, 0.56]$.

GGF100k (Panovska et al., 2018), the longest global field reconstruction to date, spans the last 100 kyr and provides $D_4 = 0.84 \pm 0.08$, in relatively good agreement with our numerical prediction (Figure 1c; see also Table S4). LSMOD.2 (Brown et al., 2018) has a lower value of $D_4 = 0.74$ since it deliberately models the field during the two most recent excursions. This lower estimate falls within $\delta D_4$ and is in excellent agreement with the value obtained for run B, our most palaeomagnetic-like simulation (Figure 1c and Table S4).

For field reconstructions covering shorter time intervals, the Holocene CALS10k.1b (Korte et al., 2011) model provides $D_4 = 0.92$, and the historical gufm1 (Jackson et al., 2000) and IGRF-13 (Thébault et al., 2015) models give $D_4 = 0.88$ and 0.82 respectively. Such high values of $D_4$ are likely due to the short timespans sampled by these models. It is encouraging that the differences with our numerical predictions of $D_4$ reduce for the longer time averages obtained from GGF100k and LSMOD.2.

Estimates of $D_{12}$ for Earth on timescales of million years can be obtained from statistical field models based on a giant Gaussian process (GGP). Here we consider the GGP models TK03 (Tauxe & Kent, 2004), BCE19 (Brandt et al., 2020) and BB18 (Bono et al., 2020), which are explicitly constructed to reproduce the PSV over the last 5 − 10 Myr, with BB18 also capturing the observed VDM distribution. TK03 and BCE19 differ only in the assumed variances of their independent and normally distributed Gauss coefficients, while BB18 additionally employs a covariance pattern for degrees $\ell \leq 4$ inferred from dynamo simulations. These GGP models have $0.54 \leq D_{12} \leq 0.56$ and thus...
fall within the palaeomagnetic-like interval $\delta D_{12}$ predicted here (see Figure 1a and also Table S4).

### 3.2 Description of the Simulated Long-Term Field Behaviour

#### 3.2.1 Variation of the Palaeomagnetic Observables With $D_{12}$

Figure 2 presents the five $Q_{PM}$ observables as a function of $D_{12}$ for all chemical runs. All observables increase as $D_{12}$ decreases, a trend which is also observed for the thermal dynamos (Figure S3). Though our three most palaeomagnetic-like simulations (runs B–D) only reach a total score of 4 (Figure 1a), they still reproduce the single missed $Q_{PM}$ observable to a reasonable level.

Run B closely captures all observables except the relative transitional time $\tau_T$ (Figure 2; Table S4), which is too small at 0.018, about half the Earth’s lower bound value (Table S2). While this run showed one reversal and three excursions in 35 magnetic diffusion times, we cannot exclude it may yield Earth-like $\tau_T$ when a robust statistic is obtained for longer integrations. Runs C and D have Earth-like transitional times ($\tau_T = 0.046$ and 0.065 respectively; Figure 2e) but a median equatorial dispersion $a$ about $4^\circ$ and $6^\circ$ too high with misfits < 1.6 (Figure 2a; Tables S2 and S4). Relaxing the uncertainties on $a$ by < $2^\circ$ would yield a total score of 5 for these two runs. On this basis, we consider the simulated palaeomagnetic behaviour of runs B–D to be an excellent approximation to that of Earth in the last 10 Myr, while acknowledging it does not quite meet the full requirements for being classified as “Earth-like” by the current $Q_{PM}$ criteria.

#### 3.2.2 Influence of the Ekman Number in Chemical Dynamos

As well as intermediate values of $D_{12}$, chemical dynamos can reach low misfits and high scores only if the Ekman number is low enough (Section 3.1). This dependency on Ek results from the behaviour of $a$ and $\tau_T$. In the palaeomagnetic-like dipolarity interval $\delta D_{12}$, chemical dynamos at Ek = $10^{-3}$ have comparable or higher $a$ and lower $\tau_T$ than the cases at Ek = $3 \times 10^{-4}$ (Figure 2a,e). Misfits in $a$ and $\tau_T$ are up to three times smaller in these low-Ek runs compared to the high-Ek cases, while misfits in the other $Q_{PM}$ observables are similar (for example, in Table S4 compare run D with run E, the simulation with the lowest $\Delta Q_{PM}$ at Ek = $10^{-3}$).

In the simulations at Ek = $10^{-3}$, more frequent polarity transitions leading to Earth-like values of $\tau_T$ start at $D_{12} \approx 0.3$ where $a$ is already far too high (Figure 3a; white symbols show Earth-like $\tau_T$). At the lower Ek of $3 \times 10^{-4}$, on the other hand, reversals start to appear at $D_{12} \approx 0.45$ where $a$ is still relatively Earth-like. Such a dependency on Ek for the onset of reversals arises because the dipole field variability, measured by the relative standard deviation $\sigma_d / B_d$ (the ratio of the standard deviation of the dipole field strength at the CMB to its time-averaged value), increases with decreasing Ek in our simulations (Figure 3b). These larger dipole fluctuations naturally lead to an increased likelihood of both transitional periods and polarity reversals (Driscoll & Olson, 2009; Meduri & Wicht, 2016, WM16). We note that $a$ remains Earth-like in the low-Ek runs at $D_{12} \gtrsim 0.45$ since the equatorially symmetric CMB field, which determines $a$ (McFadden et al., 1988; Coe & Glatzmaier, 2006), is weaker than in the high-Ek cases in the same dipolarity range (Figure S4).

#### 3.2.3 Influence of the Convective Driving Mode

Thermal dynamos at Ek = $3 \times 10^{-4}$ do not reach $\Delta Q_{PM}$ as low and $Q_{PM}$ as high as the chemical dynamos at the same Ekman number (Section 3.1). In these runs, the $Q_{PM}$ observables vary similarly with $D_{12}$, with the exception of the latitudinal VGP dis-
Figure 2. $Q_{PM}$ observables as a function of the dipolarity $D_{12}$ for all chemical runs. For the meaning of the symbols and connecting lines, see the legend at the bottom right and Figure 1. The horizontal grey regions show Earth’s $Q_{PM}$ observables (solid lines denote median values; shading displays the estimated 95% confidence intervals or the assumed bounds; see Table S2 for further details). Dark grey shaded regions highlight the predicted palaeomagnetic-like dipolarity interval $\delta D_{12}$. 
Figure 3. (a) Equatorial VGP dispersion $a$, (b) relative standard deviation of the CMB dipole field strength $\sigma_d/B_d$ and (c) latitudinal VGP dispersion $b$ as a function of the dipolarity $D_{12}$ for selected Rayleigh number tracks (chemical runs are those at $Ek = 10^{-3}$ and at $Ek = 3 \times 10^{-4}$ with fixed inner boundary flux in Figures 1a and 2; thermal runs are those at $Ek = 3 \times 10^{-4}$ in Figures 1b and S3). The symbol colour codes the relative transitional time $\tau_T$ as indicated in the legend inset in (a) (Earth-like $\tau_T$ according to $Q_{PM}$ criteria in white). The horizontal grey regions in (a) and (c) show Earth’s $a$ and $b$ values as in Figure 2a,b. The vertical grey region displays the predicted palaeomagnetic-like dipolarity interval $\delta D_{12}$.

We tested whether a new set of numerical dynamo simulations reproduces the palaeomagnetic field behaviour of the last 10 Myr by applying the $Q_{PM}$ criteria of S19. These criteria examine the equatorial and latitudinal VGP dispersion, the inclination anomaly, the VDM distribution, and the relative time spent by the true dipole pole in transitional latitudes, along with the presence of reversals.

We reported the first numerical simulations known to reproduce these fundamental characteristics of the palaeomagnetic field since 10 Ma. The dipolarity $D_{12}$, which measures the degree of dipole dominance at the CMB, appears to be a good proxy for all five $Q_{PM}$ observables across a variety of simulations differing in control parameters, boundary conditions and convective driving mode, and it allows predictions of the total $Q_{PM}$ misfit and score. Simulations capturing the observed field behaviour are characterised by (i) a compositional driving, (ii) an Ekman number $Ek$ below $10^{-3}$ and (iii) a dipolarity $D_{12}$ in the interval $\delta D_{12} = [0.34, 0.56]$. Previous numerical studies exploring long-term geomagnetic field behaviour do not generally employ simulations that fulfill all such conditions; for example, they often use $Ek \gtrsim 10^{-3}$ due to computational reasons.

Our best performing simulations employ a setup where buoyancy is released at the inner core boundary and absorbed by the outer core. This seems an appropriate scenario
for the geodynamo after the inner core started crystallising and the light elements, em-
anated from the growing inner core front, may have dominated convective driving (Nimmo,
2015; Labrosse, 2015). Taken at face value, our analysis appears to favour compositional
over thermal convection as the dominant driving mode of the geodynamo over the last
10 Myr, in agreement with both thermal history calculations (see, e.g., Nimmo, 2015)
and numerical dynamo studies exploring the influence of the two convective drivings on
the magnetic field morphology (Kutzner & Christensen, 2000).

The dipolarity interval $\delta D_{12}$ where palaeomagnetic-like simulations are found is bounded
above by the modern field. Current GGP models provide an estimate of $D_{12}$ for Earth
of about 0.55, which falls within $\delta D_{12}$ and confirms the robustness of our numerical re-
sults. The suggested dipolarity interval represents a specific, testable prediction for next
generation palaeomagnetic field models, once they reach higher spatial resolutions and
cover longer time intervals than the models currently available. Earth’s core may lie at
the transition between the dipolar and the multipolar dynamo regimes (Christensen &
Aubert, 2006; Oruba & Dormy, 2014) and our results are compatible with this finding.
This transition indeed occurs at $D_{12}$ in the range $0.35-0.5$, which is included in the
palaeomagnetic-like interval $\delta D_{12}$ predicted here.

Our results suggest the possibility of constructing a path towards Earth’s core con-
ditions which preserves palaeomagnetic-like dynamo characteristics. According to Oruba
and Dormy (2014), the parameter combination $Re E{k^{2/3}}$ ($Re = Ud/\nu$ is the Reynolds
number, where $U$ is the time-averaged RMS core flow velocity) defines the dipolar-multipolar
transition at $D_{12} \approx 0.5$, which is close to the optimal value $D_{12} = 0.45$ inferred from
our analysis. To maintain $D_{12}$ constant while reducing $Ek$, $Re$ needs to increase and this
can be achieved by increasing the Rayleigh number and by decreasing $Pm$. Following this
path to lower $Ek$ and $Pm$ and higher Rayleigh numbers, the relevant balance for the Earth’s
core between magnetic, Coriolis and buoyancy forces is expected to emerge naturally,
as also suggested by recent high-resolution numerical simulations (Yadav et al., 2016;
Schaeffer et al., 2017; Aubert et al., 2017; Aubert, 2019).

It has recently been argued that the geomagnetic field displayed similar average
degrees of surface axial dipole dominance over large swathes of geological time (Biggin
et al., 2020). Insofar as dipolarity and surface axial dipole dominance may be assumed
to be related, we expect that many of the conclusions reached here are also valid at cer-
tain earlier times in Earth’s history.
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S1. Numerical Geodynamo Models

Here we provide further details on the numerical geodynamo models outlined in Section 2.1. The dimensionless equations governing the system are: the momentum equation

\[
\frac{\text{Ek}}{\text{Pm}} \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p - 2\mathbf{e}_z \times \mathbf{u} + \text{Pm Ra} \frac{C}{\alpha r_o} \mathbf{e}_r + \text{Ek} \nabla^2 \mathbf{u} + (\nabla \times \mathbf{B}) \times \mathbf{B},
\]

(1)

the induction equation

\[
\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{u} \times \mathbf{B}) + \nabla^2 \mathbf{B},
\]

(2)

the equation of evolution for the codensity

\[
\frac{\partial C}{\partial t} + (\mathbf{u} \cdot \nabla) C = \frac{\text{Pm}}{\text{Pr}} \nabla^2 C - \gamma,
\]

(3)

the continuity equation

\[
\nabla \cdot \mathbf{u} = 0
\]

(4)

and the solenoidal condition for the magnetic induction

\[
\nabla \cdot \mathbf{B} = 0.
\]

(5)

Here \( \mathbf{u}, \mathbf{B} \) and \( p \) are the (dimensionless) fluid velocity, magnetic induction and a modified pressure which includes centrifugal forces, respectively. The codensity \( C \) can stand for \( \alpha T \) or \( \alpha \xi \), depending on whether thermal or chemical convection is considered. Here \( T \) (\( \xi \)) is the perturbation in temperature (light elements concentration) and \( \alpha \) is the thermal (compositional) expansion coefficient. The radial spherical coordinate is \( r \) and \( \mathbf{e}_r \) and \( \mathbf{e}_z \) denote the unit vectors in the radial direction and along the rotation axis, respectively. The above equations are obtained using the shell thickness \( d \) as length scale and the magnetic diffusion time \( t_\eta = d^2/\eta \) as time scale. The magnetic induction \( \mathbf{B} \) is scaled by
\( \rho(\mu_0\Omega\eta)^{1/2} \), where \( \rho \) is the reference fluid density and \( \mu_0 \) the magnetic permeability of vacuum.

The dimensionless control parameters in the above equations are the Ekman number \( E_k \), the Prandtl number \( P_r \), the magnetic Prandtl number \( P_m \) (all defined in Section 2.1) and the Rayleigh number

\[
Ra = \frac{g_0 \Delta C d}{\Omega \nu}.
\]

Here \( g_0 \) is gravity at the outer boundary and \( \Delta C \) is a codensity scale which depends on the convective driving mode. In thermally driven dynamos \( \Delta C = \alpha \beta d \), where \( \beta \) is the conductive temperature gradient at the outer boundary. Thermal dynamos are purely bottom heated, hence \( \gamma = 0 \) in Equation (3). In chemical dynamos, the (dimensional) homogeneous sink term \(-\tilde{\gamma}\) in the codensity transport equation serves to balance the codensity flux from the inner boundary. The codensity scale is \( \Delta C = \tilde{\gamma} d^2/\eta \) so that \( \gamma = 1 \) in Equation (3).

Thermal dynamos were run using the numerical implementation of Willis, Sreenivasan, and Gubbins (2007) (further details on the code can be found in Davies et al., 2011). Simulations modelling chemical convection were performed using the code MagIC (Wicht, 2002; Schaeffer, 2013, available at https://magic-sph.github.io).
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Figure S1: Same as Figure 1a,b but with the symbol colour coding the magnetic Prandtl number Pm. The simulation runs show no apparent dependency on Pm.
Figure S2: Dipolarity as a function of its spherical harmonic degree of truncation ($\ell = 4$ and $\ell = 12$ correspond to $D_4$ and $D_{12}$ respectively). Connected squares show run B, our most palaeomagnetic-like simulation (the shaded region displays one standard deviation above and below the dipolarity values). Connected circles display global palaeomagnetic field model reconstructions (GGF100k, LSMOD.2, CALS10k.1b) and connected triangles present statistical GGP models (TK03, BCE19, BB18). Connected diamonds show the historical field models gufm1 and IGRF-13. For further details on these observational models, see Section 3.1. Note that the dipolarities of the palaeomagnetic field models, which are well resolved up to $\ell = 4$, saturate for degrees $\ell \geq 4$ as expected.
Figure S3: Same as Figure 2 but for two representative Rayleigh number tracks of the chemical and the thermal dynamos. See the legend at the bottom right for the meaning of the symbols and Figure 1 for additional information on the tracks shown and on runs A and F.
Figure S4: Normalised equatorially symmetric (even, E) and non-dipolar equatorially antisymmetric (odd, O) magnetic energy at the CMB as a function of the dipolarity $D_{12}$ for the three Rayleigh number tracks shown in Figure 3. $E \ (O)$ is defined as the ratio of the time-averaged mean CMB energy in the $\ell + m$ even (odd, excluding the axial dipole) spherical harmonics of degrees $1 \leq \ell \leq 10$ to the time-averaged total mean CMB energy in these degrees (excluding the axial dipole). We recall that the axial dipole does not contribute to VGP dispersion.
Table S1: Control parameters and time-averaged properties of the numerical geodynamo simulations explored in this study. Column 1 lists the model name: the prefix MAG (LED) refers to a simulation performed using the MagIC (Leeds) code (runs A–F are the selected cases discussed in the main article). 28 of these simulations were reported in previous studies (see the references listed in column 2: WM16 for Wicht and Meduri (2016) and S19 for Sprain et al. (2019); the model name assigned in these studies is given in parenthesis). The system control parameters, defined in Sections 2.1 and S1, are: the Ekman number $E_k$, the Rayleigh number $R_a$ and the magnetic Prandtl number $P_m$ (columns 3 to 5); the Prandtl number $P_r$ is 1 and the shell aspect ratio is $\chi = 0.35$ in all simulations. Column 6 details the convective driving mode (chemical or thermal). Column 7 lists the codensity boundary conditions (BCs): fixed codensity (C) or fixed codensity flux (F), with the first (second) letter referring to the inner (outer) boundary. $\epsilon = (q_{\text{max}} - q_{\text{min}})/\langle q \rangle$ is the amplitude of the lateral heat flux variations imposed at the outer boundary, which is given in column 8. Here $q_{\text{min}}$, $q_{\text{max}}$ and $\langle q \rangle$ are the minimum, maximum and mean outer boundary heat flux, respectively. The heat flux pattern is a recumbent spherical harmonic of degree $\ell = 2$ and order $m = 0$. $\epsilon = 0$ refers to a homogeneous outer boundary. Column 9 lists the magnetic BCs: electrically insulating (I) or conducting (C), with the first (second) letter referring to the inner (outer) boundary. $t_{\text{sim}}$ is the total simulation time (in units of the outer core magnetic diffusion time $d^2/\eta$; column 10). Columns 11 and 12 list the dipolarity $D_{12}$ and $D_4$ respectively. Column 13 details the relative transitional time $\tau_T$. The reversing regime (column 14) is defined using $\tau_T$ as in S19: stable dipolar (D) for $\tau_T < 0.0375$, reversing (R) for $0.0375 \leq \tau_T \leq 0.15$, multipolar (M) for $\tau_T > 0.15$. The last column lists the magnetic Reynolds number $R_m = Ud/\eta$, where $U$ is the time-averaged RMS core flow velocity. We note here that S19 reported a wrong $R_m$ for LEDA021 (Model 8 in S19). File uploaded separately (TableS1.xlsx).
Table S2: Estimated $Q_{PM}$ observables of Earth for the last 10 Myr (from Sprain et al., 2019). Median values and 95% confidence intervals of $a$, $b$, and $\max(|\Delta I|)$ are obtained from a bootstrapping technique. A range is instead estimated for $V\%$ and $\tau_T$. The lower (upper) bound of $V\%$ comes from the median value of the VDM distribution in the interval $0 - 1$ Ma ($1 - 10$ Ma) of the PINT database. The number of reversals observed since 10 Ma ($\approx 50$, obtained from the geomagnetic polarity timescale of Ogg, 2012), an excursion rate of $10$ Myr$^{-1}$, and an average event duration of $2.5$ kyr ($10$ kyr) define the lower (upper) bound of $\tau_T$. See Sprain et al. (2019) for further details.

| $a$ [°]       | $b$     | $\max(|\Delta I|)$ [°] | $V\%$  | $\tau_T$ |
|---------------|---------|------------------------|--------|----------|
| $11.33^{+1.93}_{-1.63}$ | $0.256^{+0.043}_{-0.050}$ | $7.04^{+1.35}_{-1.40}$ | $0.534 - 0.863$ | $0.0375 - 0.15$ |

Table S3: Least-squares regression coefficients of the quadratic fits (i) $\Delta Q_{PM} = c_0 + c_1 D_{12} + c_2 (D_{12})^2$ and (ii) $\Delta Q_{PM} = c_0 + c_1 D_4 + c_2 (D_4)^2$ shown in Figure 1. The last column lists the coefficient of determination $R^2$.

<table>
<thead>
<tr>
<th>Fit</th>
<th>Figure</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>1a</td>
<td>32.4</td>
<td>-128.6</td>
<td>142.0</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>1b</td>
<td>32.0</td>
<td>-114.1</td>
<td>118.9</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>(ii)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1c</td>
<td>65.2</td>
<td>-180.8</td>
<td>132.0</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>1d</td>
<td>45.6</td>
<td>-120.3</td>
<td>89.5</td>
<td>0.84</td>
</tr>
</tbody>
</table>
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Table S4: Dipolarity \( D_{12} \), modified dipolarity \( D_4 \) and \( Q_{PM} \) metrics for the simulation runs A–F and the observational field models discussed in the main article. Column 2 lists the time interval spanned. In the numerical simulations, time is rescaled assuming a magnetic diffusion time \( d^2/\eta = 234 \) kyr based on the electrical conductivity of Pozzo et al. (2012). Columns 3 and 4 report \( D_{12} \) and \( D_4 \) respectively, with errors denoting standard deviations. Columns 5 to 8 list median values of the equatorial VGP dispersion \( a \) and latitudinal VGP dispersion \( b \), the maximum absolute inclination anomaly \( \text{max}(|\Delta I|) \), and the variability of the VDM distribution \( V\% \) respectively (errors denote 95% confidence intervals). Column 9 details the relative transitional time \( \tau_T \). Columns 10 to 15 report misfits for each of these observables and the total misfit \( \Delta Q_{PM} \). All measures are dimensionless except \( a \) and \( \text{max}(|\Delta I|) \) which are given in degrees.

| Model | Time interval | \( D_{12} \) | \( D_4 \) | \( a \) [°] | \( b \) | \text{max}(|\Delta I|) [°] | \( V\% \) | \( \tau_T \) | \( a \) | \( b \) | \( \Delta I \) | \( V\% \) | \( \tau_T \) | \( \Delta Q_{PM} \) |
|-------|--------------|--------------|--------------|--------------|--------------|----------------|-------------|-------------|--------------|--------------|----------------|-------------|-------------|----------------|
| Run A | 8.3 Myr      | 0.53 ± 0.09  | 0.77 ± 0.10  | 11.56 ±0.80 | 0.23 ±0.03  | 5.8 ±3.2       | 0.49 ±0.03  | 0.008       | 0.09 0.37 0.27 | 1.08 1.51    | 3.32           |
| Run B | 8.6 Myr      | 0.49 ± 0.11  | 0.74 ± 0.13  | 13.24 ±1.06 | 0.24 ±0.04  | 7.3 ±3.6       | 0.62 ±0.03  | 0.018       | 0.65 0.22 0.05 | 0.37 1.34    | 2.63           |
| Run C | 5.2 Myr      | 0.45 ± 0.13  | 0.69 ± 0.16  | 15.57 ±1.46 | 0.24 ±0.05  | 7.1 ±4.6       | 0.79 ±0.04  | 0.046       | 1.32 0.19 0.01 | 0.44 0.80    | 2.77           |
| Run D | 20.3 Myr     | 0.39 ± 0.14  | 0.65 ± 0.19  | 16.92 ±1.89 | 0.24 ±0.07  | 7.3 ±5.0       | 0.91 ±0.05  | 0.065       | 1.53 0.14 0.04 | 1.00 0.52    | 3.23           |
| Run E | 13.6 Myr     | 0.37 ± 0.07  | 0.62 ± 0.10  | 17.56 ±1.13 | 0.26 ±0.05  | 10.8 ±4.3      | 0.64 ±0.03  | 0.010       | 2.09 0.09 0.65 | 0.30 1.48    | 4.61           |
| Run F | 3.7 Myr      | 0.53 ± 0.06  | 0.80 ± 0.07  | 11.16 ±0.63 | 0.16 ±0.02  | 6.9 ±1.2       | 0.45 ±0.02  | 0.007       | 0.07 1.25 0.06 | 1.33 1.67    | 4.37           |
| TK03  | -            | 0.56 ± 0.14  | 0.79 ± 0.14  | 10.95 ±0.97 | 0.24±0.03   | 2.44 ±3.21     | 0.51 ±0.03  | 0.007       | 0.15 0.18 0.99 | 1.01 1.54    | 3.87           |
| BCE19 | -            | 0.56 ± 0.14  | 0.79 ± 0.14  | 10.14 ±0.98 | 0.25±0.03   | 2.22 ±3.21     | 0.50 ±0.03  | 0.004       | 0.46 0.10 1.05 | 1.03 1.59    | 4.23           |
| BB18  | -            | 0.54 ± 0.18  | 0.76 ± 0.18  | 12.53 ±1.35 | 0.27±0.05   | 2.27 ±3.65     | 0.64 ±0.03  | 0.035       | 0.38 0.12 0.90 | 0.29 1.05    | 2.74           |
| GGF100k | 0 – 100 ka  | -            | 0.84 ± 0.08  | -           | -           | -              | -           | -           | 0            | -          | -            |
| LSMOD.2 | 30.1 – 49.9 ka | -            | 0.74 ± 0.18  | -           | -           | -              | -           | 0.030      | -            | -          | -            |
| CALS10k.1b | 0 – 10 ka  | -            | 0.92 ± 0.04  | -           | -           | -              | -           | 0          | -            | -          | -            |
| gum1  | 1582 – 1987 AD | 0.79 ± 0.06  | 0.88 ± 0.03  | -           | -           | -              | -           | 0          | -            | -          | -            |
| IGRF-13 | 1900 – 2020 AD | 0.69 ± 0.03  | 0.82 ± 0.02  | -           | -           | -              | -           | 0          | -            | -          | -            |
Table S5: Additional summary simulation outputs used to construct Figures 1–3 in the main article. Columns 2 to 5 report median values of the equatorial VGP dispersion \(a\) (in degrees) and latitudinal VGP dispersion \(b\), the maximum absolute inclination anomaly \(\max(|\Delta I|)\) (in degrees), and the variability of the VDM distribution \(V\%\) respectively. Columns 6 to 10 list misfits of \(a\), \(b\), \(\max(|\Delta I|)\), \(V\%\), and \(\tau_T\) respectively. The total misfit \(\Delta Q_{PM}\) and total score \(Q_{PM}\) are given in columns 11 and 12, respectively. The last two columns detail the time-averaged dipole field strength at the CMB, \(\overline{B}_d\), and its standard deviation \(\sigma_d\) in units of \((\rho\mu_0\Omega\eta)^{1/2}\). File uploaded separately (TableS5.xlsx).