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Abstract

The Earth’s upper atmosphere is a dynamic environment that is continuously affected by space weather from above and atmospheric processes from below. An effective way to observe this interface region is the monitoring of airglow. Since the 1950s, airglow emissions have been systematically measured by ground-based photometers in specific wavelength bands during the nighttime. The availability of the calibrated data from over 30 years of photometric airglow measurements at Abastumani in Georgia (41.75 N, 42.82 E), at wavelengths of 557.7 nm and 630.0 nm, enable us to investigate if a data-driven model based on advanced machine learning techniques can be successfully employed for modeling airglow intensities. A regression task was performed using the time series of space weather indices and thermosphere-ionosphere parameters. We have found that the developed data-driven model has good consistency with the commonly used GLOW airglow model and also captures airglow variations caused by cycles of solar activity and changes of the seasons. This enables us to visualize the green and red airglow variations over a period of three solar cycles with a one-hour time resolution.
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Abstract

The Earth’s upper atmosphere is a dynamic environment that is continuously affected by space weather from above and atmospheric processes from below. An effective way to observe this interface region is the monitoring of airglow. Since the 1950s, airglow emissions have been systematically measured by ground-based photometers in specific wavelength bands during the nighttime. The availability of the calibrated data from over 30 years of photometric airglow measurements at Abastumani in Georgia ($41.75^\circ$ N, $42.82^\circ$ E), at wavelengths of 557.7 nm and 630.0 nm, enable us to investigate if a data-driven model based on advanced machine learning techniques can be successfully employed for modeling airglow intensities. A regression task was performed using the time series of space weather indices and thermosphere-ionosphere parameters. We have found that the developed data-driven model has good consistency with the commonly used GLOW airglow model and also captures airglow variations caused by cycles of solar activity and changes of the seasons. This enables us to visualize the green and red airglow variations over a period of three solar cycles with a one-hour time resolution.

1 Introduction

The Earth’s upper atmosphere acts as an interface between processes in space and on Earth. It is a very dynamic environment continuously influenced by solar radiation and space weather from above and by atmospheric weather and electrical discharges from below (Pfaff, 2012). An effective way to monitor these dynamics during night-time periods in the altitude range of 80–300 km is observation of airglow (Khomich et al., 2008). Airglow is a non-thermal emission of light originating from excited atomic or molecular states. The source of the excitation, directly or indirectly, is the solar electromagnetic radiation (von Savigny, 2017). The particular process responsible for the emission of airglow and the amount of this emission is mainly dependent on the composition and concentrations of neutral constituents and ion/electron densities in the thermosphere-ionosphere system.

The earliest reported airglow variation is connected to the 11-year long solar cycle. The correlation between the well-known atomic oxygen OI($^1D_2-^1S_0$) airglow emission of the green line (557.7 nm) with sunspot area was revealed in 1935 (Rayleigh & Jones, 1935). The connection of solar activity, expressed by solar flux index F10.7 was confirmed by extensive studies (Deutsch & Hernandez, 2003; Liu & Shepherd, 2008; Reid et al., 2014).
The authors provide clear evidence that the green line intensity is maximal during the maximum of the solar cycle. The variations within the year (annual oscillation and semi-annual oscillation) are associated with the yearly tilt and rotation of the Earth around the Sun and also with the dynamics in the whole atmosphere, mainly driven by atmospheric tides. The amplitude and maximum of a period are different for different locations. Shepherd et al. (2006) and Liu et al. (2008) used UARS/WINDII (Shepherd et al., 1993) space-based observations of the green line in the years 1991–1997 to present airglow variations during the year for different latitudes. The authors concluded that for the equatorial region, semi-annual variation has maxima at equinoxes and for the mid-latitude regions, the annual variation is dominant and has a maximum in autumn in the northern hemisphere and in spring in the southern hemisphere. There are also shorter and non-periodic variations in the upper atmosphere. The influence of geomagnetic storms has been observed in airglow intensity measurements since the mid-twentieth century (Silverman, 1970). During a geomagnetic storm, the density distribution of the ions and neutral constituents in the upper atmosphere varies dramatically. Such variations may have signatures in airglow emissions (Leonovich et al., 2011; Makela et al., 2014; Bag et al., 2017).

Although some patterns in airglow variations were recognized, a clear physical explanation is still missing. This is a consequence of the very high complexity of the environment and the fact that the response of airglow production might be not uniformly related to a single process. Indeed, airglow intensity represents the continuous variation of solar activity, solar wind, interplanetary magnetic field, magnetospheric drivers as well as non-constant density and temperature conditions in the upper atmosphere together with ever-present vertical motions from lower atmosphere including tides, planetary waves, and atmospheric gravity waves. The ionosphere-thermosphere system is also affected by alteration of the global ionosphere electric potential and by various ionospheric instabilities such as plasma bubbles and ionospheric scintillation (Eastes et al., 2019). As the understanding of consequences of these processes is still not sufficient, the whole subject is very topical and it is an objective of several ground-based and space-based missions (e.g. Eastes et al., 2017; Immel et al., 2018; Hannawald et al., 2019; Mackovjak et al., 2019; Wüst et al., 2019).

Data-driven machine learning techniques have become effective tools in space science in recent years (e.g. Ball & Brunner, 2010; George & Huerta, 2018; Zucker & Giryes, 2018; Wüst et al., 2019).
2018). It is mainly due to the fact that the huge amount of space data can be effectively
processed by powerful computing units utilizing open source frameworks supported by
technology giants (e.g. Pedregosa et al., 2011; Abadi et al., 2015; Paszke et al., 2017).
A comprehensive overview of the machine learning techniques and their application for
space weather research is presented by Camporeale et al. (2018). The aim of this paper
is to investigate if a data-driven approach using machine learning techniques can pro-
vide adequate results of long-term airglow intensity modeling. The usefulness of this ap-
proach will be evaluated by its capability to reproduce generally known airglow vari-
ations as well as by comparison with the output from the Global Airglow (GLOW) model
(Solomon et al., 1988; Solomon, 2017; Hirsch & Solomon, 2019). The data and machine
learning methods used are described in Section 2. The results obtained and discussion
are presented together in Section 3. Section 4 summarizes our work and describes the
next steps in our research.

2 Data and Methods

Depending on the solar elevation, airglow can be categorized as dayglow, twilight-
glow and nightglow (von Savigny, 2017). Dayglow emission is the brightest but its ob-
servation is not straightforward due to the presence of direct and scattered light from
the Sun. Therefore, every time the term airglow is used in this work, the nightglow (so-
lar zenith angle ($S_{ZA}$) is higher than 108°) is considered. Our focus is on atomic oxy-
gen emissions - green line and red line with the wavelengths 557.7nm and 630.0nm, re-
spectively. The details of their emission production mechanisms are presented in Khomich
et al. (2008).

The main dataset used consists of calibrated photometric data of the airglow green
line (557.7nm) and airglow red line (630.0nm) measured at Abastumani in Georgia (41.75°
N, 42.82° E, 1,580 m above sea level) in the years 1957–1993 (Fishkova, 1983; Gudadze
et al., 2007; Didebulidze et al., 2011; NDMC, (last access: November 30, 2020)). Mea-
sured intensities are in units of Rayleighs (1 R = 10^{10} photon m^{-2} s^{-1}). They were ac-
quired during the moonless (moon zenith angle ($M_{ZA}$) is higher than 90°) and cloud-
less conditions. The time resolution of the data is 6–15 minutes. For the purposes of this
work, hourly averages were used within the time interval 1964–1993. The boxplots of the
measured data are displayed in Figure 1. They represent the distributions of the mea-
surements over the years. The total amount of data used is $\sim 3,850$ measurements, rep-
Figure 1. The box plots of the airglow measurements at Abastumani (Georgia) over the years 1964–1993. Only the hourly averages are considered where the sunless, moonless, and cloudless conditions are satisfied. Each interquartile range is represented by the particular box and the median of the distribution is marked with a horizontal dash. The diamond points outside the box whiskers represent the outliers caused by high variability of the measurements. They are not caused by an experimental error and they can be used in the analysis. Distributions of the green line and red line intensities are displayed on the top and bottom, respectively.

reserve representing ~8% of all possible dark night hours (hours when $S_{ZA} > 108^\circ$ & $M_{ZA} > 90^\circ$) over a 30-year period for this location. One of the goals of this work is to model the airglow green and red line intensities for the rest of the dark night hours (i.e. ~92%) in this period.

In the data-driven modeling approach, the measured airglow intensities were used as labels (target outputs). The features (inputs) for the model were chosen from four categories: space weather indices, thermosphere parameters, ionosphere parameters, and Sun-Earth distance. These four categories cover the basic processes that affect airglow intensities. Although the exact physical relations between these features (inputs) and labels (target outputs) are not considered here, it is assumed that these underlying relations are present in the data. Machine learning techniques should be able to recognize these underlying relations and also model airglow intensities for previously unseen feature values. For the appropriate feature selection, all available data from the OMNIWeb
Table 1. The selected features for machine learning techniques to model airglow intensities

<table>
<thead>
<tr>
<th>Feature</th>
<th>Units</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>F10.7 index</td>
<td>SFU</td>
<td>Solar radio flux per frequency ($\lambda = 10.7$ cm)</td>
<td>OMNIWeb&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Kp index</td>
<td>nT</td>
<td>Geomagnetic planetary K-index</td>
<td>OMNIWeb&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Dst index</td>
<td>nT</td>
<td>Geomagnetic equatorial index</td>
<td>OMNIWeb&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Neutral Temperature</td>
<td>K</td>
<td>Temperature of neutral atmosphere</td>
<td>NRLMSISE-00&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Total Mass Density</td>
<td>g/cm$^3$</td>
<td>Total mass density of neutral atmosphere</td>
<td>NRLMSISE-00&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>O</td>
<td>N/cm$^3$</td>
<td>Atomic oxygen density</td>
<td>NRLMSISE-00&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>O$_2$</td>
<td>N/cm$^3$</td>
<td>Molecular oxygen density</td>
<td>NRLMSISE-00&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>N</td>
<td>N/cm$^3$</td>
<td>Atomic nitrogen density</td>
<td>NRLMSISE-00&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>N$_2$</td>
<td>N/cm$^3$</td>
<td>Molecular nitrogen density</td>
<td>NRLMSISE-00&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>H</td>
<td>N/cm$^3$</td>
<td>Atomic hydrogen density</td>
<td>NRLMSISE-00&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>$T_e$</td>
<td>K</td>
<td>Temperature of electrons</td>
<td>IRI-2016&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>$n_e$</td>
<td>N/m$^3$</td>
<td>Density of electrons</td>
<td>IRI-2016&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>$h_{mF_2}$</td>
<td>km</td>
<td>F$_2$ layer peak height</td>
<td>IRI-2016&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>$N_{mF_2}$</td>
<td>N/m$^3$</td>
<td>F$_2$ layer peak density</td>
<td>IRI-2016&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Sun-Earth</td>
<td>AU</td>
<td>Sun-Earth distance</td>
<td>PyEphem&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Available at: https://omniweb.gsfc.nasa.gov/form/dx1.html (King & Papitashvili, 2005)

<sup>b</sup>Available at: https://ccmc.gsfc.nasa.gov/modelweb/models/nrlmsise00.php (Picone et al., 2002)

<sup>c</sup>Available at: https://ccmc.gsfc.nasa.gov/modelweb/models/iri2016vitmo.php (Bilitza et al., 2017)

<sup>d</sup>Available at: https://pypi.org/project/pyephem
space weather database (King & Papitashvili, 2005), NRLMSISE-00 thermosphere model (Picone et al., 2002), and IRI-2016 ionosphere model (Bilitza et al., 2017) were explored. These data are accessible in hourly resolution. The availability of the features for a 30-year interval was considered in the feature selection process. The parameters of the neutral atmospheres and ionosphere are obtained for the nominal altitudes 95 km and 250 km for modeling green and red line, respectively. These are the altitudes of particular peak airglow layer emissions (von Savigny, 2017). The feature selection was mainly guided by current physical understanding of the features’ influence on airglow production and also on automatic data characterization methods. Automatic methods such as univariate feature selection and recursive selection of the features based on the model training process (Pedregosa et al., 2011) have been examined for the exclusion of the redundant features by quantification of their mutual correlation and by other statistical tests. The list of 15 features selected for our work is presented in Table 1. We would like to mention that none of the investigated features had a significant correlation with airglow intensities. The absolute value of pairwise Pearson correlation coefficient was not higher than 0.26 for any pair of feature and label. It is noted that consideration of additional features did not lead to better results. This does not mean the irrelevance of other indices such as e.g. the interplanetary magnetic field or solar wind parameters. These indices were excluded as their availability is less than 60% of the studied time interval.

The modeling of airglow intensities using the space weather indices, thermosphere-ionosphere parameters, and Sun-Earth distances as the input is indeed a regression problem. Using known input and output values we would like to approximate the mapping function that could provide, with sufficient precision, the airglow intensities as the output for the previously unseen inputs. In the current work, we have employed the following supervised machine learning techniques for the regression problem: linear regression, Neural Networks, and the ensemble algorithms - Random Forest and Extreme Gradient Boosting (XGBoost). Ordinary least squares linear regression, as the common statistical approach in astronomy (Isobe et al., 1990), was used as the simplest technique. The Neural Network is one of the most popular machine learning techniques, although its usage is not always the best option, especially for problems where the features come from different distributions (Fernández-Delgado et al., 2014). It is based on the fact that every continuous real function over a compact set of real numbers can be approximated arbitrarily well by a function defined as a Neural Network with a high enough number
of neurons. For more details refer to Cybenko (1989). In this work, we used a single hidden layer feed-forward Neural Network with a number of neurons 128-128-1 (i.e. 128 neurons in the input layer, 128 neurons in the hidden layer, 1 neuron in the output layer), hyperbolic tangent activation function, 300 learning epochs, and learning rate from 0.1 to 0.05 during the training. The choice of these hyper-parameters was based on pure experimentation with different values and optimizing for the metrics described below. The Random Forest technique (Tin Kam Ho, 1998; Breiman, 2001) is a combination of decision tree predictors. Indeed, it is an approach to average numerous decision trees to obtain minimal variance. In this work, we used the Random Forest regressor with 100 decision trees and 15 maximum tree depth. The Random Forest technique is not as sensitive to the specified hyper-parameters as Neural Network approach. Another very effective technique based on decision trees is Extreme Gradient Boosting - XGBoost (Chen & Guestrin, 2016). It is an ensemble method that is developed to prevent overfitting, handle missing values, allow parallel processing, and perform cross-validation at each iteration. It tries to find an optimal output using the gradient descent algorithm to minimize the loss for the newly created model. In this work, we used XGBoost regression with squared loss, 0.05 learning rate, and 15 maximum tree depth. All the methods mentioned above are implemented and available in the libraries of the Python programming language (Van Rossum & Drake, 2009) i.e. scikit-learn (Pedregosa et al., 2011) and Keras (Chollet, 2015). Here, we have provided only a brief description. The specific set-up of the machine learning techniques used and their hyper-parameters can be found in the Jupyter notebook that is available as online material to this article (SPACE::LAB, 2020).

In order to characterize the performance of the techniques used, the following metrics were considered. The mean absolute error (MAE) represents the difference between the true label value $y_i$ of the airglow intensity and the corresponding modeled value $\hat{y}_i$ of the $i$-th sample. It is defined as:

$$ MAE(y, \hat{y}) = \frac{1}{n} \sum_{i=1}^{n} | y_i - \hat{y}_i |, $$

for $n$ number of samples. Due to the reason that the absolute intensities of green and red airglow lines are different, we introduced also a relative metric the mean absolute percentage error (MAPE). It allows us to compare the performance of the techniques used for both airglow lines. Since the measured airglow intensity $y_i$ will be always higher than
zero, the MAPE is defined as:

\[ MAPE(y, \hat{y}) = \frac{100\%}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{y_i}. \]  

(2)

Due to the complexity of the upper atmosphere environment, the commonly used models applied for calculation of airglow intensities are limited and do not contain all the relevant processes. One of the most used, the Global Airglow (GLOW) model (Solomon et al., 1988; Solomon, 2017; Hirsch & Solomon, 2019) provides emission rates for most prominent airglow lines for particular altitude, latitude, longitude, and time. It uses energetic inputs from the Sun and aurora and also thermospheric parameters. It can also employ the output from general atmosphere circulation models such as the Thermosphere-Ionosphere-Electrodynamics General Circulation Model (TIE-GCM) (Roble et al., 1988; Qian et al., 2014). The simulated airglow brightness over the whole Earth’s disk is qualitatively consistent with measurements from the most recent airglow space mission GOLD (Global-scale Observations of the Limb and Disk) (Gan et al., 2020).

3 Results and Discussion

The objective of the present work is to model the intensities of the airglow green line (557.7 nm) and red line (630.0 nm) for the period 1964–1993. For this purpose, we employed the data and techniques described in Section 2. It is noted that the main dataset was split into a subset for training and a subset for testing of each particular technique. The subsets for training and testing contain 80% and 20% of all data from the main dataset, respectively. The data for train and test subsets were selected randomly. The data from the main dataset are shuffled and split equally for all techniques to assure reproducible and comparable results. The comparison of the performance of the machine learning techniques used against the same subset for testing is presented in Table 2.

For the purposes of quantifying the methods’ performance, the results from baseline model are also listed. They were obtained by considering simple average of the values of training labels as the modeled value \( \hat{y} \). As expected, the lowest performance was obtained for the simplest method - linear regression. The Neural Network model provides significantly better results for MAE but even worse results for MAPE than the baseline. This is a consequence of the fact that for some low values of \( y \), the modeled value of \( \hat{y} \) might be higher by hundreds of percent although in absolute values this difference (\( |y_i - \hat{y}_i| \) ) is not so significant. Therefore it is instructive to examine the both the MAE
Table 2. The performance of machine learning techniques used for modeling of green (557.7 nm) and red (630.0 nm) airglow lines intensities.

<table>
<thead>
<tr>
<th></th>
<th>I 557</th>
<th></th>
<th>I 630</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>MAPE</td>
<td>MAE</td>
</tr>
<tr>
<td>Baseline</td>
<td>265 R</td>
<td>78 %</td>
<td>84 R</td>
</tr>
<tr>
<td>Lin. Regression</td>
<td>247 R</td>
<td>65 %</td>
<td>77 R</td>
</tr>
<tr>
<td>Neural Network</td>
<td>146 R</td>
<td>95 %</td>
<td>63 R</td>
</tr>
<tr>
<td>Random Forest</td>
<td>102 R</td>
<td>23 %</td>
<td>53 R</td>
</tr>
<tr>
<td>XGBoost</td>
<td>88 R</td>
<td>16 %</td>
<td>48 R</td>
</tr>
</tbody>
</table>

and MAPE metrics presented in Table 2. The evidence that the neural networks might be outperformed by techniques based on decision trees for limited datasets is well known (Wang et al., 2018). This is also the case in our work where the Random Forest technique provides lower MAE and MAPE than the Neural Network. Furthermore, the Random Forest training process was roughly \( \sim 20 \) times computationally more efficient than the training process of the Neural Network. As the XGBoost is even more advanced than Random Forest technique, it was expected to outperform the Random Forest approach. This assumption was confirmed and the best-performing technique in our work was the XGBoost. The MAPE for green and red airglow lines were 16% and 32%, respectively.

The visualization of XGBoost performance on the testing subset is displayed in Figure 2. Considering the data measurement uncertainty level of 10–15% (Fishkova, 1983), the machine learning model performs sufficiently well to qualitatively express the airglow variations. It is noted, the fact that the performance of almost all techniques is better for the green airglow line than for the red airglow line might be explained by the following consideration. The red atomic oxygen emission is strongly dependent on the electron density in the ionospheric F2 region. The green atomic oxygen emission is mainly dependent on densities of neutral species (such as O, O\(_2\) and N\(_2\)) in the lower thermosphere. Both regions are continuously affected by various unpredictable dynamical processes determined by atmospheric waves and tidal motions. However, the amplitude of atmospheric waves and magnitude of wind velocity is higher at the altitude of the red line luminous layer. Therefore red line intensities have higher standard deviation than green line intensities. This might be reflected also in higher MAPE for red line intensities.
Figure 2. The performance of XGBoost model on the testing subset for green (top) and red (bottom) airglow lines intensities. The samples for the testing subset were selected randomly from all the available data. Only half of the testing subset is displayed to provide better visualization. The accuracy of the model against measurements is expressed in Table 2.

The results of the modeled intensities for green and red airglow lines over the whole studied period 1964–1993 is in Figure 3. The modeled values were obtained using all available needed input features and by the prediction of the trained machine learning model which is based on the XGBoost technique. Figure 3 represents the achievement of one of this work’s goals as it contains averaged intensities of green and red airglow lines for 46,223 hours i.e. for 100% of all dark night hours within 1964–1993 period. Figure 3 serves as the visualization of the green and red airglow lines intensities variations that are displayed for a continuous period over three solar cycles. To our knowledge, airglow variation visualization for a such long period and such time resolution has not been published thus far.

To examine the credibility of the results generated by our machine learning model, we have compared them with the results of the GLOW model (Hirsch & Solomon, 2019). These results were obtained by the default setup of the GLOW model while we specified only the time, latitude and longitude. The calculated volume emission rates were integrated over all altitudes to achieve values that might be compared with the measured
Figure 3. Visualization of airglow intensities modeled by the XGBoost technique for the location Abastumani (Georgia) over the years 1964–1993. The averages over 1 hour and 2 months for green (top) and red (bottom) airglow lines are displayed. Only dark night hours are considered.

airglow data. For the same testing dataset as was used for Table 2, the GLOW model achieved as follows for the green line: MAE equals 280R and MAPE equals 89%, for the red line: MAE equals 109R and MAPE equals 84%. These values are not as good as the results of our machine learning model. This can be explained by the fact that the particular measured data might be influenced by phenomena that are not considered in the default setup of the GLOW model. The performance of our machine learning model and the GLOW model is presented in Figure 4 for the full period 1964–1993. This shows that both models are qualitatively in good agreement. The correlation coefficients of simulated intensities for the GLOW model and our machine learning model based on XGBoost averaged over 2 months and considering a linear least-squares regression are 0.48 and 0.54 for green and red line, respectively. It is an important result that the data-driven model can provide valuable results even with a comparison of the physical model generally used. Even-more, as displayed in Figure 4, the data-driven model is less uniform than the physical model and might be more consistent with the real variability expressed by the measurements. However, it is important to note, the GLOW model is much more general than the particular data-driven model and can be used for any location and time because it does not require any measured airglow data for the input.
To examine the performance of our data-driven model for the completely unseen time period, we made an experiment where we split the main dataset for the subset for training and testing covering the years 1964–1979 (i.e. 50% of the previously used dataset) and for the subset for validation covering the years 1979–1993. The new model was trained and tested by using the training and testing subsets only. Its performance was then investigated by the validation subset. The MAE and MAPE for the green airglow line were 298 \( R \) and 99%, respectively. The MAE and MAPE for the red airglow line were 90\( R \) and 95%, respectively. The mean errors are significantly higher than values in Table 2 but this was expected because we used only data from a 15-year period for the training and testing process. The metrics for the GLOW model by using the same validation dataset were very similar. The MAE and MAPE for the green airglow line were 290\( R \) and 105%, respectively. The MAE and MAPE for the red airglow line were 119\( R \) and 100%, respectively. This demonstrates that for a completely unseen time period our data-driven approach is still able to produce comparable results to the GLOW model. The correlation coefficients are now equal to 0.46 and 0.8 for the green and red line, respectively. It is interesting that the correlation coefficient for the red line is now significantly higher. This means that when we used less data for training of our model its results for the red line have a greater similarity to the results of the GLOW model. It is rather a surprising result, because it might be expected that for the smaller training dataset the data-driven model would depart more from the GLOW model. The obvious explanation is that the GLOW model as well as our model trained on only a 15-year period do not consider all the phenomena that influence atomic oxygen airglow emissions. There is also a possible explanation that airglow measurements acquired during the solar cycle number 22 (1986–1996) were somehow different from the data acquired during the previous two solar cycles. This can be caused by the unknown contamination of the data or by occurrence of some unique processes that produced unexpected airglow intensities. We will investigate this inconsistency in the future by comparison with airglow measurements from other locations for the similar time period.

Another examination of the credibility of our machine learning model is its ability to express the airglow variations briefly presented in Section 1. As all inputs for the data-driven model are modulated directly or indirectly by the cycle of solar activity and the seasons, it is not a surprise that these variations should be present also in modeled airglow intensities. It is examined if the characteristics of these variations are compat-
Figure 4. The time series of green (top) and red (bottom) airglow lines for the period 1964–1993. The 2-month averages of calculated intensities using the GLOW model and our data-driven model based on the XGBoost technique. The 2-month averages of measurements from Abastumani (Georgia) (see Figure 1) are displayed together with their standard deviations.

Possible with the results of other authors. The airglow modulation by an 11-year solar cycle is visible in Figure 3 at a glance. The green and red airglow lines intensities are maximal for the periods around the maxima of solar activity in the years 1969, 1980, and 1991, which is consistent with results presented in studies (e.g. Deutsch & Hernandez, 2003; Reid et al., 2014). The annual variation can be also recognized in Figure 3. According to previous studies (Shepherd et al., 2006) this variation of green line intensities should have its minimum in spring and maximum in autumn for the considered location in the middle latitudes of the northern hemisphere. The results of our data-driven model presented in Figure 5 (top) are consistent with these studies. The assumption for the red airglow line for the considered location is that the maximum average intensity should be in summer and the minimum near equinoxes (Khomich et al., 2008). The results presented in Figure 5 (bottom) are also consistent with this assumption. We note, there are many more airglow variations present in Figures 3 and 5. They might be recognized by further investigation of the developed data-driven model results. These analyses and comparison with various measurements, as done by other authors (e.g. Deutsch & Hernandez, 2003; Gudadze et al., 2008), are objectives for future publication.
Figure 5. The average intensities calculated by a data-driven model based on the XGBoost technique for Abastumani (Georgia). The intensities were averaged over a particular month and for the years 1964–1993. The standard deviations from the mean values over the years are also displayed.

4 Conclusions

Space data are of irreplaceable value as they provide information about phenomena that can not be repeated. However, the occurrence of missing measurements and gaps in the time series is very common. This is especially true for the ground-based measurements where the observations are limited by the weather conditions. We have used the most recent machine learning techniques to solve the regression problem and to model the missing intensities of green and red airglow lines for the location Abastumani (Georgia) over the time period 1964–1993. For this purpose, a data-driven approach was used. The photometric airglow measurements were used as the labels (target outputs) and space weather indices, thermosphere-ionosphere parameters, and Sun-Earth distances were used as the features (inputs). The techniques of Linear Regression, Neural Network, Random Forest, and XGBoost were employed and their performance was compared against the testing dataset. The model based on the XGBoost technique outperformed the others and provided mean absolute percentage error (MAPE) of 16% and 32% for the green and red airglow lines, respectively. This performance is sufficient to qualitatively express the
overall airglow variation, and enables the modeled data to represent the missing measurements with a reasonable level of uncertainty. The obtained data visualize the variations in the intensities of the green and red airglow lines over the period of three solar cycles. The results from the data-driven model are consistent with the GLOW model (Solomon, 2017) and depict the main variations related to solar activity and the seasons.

The modeled airglow data might contribute to understanding the processes in the interface region between the space environment and Earth’s atmosphere. Even more, the absolute values of airglow intensities and the range of their variation are crucial for future missions like EUSO-SPB2 (Wiencke, 2019) and POEMMA (NASA Probe Study report, 2020; Anchordoqui et al., 2020). These missions are designed to observe extensive air showers induced by ultra-high energy cosmic rays and to observe Cherenkov light induced by cosmic neutrinos. Indeed, airglow emissions set the energy threshold of the events that could be recognized in the Earth’s night atmosphere by observation from orbit (JEM-EUSO collaboration, 2019; Krizmanic, 2021). For this purpose we plan to extend the visualization of the airglow intensities for the years 1994–2020 as the input features should be available. We would like to also focus on the short time periods when the airglow intensities were significantly high and to investigate the possible explanations of these specific events.
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The diagrams show the monthly means over 1964-1993 and the standard deviation for two datasets, labeled as $l_{557}$ and $l_{630}$, with each dataset represented by a line and the shaded area indicating the standard deviation.