Correlation Between Cloud Adjustments and Cloud Feedbacks Responsible for Larger Range of Climate Sensitivities in CMIP6

Nicholas Lutsko¹, Matt Luongo², Casey James Wall³, and Timothy A Myers⁴

¹Scripps Institution of Oceanography.
²University of California, San Diego
³Scripps Institution of Oceanography
⁴University of Colorado Boulder

November 24, 2022

Abstract
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Abstract

While the higher mean Equilibrium Climate Sensitivity (ECS) in CMIP6 has been attributed to more positive cloud feedbacks, it is unclear what causes the greater range of ECS values across CMIP6 models compared to CMIP5. Here we investigate the relationship between radiative forcing and cloud feedbacks across the two model generations to explain the very high ECS values in some CMIP6 models. The relationship is sensitive to the definition of the forcing, particularly in CMIP6, but fixed-SST simulations suggest the shortwave cloud feedback ($\lambda_{SW,cl}$) is anti-correlated with the forcing in CMIP5 and weakly positively correlated with the forcing in CMIP6. These relationships reflect the cloud adjustment to the forcing, which is anti-correlated with $\lambda_{SW,cl}$ in CMIP5 and positively correlated in CMIP6. Although we are unable to identify a systematic change across the model generations, we do show that modifications to the land components of climate models are not responsible for the change in the relationship between cloud adjustments and cloud feedbacks, and that cloud adjustments are generally driven by low and, especially mid-level clouds. Moreover, models derived from the MOHC and NCAR modeling centers seem to be responsible for much of the trend between CMIP5 and CMIP6. Our analysis is severely limited by the available simulations, highlighting the need for targeted simulations to probe the sources of intermodel differences in cloud adjustments.

1 Introduction

The models participating in the Sixth Climate Model Intercomparison Project (CMIP6) have a much wider range of Equilibrium Climate Sensitivities (ECSs) than the models participating in the Fifth Climate Model Intercomparison Project (CMIP5): in CMIP6 the lowest ECS is 1.83K (INM-CM4-8) and the highest ECS is 5.64K (CanESM5), while in CMIP5 the corresponding values are 2.08K (INM-CM-4) and 4.65K (MIROC-ESM) [Zelinka et al., 2020]. The high end of the CMIP6 models’ ECS in particular has been the subject of much concern, as the fact that several CMIP6 models have ECS values $\geq$5K raises the possibility of a very high real-world ECS. While the move away from raw model weighting and towards combining multiple lines of evidence to assess ECS have led both the recent Sherwood et al. [2020] assessment and the IPCC’s AR6 report [Forster et al., 2021] to place the upper bound of ECS below 5K, it is still important to understand what causes these high sensitivities so that the realism of the models can be evaluated.
The high sensitivities also raise the possibility that models contain undiagnosed physical processes or feedbacks not included in the evaluation of Sherwood et al. [2020].

ECS is determined by the radiative forcing due to a doubling of CO$_2$, $F$, divided by the climate feedback parameter, or radiative restoring co-efficient, $\lambda$:

$$ECS = \frac{F}{\lambda}.$$  \hspace{1cm} (1)

$F$ is typically taken to include both the instantaneous radiative forcing (IRF) from increased CO$_2$ concentrations and the “rapid adjustments” to the forcing which appear in the first few days or weeks after CO$_2$ increase [Hansen et al., 2005; Gregory and Webb, 2008; Sherwood et al., 2015]. These rapid adjustments come from increases in land temperatures, decreases in stratospheric temperatures and changes in atmospheric properties that are directly forced by CO$_2$ and not mediated by surface temperature changes. The total feedback $\lambda$ includes both clear-sky and cloud feedbacks, with the latter typically taken to be the largest source of uncertainty in ECS [e.g., Soden et al., 2008; Vial et al., 2013; Forster et al., 2013; Zelinka et al., 2020; Sherwood et al., 2020].

In addition to a larger range of ECS values, the CMIP6 models also have a higher ensemble-mean ECS than the CMIP5 models. The latter was attributed by Zelinka et al. [2020] to a more positive ensemble-mean cloud feedback, specifically an increase in the shortwave low cloud feedback. This is driven by a more positive extratropical low cloud amount feedback and more positive SW low cloud scattering feedback in all regions [see also Lutsko et al., 2021]. However, while cloud feedbacks can explain the higher mean ECS, the range of total feedbacks is similar in both sets of models, as is the range of net (longwave plus shortwave) cloud feedbacks (see Figure 1c of Zelinka et al. [2020]); longwave cloud feedbacks compensate to some extent for shortwave cloud feedbacks. Thus feedbacks alone cannot explain the very high ECS CMIP6 models. Instead, as Zelinka et al. note, the highest ECS models in CMIP6 combine moderate radiative forcings with weak (negative) climate feedback parameters in a way that wasn’t seen in CMIP5: the most sensitive models in CMIP5 have both weak climate feedback parameters and weak forcings, which limits the maximum ECS values.

In this study, we investigate the relationships between forcings and cloud feedbacks in the two generations of models, seeking to explain why the combination of moderate forcing and small climate feedback parameter is present in some CMIP6 models but in none of the CMIP5 models. We draw on a number of previous studies that have estimated
radiative forcings and feedbacks in CMIP5 and CMIP6 models (see next section) and compare different ways of estimating the radiative forcing, which turns out to be essential for clarifying the relationships between forcings and feedbacks across model generations. Our analysis is severely limited by the small number of fixed Sea Surface Temperature (SST) simulations in both ensembles, particularly CMIP5. Fixed-SST simulations are required to accurately estimate radiative forcing and to investigate what causes differences in radiative forcing between models. Nevertheless, using the available data we do find suggestive evidence that, rather than systematic differences between model generations, the changes are primarily driven by models derived from two modeling centers, which combine strong, positive cloud feedbacks and large, positive cloud adjustments to forcing.

2 Data Sources

The following data sources are used in the analysis:

• Regression-based forcing estimates, using years 1-140 of abrupt-4XCO2 simulations, for 24 CMIP5 models and 31 CMIP6 models from Zelinka et al. [2020].
• Shortwave cloud feedbacks ($\lambda_{SW, cl}$) for 24 CMIP5 models and 31 CMIP6 models from Zelinka et al. [2020].
• Regression-based forcing estimates, using years 1-20 of abrupt-4XCO2 simulations, for 24 CMIP5 models and 29 CMIP6 models from Dong et al. [2020].
• Fixed-SST forcing estimates for 13 CMIP5 models from Kamae and Watanabe [2012].
• Fixed-SST forcing estimates for 17 CMIP6 models from Smith et al. [2020].
• Estimates of the Cloud Radiative Effect (CRE) response to CO$_2$ forcing for 13 CMIP5 models from Kamae and Watanabe [2012]. Note that the CRE response is not equivalent to the cloud adjustment to the forcing as it does not account for cloud masking [Soden et al., 2004], but it is well correlated with estimates of the true cloud adjustment (see next bullet).
• Estimates of the cloud adjustment to the forcing for six CMIP5 models (CanESM2, CCSM4, HadGEM2-A, IPSL-CM5A-LR, MIROC5 and MRI-CGCM3) are calculated following the procedure in Zelinka et al. [2013]. These are the models which
ran fixed-SST simulations with the ISCCP simulator\(^1\) and thus provided the necessary data to estimate the true cloud adjustment.

- Estimates of the cloud adjustments to the forcing for 16 CMIP6 models from Smith \textit{et al.} [2020], including 10 CMIP6 models which ran fixed-SST simulations with the ISCCP simulator. Note that we have calculated the cloud adjustment for the MIROC6 model using the Zelinka \textit{et al.} [2013] method, which was not included in the analysis of Smith \textit{et al.} [2020].

- Cloud adjustments in aquaplanet simulations with seven CMIP6 models, calculated following the procedure in Zelinka \textit{et al.} [2013].

- Meteorological cloud radiative kernels from Myers \textit{et al.} [2021] based on the Cloud Controlling Factor (CCF) analysis developed by Scott \textit{et al.} [2020] for five CMIP5 models and seven CMIP6 models. Note that we have calculated a new CCF kernel for the CESM2 model as part of this analysis. The required meteorological data for the CCF analysis were also downloaded for each model (see Supplementary Text for more information).

See Tables 1 and 2 for complete lists of models and data used in this study. All values are linearly scaled for a doubling of CO\(_2\), e.g., if 4XCO\(_2\) values are reported, we have divided them by 2.

### 3 Different Forcing Definitions

We begin by investigating the relationships between different forcing definitions. The simplest way of estimating radiative forcing is through so-called “Gregory” regressions \citep{Gregory2004}, in which the anomalous surface temperature (\(T\)) from abrupt-4XCO\(_2\) simulations is regressed onto the anomalous net top-of-atmosphere (TOA) radiative flux (\(R\)). The forcing is defined as the \(y\)-intercept of the regression. Zelinka \textit{et al.} [2020] diagnosed the forcings in CMIP5 and CMIP6 by regressing \(R\) onto \(T\) for years 1-140 of the abrupt-4XCO\(_2\) simulations in the two sets of simulations. These forcing estimates (\(F_{1-140}\)) are problematic, however, as the radiative feedback \(\lambda\) (the slope of \(R\) over \(T\)) changes over time due to the so-called “pattern effect” in which evolving patterns of

\(^1\) The International Satellite Cloud Climatology Project (ISCCP) simulator translates modeled cloud fields into a distribution of cloud fractions as a joint function of seven cloud-top pressure ranges and seven cloud optical depth ranges, in an analogous manner to the observational ISCCP cloud product [\textit{Klein and Jakob}, 1999; \textit{Webb et al.}, 2001]
Table 1. CMIP5 models used in this study. Where available, regression-based forcing estimates, using years 1-140 of abrupt-4XCO2 simulations ($F_{1-140}$), are taken from Zelinka et al. [2020], regression-based forcing estimates, using years 1-20 of abrupt-4XCO2 simulations ($F_{1-20}$), are taken from Dong et al. [2020], fixed-SST forcing estimates ($F_{\text{fix}}$) are taken from Kamae and Watanabe [2012], short-wave cloud feedbacks $\lambda_{SW,cl}$ are taken from Zelinka et al. [2020], estimates of the Cloud Radiative Effect (CRE) response to CO$_2$ forcing are taken from Kamae and Watanabe [2012] and estimates of the cloud adjustment to the forcing are calculated following the procedure in Zelinka et al. [2013].

<table>
<thead>
<tr>
<th>Model</th>
<th>$F_{1-140}$ [Wm$^{-2}$]</th>
<th>$F_{1-20}$ [Wm$^{-2}$]</th>
<th>$F_{\text{fix}}$ [Wm$^{-2}$]</th>
<th>$\lambda_{SW,cl}$ [Wm$^{-2}$/K]</th>
<th>$\Delta$CRE [Wm$^{-2}$]</th>
<th>Cloud adjustment [Wm$^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCESS1.0</td>
<td>2.94</td>
<td>3.56</td>
<td>-</td>
<td>0.07</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ACCESS1.3</td>
<td>2.88</td>
<td>3.42</td>
<td>-</td>
<td>0.48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BCC-CSM1.1</td>
<td>3.24</td>
<td>3.78</td>
<td>-</td>
<td>-0.15</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BCC-CSM1.1-M</td>
<td>3.43</td>
<td>3.85</td>
<td>-</td>
<td>-0.02</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CanESM2</td>
<td>3.81</td>
<td>4.18</td>
<td>3.67</td>
<td>-0.29</td>
<td>-0.02</td>
<td>0.63</td>
</tr>
<tr>
<td>CCSM4</td>
<td>3.48</td>
<td>4.08</td>
<td>4.42</td>
<td>-0.09</td>
<td>0.19</td>
<td>0.96</td>
</tr>
<tr>
<td>CNRM-CM5</td>
<td>3.69</td>
<td>3.58</td>
<td>3.93</td>
<td>-0.21</td>
<td>-0.01</td>
<td>-</td>
</tr>
<tr>
<td>CSIRO-Mk3.6.0</td>
<td>2.60</td>
<td>3.55</td>
<td>3.10</td>
<td>0.55</td>
<td>-0.73</td>
<td>-</td>
</tr>
<tr>
<td>GFDL-CM3</td>
<td>3.01</td>
<td>3.70</td>
<td>-</td>
<td>0.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GFDL-ESM2G</td>
<td>2.99</td>
<td>3.50</td>
<td>-</td>
<td>-0.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GFDL-ESM2M</td>
<td>3.35</td>
<td>3.58</td>
<td>-</td>
<td>-0.49</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GISS-E2-H</td>
<td>3.82</td>
<td>4.11</td>
<td>-</td>
<td>-0.72</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>3.73</td>
<td>4.64</td>
<td>-</td>
<td>-0.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>2.91</td>
<td>3.33</td>
<td>3.50</td>
<td>0.29</td>
<td>-0.06</td>
<td>0.37</td>
</tr>
<tr>
<td>INM-CM4</td>
<td>2.97</td>
<td>3.06</td>
<td>3.12</td>
<td>-0.02</td>
<td>-0.57</td>
<td>-</td>
</tr>
<tr>
<td>IPSL-CM5A-LR</td>
<td>3.10</td>
<td>3.36</td>
<td>3.25</td>
<td>0.61</td>
<td>-0.28</td>
<td>-0.05</td>
</tr>
<tr>
<td>IPSL-CM5A-MR</td>
<td>3.31</td>
<td>3.50</td>
<td>-</td>
<td>0.62</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IPSL-CM5B-LR</td>
<td>2.65</td>
<td>3.03</td>
<td>-</td>
<td>0.35</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MIROC5</td>
<td>4.16</td>
<td>4.38</td>
<td>3.97</td>
<td>-0.38</td>
<td>-0.21</td>
<td>0.61</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>4.10</td>
<td>4.58</td>
<td>4.31</td>
<td>-0.16</td>
<td>0.10</td>
<td>-</td>
</tr>
<tr>
<td>MPI-ESM-MR</td>
<td>4.11</td>
<td>4.68</td>
<td>4.30</td>
<td>-0.07</td>
<td>0.12</td>
<td>-</td>
</tr>
<tr>
<td>MPI-ESM-P</td>
<td>4.27</td>
<td>4.91</td>
<td>4.30</td>
<td>-0.21</td>
<td>0.11</td>
<td>-</td>
</tr>
<tr>
<td>MRI-CGCM3</td>
<td>3.20</td>
<td>3.60</td>
<td>3.60</td>
<td>0.25</td>
<td>-0.42</td>
<td>0.06</td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>3.16</td>
<td>3.77</td>
<td>3.48</td>
<td>-0.02</td>
<td>0.04</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 2. CMIP6 models used in this study. Where available, regression-based forcing estimates, using years 1-140 of abrupt-4XCO2 simulations ($F_{1-140}$), are taken from Zelinka et al. [2020], regression-based forcing estimates, using years 1-20 of abrupt-4XCO2 simulations ($F_{1-20}$), are taken from Dong et al. [2020], fixed-SST forcing estimates ($F_{\text{fix}}$) are taken from Smith et al. [2020], short-wave cloud feedbacks $\lambda_{SW,cl}$ are taken from Zelinka et al. [2020], estimates of the cloud adjustment to the forcing are taken from Smith et al. [2020] and estimates of the cloud adjustment in aquaplanet simulations are calculated following the procedure in Zelinka et al. [2013].

<table>
<thead>
<tr>
<th>Model</th>
<th>$F_{1-140}$ [Wm$^{-2}$]</th>
<th>$F_{1-20}$ [Wm$^{-2}$]</th>
<th>$F_{14}$ [Wm$^{-2}$]</th>
<th>$\lambda_{SW,cl}$ [Wm$^{-2}$/K]</th>
<th>Cloud adjustment [Wm$^{-2}$]</th>
<th>Aquaplanet cloud adjustment [Wm$^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCESS-CM2</td>
<td>3.43</td>
<td>4.12</td>
<td>3.97</td>
<td>0.96</td>
<td>0.70</td>
<td>–</td>
</tr>
<tr>
<td>ACCESS-ESM1-5</td>
<td>2.83</td>
<td>3.50</td>
<td>–</td>
<td>0.43</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>BCC-CSM2-MR</td>
<td>3.11</td>
<td>3.59</td>
<td>–</td>
<td>0.16</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>BCC-ESM1</td>
<td>3.01</td>
<td>3.47</td>
<td>–</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CAMS-CSM1.0</td>
<td>4.17</td>
<td>4.33</td>
<td>–</td>
<td>-0.72</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CESM2</td>
<td>3.30</td>
<td>4.05</td>
<td>–</td>
<td>1.05</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CESM2</td>
<td>3.27</td>
<td>4.18</td>
<td>4.45</td>
<td>0.79</td>
<td>1.07</td>
<td>1.62</td>
</tr>
<tr>
<td>CNRM-CM6.1</td>
<td>3.64</td>
<td>3.95</td>
<td>4.00</td>
<td>-0.02</td>
<td>0.22</td>
<td>0.20</td>
</tr>
<tr>
<td>CNRM-ESM2.1</td>
<td>2.97</td>
<td>2.79</td>
<td>3.96</td>
<td>0.03</td>
<td>0.12</td>
<td>–</td>
</tr>
<tr>
<td>CanESM5</td>
<td>3.68</td>
<td>3.75</td>
<td>3.80</td>
<td>-0.02</td>
<td>0.47</td>
<td>–</td>
</tr>
<tr>
<td>E3SM-1.0</td>
<td>3.33</td>
<td>3.68</td>
<td>–</td>
<td>0.75</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>EC-Earth3-Veg</td>
<td>3.22</td>
<td>4.00</td>
<td>–</td>
<td>0.02</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>EC-Earth3</td>
<td>3.37</td>
<td>4.00</td>
<td>4.05</td>
<td>0.05</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>GFDL-CM4</td>
<td>3.19</td>
<td>4.23</td>
<td>4.22</td>
<td>0.03</td>
<td>0.56</td>
<td>0.52</td>
</tr>
<tr>
<td>GFDL-ESM4</td>
<td>3.77</td>
<td>3.69</td>
<td>3.87</td>
<td>-0.15</td>
<td>0.62</td>
<td>–</td>
</tr>
<tr>
<td>GISS-E2.1-G</td>
<td>3.95</td>
<td>4.00</td>
<td>3.67</td>
<td>-0.63</td>
<td>0.12</td>
<td>–</td>
</tr>
<tr>
<td>GISS-E2.1-H</td>
<td>3.53</td>
<td>3.72</td>
<td>–</td>
<td>-0.53</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>HadGEM3-GC31-LL</td>
<td>3.49</td>
<td>3.87</td>
<td>4.05</td>
<td>0.98</td>
<td>0.74</td>
<td>0.58</td>
</tr>
<tr>
<td>INM-CM4.8</td>
<td>2.70</td>
<td>3.13</td>
<td>–</td>
<td>-0.19</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>INM-CM5.0</td>
<td>2.92</td>
<td>3.14</td>
<td>–</td>
<td>-0.11</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>IPSL-CM6A-LR</td>
<td>3.58</td>
<td>3.90</td>
<td>4.00</td>
<td>0.14</td>
<td>0.47</td>
<td>0.16</td>
</tr>
<tr>
<td>MIROC-ES2L</td>
<td>4.11</td>
<td>3.98</td>
<td>–</td>
<td>-0.35</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MIROC6</td>
<td>2.65</td>
<td>3.65</td>
<td>3.66</td>
<td>-0.13</td>
<td>0.35</td>
<td>0.47</td>
</tr>
<tr>
<td>MPI-ESM1.2-LR</td>
<td>4.22</td>
<td>–</td>
<td>4.17</td>
<td>-0.68</td>
<td>0.70</td>
<td>–</td>
</tr>
<tr>
<td>MPI-ESM1.2-HR</td>
<td>3.65</td>
<td>4.18</td>
<td>–</td>
<td>-0.41</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MRI-ESM2.0</td>
<td>3.43</td>
<td>3.99</td>
<td>3.83</td>
<td>0.12</td>
<td>0.29</td>
<td>0.72</td>
</tr>
<tr>
<td>NEMO</td>
<td>3.73</td>
<td>4.91</td>
<td>–</td>
<td>-0.15</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>NorESM2-LM</td>
<td>3.43</td>
<td>4.61</td>
<td>4.07</td>
<td>0.21</td>
<td>0.72</td>
<td>–</td>
</tr>
<tr>
<td>NorESM2-MM</td>
<td>3.73</td>
<td>–</td>
<td>4.19</td>
<td>0.30</td>
<td>0.78</td>
<td>–</td>
</tr>
<tr>
<td>SAM0-UNICON</td>
<td>3.89</td>
<td>4.18</td>
<td>–</td>
<td>0.89</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>UKESM1.0-LL</td>
<td>3.61</td>
<td>3.82</td>
<td>3.97</td>
<td>0.93</td>
<td>0.80</td>
<td>–</td>
</tr>
</tbody>
</table>
Fig. 1. a) “Gregory” plot of $R$ against $T$ for a representative CMIP6 model (CESM2). The blue markers show annual-mean values, the solid line shows a regression of $R$ against $T$ using all 140 years of data, the dashed line shows a regression using only years 1-20 and the dotted line shows a regression using years 1-20. The regression-based forcings are taken to be the y-intercepts of these lines. The red cross shows the fixed-SST forcing $F_{fix}$. b) Pearson correlation coefficients ($r$) between the different forcing estimates for the CMIP5 data (blue) and the CMIP6 (orange). The empty orange bar in the third column shows $r$ when CNRM-ESM2.1 (whose abrupt4XCO2 simulation was set up incorrectly, leading to an anomalously small $F_{1-20}$) is excluded from the correlation.

warming cause $\lambda$ to change over time [Winton et al., 2010; Armour et al., 2013; Geoffroy et al., 2013; Andrews et al., 2015; Xie, 2020]. Plots of $R$ against $T$ typically feature inflection points about 20 years after the increase in CO$_2$ and so, since $\lambda$ decreases over time, regressing over all 140 years will typically lead to an underestimate of $F$ (see Figure 1a). For the same reason, $F_{1-140}$ will tend to be correlated across models with $\lambda$: a model with a smaller (less negative) $\lambda$ will have a smaller $F_{1-140}$. The correlation between $\lambda$ and $F_{1-140}$ further implies a correlation between $F_{1-140}$ and $\lambda_{SW,CL}$, since $\lambda_{SW,CL}$ is the main source of uncertainty in $\lambda$. This partly explains the statistically significant correlations between $F$ and $\lambda_{SW,CL}$ found in previous studies [see below and e.g., Caldwell et al., 2016].

To obtain forcing estimates that do not depend so directly on $\lambda$, we consider two other ways of estimating $F$. First, $F$ can be diagnosed by regressing $T$ onto $R$ over the first 20 years of the abrupt 4XCO2 simulations ($F_{1-20}$), as used e.g., by Dong et al. [2020]. These estimates are more independent of the feedback but, as noted by Forster et al. [2016], regression-based estimates of $F$ are sensitive to the number of years included in the regressions: $F_{1-10}$ will differ slightly from $F_{1-20}$ (see Figure 1a). Second, we take estimates
of $F$ from simulations in which atmospheric CO$_2$ concentrations are quadrupled but SSTs are kept fixed ($F_{\text{fix}}$). Taking the difference between these and control simulations gives forcing estimates that include both the IRF and the rapid adjustments. $F_{\text{fix}}$ does not depend explicitly on $\lambda$ and is not sensitive to the number of years included in the analysis provided that the forcing is estimated over a long enough time period for internal variability to be small.

In CMIP5 these three sets of forcing estimates are well correlated (blue bars in Figure 1b), though $F_{1-140}$ is almost always smaller than $F_{1-20}$ and $F_{\text{fix}}$ (Supplemental Figure S1). By contrast, in CMIP6 the correlation between $F_{1-140}$ and $F_{1-20}$ is much lower and the correlation between $F_{1-140}$ and $F_{\text{fix}}$ is negligible (orange bars in Figure 1b). $F_{1-20}$ and $F_{\text{fix}}$ are weakly correlated in CMIP6 ($r = 0.36$), though note that the 4XCO2 simulations with CNRM-ESM2.1 were not set up correctly [Smith et al., 2020], leading to an anomalously small value of $F_{1-20}$ (see panel e of Supplemental Figure S1). Without this outlier model, the correlation between $F_{1-20}$ and $F_{\text{fix}}$ is substantially higher ($r = 0.56$). Hereafter, we take $F_{1-20}$ and $F_{\text{fix}}$ to be more representative of models’ true radiative forcings than the $F_{1-140}$ estimates used by Zelinka et al. [2020].

### 4 Relationships Between Forcings and Cloud Feedbacks

We now examine the relationship between $F$ and $\lambda_{\text{SW,CL}}$ in the two sets of models. Figure 2a-c shows that whatever forcing definition is used, $F$ and $\lambda_{\text{SW,CL}}$ are anti-correlated in the CMIP5 models [see also Caldwell et al., 2016]. That is, even $F_{1-20}$ and $F_{\text{fix}}$, which are not directly related to the long-term value of $\lambda$, have an inverse relationship with $\lambda_{\text{SW,CL}}$ in the CMIP5 models.

By contrast, there is no relationship between $F_{1-20}$ and $\lambda_{\text{SW,CL}}$ in the CMIP6 models ($r = 0.05$, Figure 2e), while $F_{\text{fix}}$ and $\lambda_{\text{SW,CL}}$ are weakly positively correlated ($r = 0.37$, Figure 2f). $F_{1-140}$ and $\lambda_{\text{SW,CL}}$ are anti-correlated in CMIP6, as expected from the discussion in the previous section (Figure 2d), though the relationship is much weaker than in CMIP5 ($r = -0.25$ versus $r = -0.61$). Given the discussion above and in Forster [2016], we take the fixed SST estimates to be the most reliable forcing estimates, such that the forcing and the SW cloud feedback are anti-correlated in CMIP5 and weakly positively correlated in CMIP6.
Figure 2. Relationships between the SW cloud feedback $\lambda_{SW,cl}$ and different forcing definitions in CMIP5 and CMIP6. a) $\lambda_{SW,cl}$ versus $F_{1-140}$ in CMIP5, b) $\lambda_{SW,cl}$ versus $F_{1-20}$ in CMIP5, c) $\lambda_{SW,cl}$ versus $F_{fix}$ in CMIP5, d) $\lambda_{SW,cl}$ versus $F_{1-140}$ in CMIP6, e) $\lambda_{SW,cl}$ versus $F_{1-20}$ in CMIP6, f) $\lambda_{SW,cl}$ versus $F_{fix}$ in CMIP6. In all panels the Pearson correlation coefficient $r$ is shown in the upper left and the lines show linear least-squares regressions.

5 Cloud Adjustments and Cloud Feedbacks

The most likely candidate to explain the relationships between forcings and cloud feedbacks is the cloud adjustment to the forcing. Unfortunately, only six modeling centers ran fixed SST simulations with ISCCP simulators in CMIP5, which are needed to estimate the cloud adjustments using the Zelinka et al. [2013] methodology. For this reason, we have also used the change in Cloud Radiative Effect ($\Delta$CRE), as diagnosed for 13 CMIP5 models by Kamae and Watanabe [2012], to investigate the relationships between cloud adjustments, total forcings and cloud feedbacks. 10 CMIP6 models ran fixed SST simulations with the ISCCP simulator, and Smith et al. [2020] estimated the forcing for six additional models using other methods (the approximate partial radiative perturbation method and the offline monthly-mean partial radiative perturbation method).
Figure 3. Relationships between cloud adjustments, the fixed-SST forcings and the SW cloud feedbacks. a) Fixed SST forcing $F_{fix}$ versus the cloud adjustment in CMIP5 (blue circles), and versus the change in CRE in fixed-SST CMIP5 simulations (orange crosses). b) SW cloud feedback $\lambda_{SW,cl}$ versus the cloud adjustment in CMIP5 (blue circles), and versus the change in CRE in fixed-SST CMIP5 simulations (orange crosses). c) Fixed SST forcing $F_{fix}$ versus the cloud adjustment in CMIP6. d) SW cloud feedback $\lambda_{SW,cl}$ versus the cloud adjustment in CMIP6. The Pearson correlation coefficients are indicated on each panel and the lines show linear least-squares regressions.

The cloud adjustment is positively correlated with the forcing and anti-correlated with the SW cloud feedback in CMIP5, consistent with the results of the previous section (Figure 3a-b). IPSL-CM5A-LR, which has the largest SW cloud feedback, has a small, negative cloud adjustment, while CCSM4 has the largest cloud adjustment and a negative SW cloud feedback (see Table 1). This anti-correlation was also noted for CMIP5 by Chung and Soden [2015], though they examined the CRE responses for both the adjustments and the feedbacks in CMIP5, not the “true” cloud adjustments and cloud feedbacks. In CMIP6 the cloud adjustment is positively correlated with both the fixed-SST forcing estimates (Figure 3c) and the SW cloud feedbacks (Figure 3d). Interestingly, in CMIP6
Figure 4. Cloud adjustment versus IRF in the 16 CMIP6 models analyzed by Smith et al. [2020]. The Pearson correlation coefficient is given in the top right and the line shows the linear least-square regression.
Figure 5. Spatial maps of the net cloud adjustments in the six CMIP5 models which ran fixed-SST simulations with the ISCCP simulator. The global-mean net cloud adjustment is given above each panel, and the models are ordered by the size of their adjustment. Values outside the colorbar range are shaded in gray.

the cloud adjustment is anti-correlated with the IRF ($r = -0.43$, Figure 4). We have not investigated this relationship further, and note that Andrews et al. [2019] mentioned the possibility of such an anti-correlation in their investigation of the causes of higher sensitivity in the HadGEM3-GC3.1-LL climate model. Anti-correlation between IRF and cloud adjustments may explain why the relationships between the SW cloud feedback and the total forcing metrics are weak in CMIP6, even though there is a more robust relationship between $\lambda_{SW,cl}$ and the cloud adjustments: since the total forcing is largely set by the sum of the IRF and the cloud adjustment, anti-correlation between these may reduce the correlation between the total forcing and the SW cloud feedback.

6 What Changed Between CMIP5 and CMIP6?

The relatively small number of fixed-SST simulations, especially in the CMIP5 archive, makes it difficult to uncover systematic differences between the two generations of models. Moreover, cloud adjustments remain poorly understood compared to cloud feedbacks, though it is known that they are driven by land-sea circulations and changes
Figure 6. Spatial maps of the net cloud adjustments in the ten CMIP6 models which ran fixed-SST simulations with the ISCCP simulator. The global-mean net cloud adjustment is given above each panel, and the models are ordered by the size of their adjustment. Values outside the colorbar range are shaded in gray. Note that in some cases the global-mean cloud adjustments differ from the values in Table 2, which are the average of the three methods used by Smith et al. [2020] to estimate cloud adjustments, whereas the values in this figure only come from the Zelinka et al. [2013] method.
in atmospheric stability, among other things. There is also a diverse range of cloud adjust-
ment patterns across the models, and comparing the cloud adjustments in the six modeling
centers which provided fixed-SST simulations in both CMIP5 and CMIP6 (CCCMA, IPSL
NCAR, MIROC, MOHC, MRI) shows that the patterns of cloud adjustments are more
similar for models from the same modeling center than for models from the same genera-
tion (compare relevant panels in Figures 5 and 6).

Changes in cloud adjustments are also not obviously connected to changes in cloud
feedbacks: $\lambda_{SW,cl}$ increased substantially in the two NCAR models (by +0.88Wm$^{-2}$/K)
and in the two MOHC models (by +0.69Wm$^{-2}$/K), increased to a lesser extent in the
MIROC and CCCma models (by +0.25Wm$^{-2}$/K and +0.07Wm$^{-2}$/K, respectively) and
decreased in the MRI and IPSL models (by -0.13Wm$^{-2}$/K and -0.47Wm$^{-2}$/K, respec-
tively), while the largest increase in cloud adjustment is seen between the two IPSL mod-
els (+0.52Wm$^{-2}$), then between the two MOHC models (+0.37 Wm$^{-2}$), between the MRI
models (+0.23 Wm$^{-2}$) and the NCAR models (+0.11 Wm$^{-2}$). The net cloud adjustment
decreased by -0.16Wm$^{-2}$ between the CCCMa models and by -0.25Wm$^{-2}$ between the
MIROC models (Figures 5 and 6). Hence changes in cloud adjustments cannot be pre-
dicted by changes in cloud feedbacks.

Nevertheless, we have worked with the available data to explore potential explana-
tions for the changes in behavior between the model generations. The first possibility we
investigated is that modifications to the land components of the models are responsible
for the changes between generations. We have also decomposed the net cloud adjustments
into contributions from different cloud types and used a cloud controlling factor analysis
to probe the causes of changes in low clouds. While neither analysis has shown conclu-
sively what changed between the model generations, these calculations have allowed us
to rule out certain possibilities and to identify key features of the changes between model
generations.

6.1 Changes in land models

Cloud adjustments are partly the result of circulations which arise due to differen-
tial warming of land surfaces and the ocean [assuming SSTs are kept fixed Andrews et al.,
2012; Zelinka et al., 2013]. Between CMIP5 and CMIP6, the land components of many
Figure 7.  a) Cloud adjustments in the aquaplanet CMIP6 simulations versus the SW cloud feedback. The blue line shows a linear least-squares regression. b) Cloud adjustments in the aquaplanet CMIP6 simulations versus the true cloud adjustments calculated from the fixed SST simulations. The blue line shows a linear least-squares regression. c) Land and ocean contributions to the cloud adjustments in the comprehensive simulations. CMIP5 models are denoted by the open blue circles and CMIP6 models by the red crosses. The diagonal black line shows the 1:1 line.
models were upgraded, which could drive changes in cloud adjustments between the genera-

tions.

We have investigated this possibility in two ways. First, we calculated the cloud ad-
justments in aquaplanet simulations with seven CMIP6 models which outputted ISCCP

data. These cloud adjustments are independent of land models, and can be compared with
the results of Ringer et al. [2014], who found an anti-correlation between the CRE adjust-
ments and the CRE responses in aquaplanet simulations with a subset of CMIP5 mod-
els. In CMIP6, the cloud adjustments are positively correlated with $\lambda_{SW,CL}$ in the aqua-
planet simulations ($r = 0.59$, Figure 7a), and these adjustments are also well correlated
with the cloud adjustments in the Earth-like simulations ($r = 0.81$, Figure 7b). Qin et al.
[2022] found a similar change in the sign of the relationship between the CRE responses
to CO$_2$ forcing and the CRE feedbacks in the CMIP5 and CMIP6 aquaplanet simulations
(see their Table 1).

Second, we decomposed the total cloud adjustments in the comprehensive model
simulations into contributions over land regions and over ocean regions (Figure 7c). There
are no systematic differences in the magnitudes of the cloud adjustments over land be-
tween the generations, though comparing the cloud adjustments in the six modeling cen-
ters which provided fixed-SST simulations in both CMIP5 and CMIP6 shows that the ad-
justment over ocean is always larger in CMIP6 than in the corresponding CMIP5 model.
The CMIP6 models cluster more closely to the 1:1 line than the CMIP5 models.

Together, these two lines of evidence strongly suggest that changes in land models
are not responsible for the differences in cloud adjustments between the model genera-
tions, which are instead likely driven by changes in atmospheric physics.

6.2 Contributions of different cloud types

To better understand the nature of the cloud adjustments, we decomposed the net
adjustments into the longwave and shortwave components (LW and SW, respectively; left
panels of Figure 8). The SW component is substantially larger than the LW component in
all of the models, with the exception of IPSL-CM5A-LR, suggesting that low and/or mid-
level clouds are primarily driving the adjustments. This is confirmed in the right panels of
Figure 8, in which the adjustments are decomposed into contributions from low clouds
(bottom two levels of the Zelinka et al. [2013] cloud kernels, 900-740hPa mid-points),
Figure 8. a) Decomposition of the total cloud adjustment into longwave (LW, blue) and shortwave (SW, orange) in the CMIP5 models. b) Decomposition of the SW cloud adjustment into contributions from low (green), mid-level (red) and high (purple) clouds in the CMIP5 models. c) Same as panel a) but for the CMIP6 models. d) Same as panel b) but for the CMIP6 models.
mid-level clouds (levels 3 and 4 of the cloud kernels, 620-500hPa mid-points) and high
clouds (375hPa mid-point and above). Mid-level clouds are responsible for most of the
intermodel differences in cloud adjustments, with smaller contributions from low clouds.
The high cloud contribution is generally weak, except for in the IPSL models, particularly
IPSL-CM5A-LR. We have not investigated why high clouds are so important for the ad-
justment in these models.

While it is difficult to further determine what causes intermodel variations in mid-
level cloud adjustments, we are able to provide some insight into the low cloud adjust-
ments. This is helpful because the three CMIP6 models with the highest ECS values in-
cluded here – CESM2, HadGEM3-GCM31-LL and the UKESM1-0-LL – have the three
largest low cloud adjustments. Cloud Controlling Factors (CCFs) can be used to investi-
gate how changes in governing meteorological conditions contribute to the large low cloud
adjustments in these models (Klein et al. [2018], see Supplemental Material for more de-
tails), and the residual between the true cloud adjustments and the CCF-derived adjust-
ments can be taken as an estimate of CO$_2$’s direct effect on low clouds. [As part of this
analysis we have calculated the low cloud adjustments following Scott et al. [2020], which
slightly modifies the Zelinka et al. [2013] method to remove the effects of mid- and high-
level cloud masking. These estimates of the adjustments are qualitatively similar to the
Zelinka et al.-derived estimates, but provide a more accurate estimate of the CO$_2$ direct
effect.]

Figure 9 compares the true cloud adjustments in all of the available models, the
CCF-derived low cloud adjustment estimates, and our estimates of the CO$_2$ direct effects.
Also shown are the contributions of changes in Estimated Inversion Strength (EIS) to the
CCF cloud adjustment. The complete CCF breakdown is shown in Supplemental Figure
S2.

In all of the models, the CCF analysis suggests the low cloud adjustment will be
negative (blue bars in panels a and b of Figure 9), and that this is largely driven by EIS
changes – since surface temperatures are fixed, radiative heating in the free troposphere
increases EIS, which in turn increases low cloud cover. Large CO$_2$ direct effect contribu-
tions counter the EIS component, leading to the generally positive low cloud adjustments
(red bars in panels a and b of Figure 9). The inferred low cloud reduction as a direct ef-
effect of increasing CO$_2$ is consistent with theory and large eddy simulations, establishing
Figure 9. a) Results of cloud controlling factor analysis for available CMIP5 data. Black bars show the “true” low cloud adjustments, calculated following Scott et al. [2020], blue bars show the CCF-derived cloud adjustments, orange bars show the EIS contribution to the CCF-derived cloud adjustments and red bars show the estimates CO₂ direct effect (difference between black and blue bars). b) Same as a) but for the available CMIP6 data. c) Differences between CMIP6 and CMIP5 models from the same modeling centers. The method for estimating the errorbars is described in the Appendix, and the error bars in panel c are calculated by adding the individual errors of two given models in quadrature.
confidence in our method for diagnosing its contribution to the overall low cloud adjust-
ment [Bretherton, 2015; Tan et al., 2017; Sherwood et al., 2020]. Increasing CO$_2$ reduces
cloud-top radiative cooling and hence the turbulent mixing within the boundary layer, re-
sulting in reduced stratiform cloudiness.

Comparing the results for the five modeling center which provided the required
data for both the CMIP5 and CMIP6 models (CCF kernels are not available for the IPSL-
CM5A-LR model) shows large variations in the intergenerational differences (Figure 9c).
For example, the two models with the largest increases in low cloud adjustment, CESM2
and HadGEM, achieve this in different ways. In CESM2 the sensitivity to EIS actually in-
creases – implying a more negative cloud adjustment – but this is countered by a much
stronger CO2 direct effect. In HadGEM3 the sensitivity to EIS decreases and the sensi-
tivity to CO2’s direct effect increases, both contributing approximately equally to the total
increase in the cloud adjustment.

7 Summary and Discussion

In this study, we have investigated the causes of the larger range of ECS values in
CMIP6 compared to CMIP5. This required clarifying the definition of the radiative forc-
ing: estimates of the forcing obtained by performing Gregory regressions for years 1-140
of abrupt-4XCO2 simulations are influenced by models’ long-term feedbacks and tend to
exhibit an apparent anti-correlation between the forcing and the SW cloud feedback. In-
stead, using more accurate estimates of the forcing derived from fixed-SST simulations,
we found that the cloud adjustment to the forcing and the SW cloud feedback are anti-
correlated in CMIP5, while in CMIP6 the relationship is weakly positive. In turn, the SW
cloud feedback and the forcing are negatively correlated in CMIP5 and weakly positively
correlated in CMIP6 (the cloud adjustment is anti-correlated with the IRF in CMIP6,
weakening the relationship between the forcing and the SW cloud feedback). The anti-
correlation in CMIP5 damps the high end of ECS, as a model with a strong positive cloud
feedback will have a smaller cloud adjustment and reduced forcing, whereas the CMIP6
models with strong cloud feedbacks and large cloud adjustments have high ECS values
over 5K.

We have been unable to identify a single factor responsible for the change between
the two model generations, though our analysis was limited by the small number of fixed
SST simulations available for probing cloud adjustments. By calculating the cloud adjustments for aquaplanet simulations with CMIP6 models, we have shown that differences in atmospheric physics, and not in the the representation of land processes, are likely responsible for the opposite behavior in the two model generations. Furthermore, the differences in cloud adjustments across models are primarily driven by low and, especially, mid-level clouds, with the exception of the IPSL models for which high clouds make a larger contribution. We have used a Cloud Controlling Factor analysis to investigate the low cloud adjustments, and found that a negative EIS and a positive contribution from the CO₂ direct effect are the largest two components of the overall low cloud adjustment. However, these two factors vary substantially across models and there are no clear trends between the model generations.

Many of the trends identified here are driven by a small number of models: CESM2, HadGEM3-GC31-LL and UKESM1-0-LL all have large, positive SW cloud feedbacks and cloud adjustments. Most of the other CMIP6 models with ECS values above 5K were originally derived from either the NCAR or MOHC models (e.g., E3SM and CIESM), as is UKESM1-0-LL. Knutti et al. [2013] has shown that models derived from the same original model can retain similarities for several generations, thus it may be that all the models originally derived from those two modeling centers experienced a change in the sign of the relationship between cloud adjustments and cloud feedbacks between CMIP5 and CMIP6, which expanded the range of ECS between the model generations. An important exception, which merits further study, is the CanESM5 model, which has an ECS above 5K, a moderate cloud adjustment, a relatively large total forcing and a relatively small net feedback that is largely driven by the LW cloud feedback, not the SW cloud feedback. In general, we believe that the results presented above argue for more simulations designed to probe the mechanisms of cloud adjustments and hence improve our understanding of what caused the greater range of ECS values in the CMIP6 generation of models.
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Introduction The supplementary material contains a description of the Cloud Controlling Factor analysis in test S1 and two figures. Figure S1 compares different methods of estimating radiative forcing in CMIP5 and CMIP6. Figure S2 breaks down the different components of the Cloud Controlling Factor analysis.
**Text S1. Cloud Controlling Factor Analysis** To investigate how changes in governing meteorological conditions contribute to low cloud adjustments, we perform a cloud controlling factor (CCF) analysis [e.g., Klein et al., 2018; Scott et al., 2020]. The basic assumption of a CCF analysis is that the change in some property of low clouds, for example the low cloud radiative effect, $R$, in response to a forcing ($\Delta$, taken here to be abrupt 4xCO2 forcing), can be represented as a first-order Taylor expansion in CCFs, $x_i$:

$$\Delta R = \sum_i \frac{\partial R}{\partial x_i} \Delta x_i. \quad (1)$$

Above, the partial derivatives are the sensitivity of $R$ to respective CCFs (i.e. meteorological cloud radiative kernels) and are assumed to be time-scale invariant. The $\Delta x_i$ terms are the change in the CCF fields due to the forcing. According to Klein et al. [2018], the six meteorological CCF fields with the biggest impact on low clouds are sea surface temperature (SST), estimated inversion strength (EIS), horizontal temperature advection (Tadv), 700 hPa pressure velocity ($\omega_{700}$), 700 hPa relative humidity (RH700), and wind speed (WS), with SST and EIS having considerably more influence than the others. Hence the change in low cloud radiative effect can be decomposed into a sum of six terms:

$$\Delta R = \frac{\partial R}{\partial SST} \Delta SST + \frac{\partial R}{\partial EIS} \Delta EIS + \frac{\partial R}{\partial Tadv} \Delta Tadv + \frac{\partial R}{\partial \omega_{700}} \Delta \omega_{700} + \frac{\partial R}{\partial RH700} \Delta RH700 + \frac{\partial R}{\partial WS} \Delta WS. \quad (2)$$

In this study, we focus on low cloud adjustments, so $\Delta SST=0$ and all other variables are taken from FixedSST experiments.
Meteorological Cloud Radiative Kernels

We use meteorological cloud radiative kernels ($\partial R/\partial x_i$) from Myers et al. [2021], as well as a new kernel for CESM2 that was not included in their analysis. These kernels were calculated from 20 (for CMIP5) or 50 years (for CMIP6) of a preindustrial control GCM simulation according to the method presented in Scott et al. [2020] and provide the GCM-simulated low cloud-induced change in TOA radiative flux per unit change in cloud-controlling factor $x_i$. Note that due to data limitations, the CESM2 meteorological cloud radiative kernel was calculated from 50 years of a historical simulation. These data are presented on a $5^\circ \times 5^\circ$ grid from $60^\circ$S-$60^\circ$N and have units of $\text{W m}^{-2} \text{d}x_i^{-1}$.

Meteorological Predictor Fields

We use monthly mean output from a control and an abrupt4xCO2 FixedSST experiment for CMIP5 (sstClim & sstClim4xCO2, respectively) and CMIP6 (piClim-control & piClim-4xCO2, respectively). We calculate $\Delta x_i$ by taking the thirty-year average difference between the abrupt forcing run and the control run.

$\omega_{700}$, RH700, and WS are standard GCM outputs. Following Scott et al. [2020], EIS can be calculated from monthly mean GCM outputs as:

$$EIS = LTS - \Gamma_m^{850}(Z_{700} - Z_{LCL}), \quad (3)$$

where LTS is lower-tropospheric stability (the difference in potential temperature between 700 hPa and the surface), $\Gamma_m^{850}$ is the moist-adiabatic lapse rate at 850 hPa, $Z_{700}$ is the height of the 700 hPa pressure level relative to the surface, and $Z_{LCL}$ is the height of the lifting condensation level relative to the surface.
Similarly, we follow Scott et al. [2020] to calculate $T_{adv}$ as:

$$T_{adv} = -\frac{U_{10}}{a \cos(\phi)} \frac{\partial SST}{\partial \lambda} - \frac{V_{10}}{a} \frac{\partial SST}{\partial \phi},$$

which uses a second-order centered finite-difference scheme where $U_{10}$ and $V_{10}$ are the zonal and meridional 10m wind components, $\phi$ is latitude, $\lambda$ is longitude, and $a$ is Earth’s mean radius.

Note that the NCAR model does not output 10m wind components. As a work-around, we follow Vimont et al. [2009] and Hwang and Chung [2021] who estimate the 10m wind vectors by taking the average of the 1000 hPa and 850 hPa level winds and multiply it by 80%. In addition, near-surface wind speed is not output by CCSM4. Unfortunately the monthly average surface wind speed, found by taking the average of surface wind speeds at each time step over the course of the month, is not the same as taking the magnitude of the monthly average surface wind vector. Because WS is not a major driver of cloud adjustment [e.g. Klein et al. [2018] and results from other models below], we set the $\Delta WS$ term to NaN in our CCSM4 calculations and proceed.

**Error Estimation**

We calculate 95% uncertainty based on Myers et al. [2021]. At each grid box, we give the 95% confidence interval as,

$$\frac{\partial R}{\partial x_i} \Delta x_i \pm t \sqrt{\Delta x_i^T C \Delta x_i} \frac{\sqrt{N_{nom}}}{N_{eff}} = \frac{\partial R}{\partial x_i} \Delta x_i \pm \delta.$$  

Above, $C$ is the covariance matrix of regression coefficients at each grid cell from Myers et al. [2021]’s meteorological radiative kernels, $\Delta x_i$ is a $7 \times 1$ vector of the six $\Delta x_i$ values.
and a one (note that we set the SST value to 0), and $N_{nom}/N_{eff}$ is the ratio of the nominal to effective number of monthly values. For $N_{nom}$, we note that Myers et al. [2021] used data from July 1983-December 2018 and for $N_{eff}$ we divide $N_{nom}$ by 5 following Myers et al. [2021]'s rule of thumb that “we find that one out of five points is independent temporally.” $t$ is the critical value of the Student’s $t$-test at the 95% significance level with $N_{eff} - 6$ degrees of freedom. Note that in Myers et al. [2021], they consider the critical $t$ value for $N_{eff} - 7$ degrees of freedom, but because we remove SST from our analysis we consider only six.

This gives us an uncertainty at each grid cell. We calculate the global mean (denoted by angular brackets) error for each model ($s$) as,

$$\langle \frac{\partial R}{\partial x_i} \Delta x_i \rangle \pm \sqrt{\frac{\sum_k (\delta_k w_k)^2}{(\sum_k w_k)^2}} \frac{N_{nom}^*}{N_{eff}^*} = \langle \frac{\partial R}{\partial x_i} \Delta x_i \rangle \pm s,$$

where $\delta_k$ is the uncertainty in the $k$-th grid box, $w_k$ is the cosine of $\phi$, and $N_{nom}^*/N_{eff}^*$ is the ratio of nominal to effective number of $5^\circ \times 5^\circ$ grid boxes, taken here to be 30 per Myers et al. [2021]'s rule of thumb: “around 1 out of 30 grid boxes is independent.”

Lastly, we take the global mean error for each model and calculate the multi-model mean error as,

$$s_{MMM} = \left( \frac{s_1^2 + \ldots + s_n^2}{n} \right)/n,$$

where $n$ is the number of models (in our case, six for CMIP5 and seven for CMIP6).
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Figure S1. Comparisons of different methods of estimating radiative forcing in CMIP5 and CMIP6. a) $F_{1-140}$ versus $F_{1-20}$ in CMIP5, b) $F_{1-140}$ versus $F_{fix}$ in CMIP5, c) $F_{1-20}$ versus $F_{fix}$ in CMIP5, d) $F_{1-140}$ versus $F_{1-20}$ in CMIP6, e) $F_{1-140}$ versus $F_{fix}$ in CMIP6, f) $F_{1-20}$ versus $F_{fix}$ in CMIP6. In all panels the Pearson correlation coefficient $r$ is shown in the upper left and the black lines show the 1:1 line. The text in brackets in panel f) gives the Pearson correlation coefficient when CNRM-ESM2.1 (the outlier with anomalously small $F_{1-20}$) is excluded from the correlation.
Figure S2. Results of the CCF analysis. The top panel show the global-mean values of the meteorological cloud radiative kernels for the CMIP5 and CMIP6 models (blue and red circles, respectively), which demonstrates how the sensitivity of the CRE $R$ to the meteorological controlling factors varies between the model generations. The middle panel shows the global-mean responses of the meteorological controlling factors to quadrupling of CO$_2$, in units of per standard deviation. The bottom panel shows the total change in CRE $\Delta R$ estimated from the CCF analysis ("Sum"), as well as the contributions from the individual CCF fields. The error bars show the multimodel mean error.