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Abstract

In situ measurements of ionospheric and thermospheric temperatures are experimentally challenging because orbiting spacecraft typically travel supersonically with respect to the cold gas and plasma. We present O2+ temperatures in Mars' ionosphere derived from data measured by the SupraThermal And Thermal Ion Composition (STATIC) instrument onboard the Mars Atmosphere and Volatile Evolution (MAVEN) spacecraft. We focus on data obtained during nine special orbit maneuvers known as Deep Dips, during which MAVEN lowered its periapsis altitude from the nominal 150 km to 120 km for one week in order to sample the ionospheric main peak and approach the homopause. We use two independent techniques to calculate ion temperatures from the measured energy and angular widths of the supersonic ram ion beam. After correcting for background and instrument response, we are able to measure ion temperatures as low as 100 K with associated uncertainties as low as 10%. It is theoretically expected that ion and electron temperatures will converge to the neutral temperature at altitudes below the exobase region (~180-200 km) due to strong collisional coupling; however, no evidence of the expected thermalization is observed. We have eliminated several possible explanations for the observed temperature difference between ions and neutrals, including Coulomb collisions with electrons, Joule heating, and heating caused by interactions with the spacecraft. Our current study leaves one plausible heating mechanism, the release of internal energy from O2+ that becomes vibrationally excited as a result of atmospheric chemistry, but future work is needed to assess its validity.
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Key Points:

• We present ionospheric O2+ temperatures down to 100 degrees K derived from MAVEN STATIC measurements from 120 to 300 km altitude.
• Ionospheric O2+ is warmer than the neutral gas more than 7 scale heights below the exobase, which requires an active source of ion heating.
• Elevated ion temperatures may result from the release of internal vibrational energy from O2+ ions that are excited by chemical reactions.
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Abstract

In situ measurements of ionospheric and thermospheric temperatures are experimentally challenging because orbiting spacecraft typically travel supersonically with respect to the cold gas and plasma. We present $O_2^+$ temperatures in Mars’ ionosphere derived from data measured by the SupraThermal And Thermal Ion Composition (STATIC) instrument onboard the Mars Atmosphere and Volatile EvolutioN (MAVEN) spacecraft. We focus on data obtained during nine special orbit maneuvers known as Deep Dips, during which MAVEN lowered its periapsis altitude from the nominal 150 km to 120 km for one week in order to sample the ionospheric main peak and approach the homopause. We use two independent techniques to calculate ion temperatures from the measured energy and angular widths of the supersonic ram ion beam. After correcting for background and instrument response, we are able to measure ion temperatures as low as 100° K with associated uncertainties as low as 10%. It is theoretically expected that ion and electron temperatures will converge to the neutral temperature at altitudes below the exobase region (~180-200 km) due to strong collisional coupling; however, no evidence of the expected thermalization is observed. We have eliminated several possible explanations for the observed temperature difference between ions and neutrals, including Coulomb collisions with electrons, Joule heating, and heating caused by interactions with the spacecraft. Our current study leaves one plausible heating mechanism, the release of internal energy from $O_2^+$ that becomes vibrationally excited as a result of atmospheric chemistry, but future work is needed to assess its validity.

1 Introduction

Ion temperature is an important parameter that influences the structure and evolution of atmospheres (Schunk & Nagy, 2009). Ion temperatures affect collision and chemical reaction rates, so precise knowledge of ion temperatures and the chemical processes operating in planetary atmospheres enables a more thorough understanding of composition and structure in the photochemical region (Fox, 2015). Ion temperatures also influence atmospheric dynamics and energetics. Specifically, hotter temperatures allow more ions to overcome gravity and reach altitudes above the exobase, where electromagnetic forces can accelerate ions to escape velocity. Understanding how ions are supplied to the exosphere is important for a complete description of ion escape during the present epoch (Chassefière & Leblanc, 2004), and can illuminate how ion loss might have varied un-
der different conditions at earlier times. At Mars, ion escape to space is believed to be one of the major mechanisms through which the once Earth-like (i.e. 0.1-1 bar) atmosphere was lost (Ergun et al., 2016; Jakosky et al., 2018), and escape of hot O through the dissociative recombination of O$_2^+$ dominates atmospheric loss in the present epoch (Ergun et al., 2016). Measurements of ion temperature are necessary in order to investigate the poorly understood supply of planetary ions to the exosphere, their acceleration to higher altitudes, and the critical role that ion temperature is likely to have played in the climate evolution of the planet.

At Mars, ion temperature measurements thus far have been limited. The first measurements were made by retarding potential analyzers (RPAs) during the descents of the two Viking landers in 1976 (Hanson et al., 1977). These measurements relied on least-squares fits of overlapping signals, and are sensitive to assumptions made about the relative abundances of different ions. Additionally, RPAs are sensitive to total current, and thus only provide a 1-D measurement. Subsequent measurements of 3-D ion temperature moments were provided by the ASPERA-3 instrument onboard Mars Express (Barabash et al., 2006). ASPERA-3 measurements are limited to altitudes above 300 km, too high to sample the cold ionospheric populations observed by Viking and in a regime where the spacecraft speed is usually smaller than the ions’ thermal speed, meaning that accurate temperatures are straightforward to calculate. Measuring colder ion temperatures at lower altitudes, where spacecraft velocities are larger, is more complex and requires careful consideration of instrumental effects.

The basic structure of Mars’ dayside ionosphere is well understood. Comprehensive reviews of the dayside ionosphere are available in Schunk and Nagy (2009), Withers (2009), and Haider et al. (2011). The dayside ionosphere is primarily a result of ionization and dissociation of atmospheric CO$_2$ by sunlight. The CO$_2^+$ is quickly converted to O$_2^+$ through chemical reactions, making O$_2^+$ the dominant ion. Since the ionosphere is dominated by a single species, the variation of ion density with altitude and solar zenith angle (SZA) is well-described by a Chapman function at low altitudes, with the ionospheric peak typically occurring near altitudes of 120 km at the sub-solar point and increasing to $\sim$180 km near the terminator (Fallows et al., 2015a, 2015b; Ergun et al., 2015; González-Galindo et al., 2021). On the nightside, major sources of plasma include electron impact ionization and transport from the dayside (Fox et al., 1993; Lillis et al., 2011;
Fowler et al., 2015; Girazian et al., 2017; Adams et al., 2018), which is a function of ion temperature.

The vast majority of investigations of ion temperatures at Mars have relied on models which attempt to reproduce the two Viking descent profiles. Some of the first models created after the Viking missions (e.g. Chen et al., 1978; Fox & Dalgarno, 1979; Rohrbaugh et al., 1979) used Viking measurements as inputs to investigate the composition and structure of the ionosphere; Rohrbaugh et al. (1979) showed that accounting for the heat released during atmospheric chemical reactions was important for reproducing Viking profiles. Since Viking, many new types of models have been developed and used to study the Mars system. While each model includes different physics, many of the underlying assumptions are the same. Below the exobase (∼170-200 km), where the mean free path of a particle is shorter than its scale height, theory suggests that high collision rates will force ions, neutrals, and electrons to equilibrate. Most models (e.g. Andersson et al., 2010; C. Dong et al., 2014; Matta et al., 2014; Bougher et al., 2015; Ma et al., 2019) assume that ion, neutral, and electron temperatures quickly converge below the exobase region. At higher altitudes, the ion temperature is either estimated from the neutral and electron temperatures (e.g. C. Dong et al., 2014; Bougher et al., 2015), or calculated from kinetic or fluid approximations, often including some heat source from above the ionosphere (e.g. plasma waves) to improve agreement with Viking observations (e.g. Andersson et al., 2010; Matta et al., 2014; Ma et al., 2019).

In this paper, we present the first measurements of thermal ion temperatures at Mars since the Viking RPAs. The Mars Atmosphere and Volatile EvolutioN (MAVEN) spacecraft has been in a 75° inclination elliptical orbit, with a typical periapsis altitude of ∼150 km, since late 2014 (Jakosky et al., 2015). Orbit precession allows periapsis to sample all local times and latitudes from 75° S to 75° N. To date, the orbit has made seven revolutions in local time over a span of 3.3 Mars years. During nine one-week periods called Deep Dips (DDs), MAVEN lowered its periapsis to ∼120 km, which approaches the top of the well-mixed lower atmosphere and samples the ionospheric main peak. In this study, we have used data collected by the SupraThermal And Thermal Ion Composition (STATIC) instrument to calculate O$_2^+$ temperatures for more than 150 MAVEN orbits spanning DDs 5-9. These new ion temperature measurements provide important new constraints on ionospheric chemistry and structure.
2 Methods

The STATIC instrument is a toroidal top-hat electrostatic analyzer with electrostatic deflectors and a time-of-flight analyzer (McFadden et al., 2015), located at the end of a 2-m boom on MAVEN’s Articulated Payload Platform. Ions within a selected energy band pass through the analyzer and enter the time-of-flight section. By sweeping the analyzer and deflector voltages in a 4-second cycle, STATIC measures ions with energies ranging from 0.1 eV to 30 keV over a 360°x90° field of view with mass resolution capable of distinguishing the main ionospheric and escaping species: CO$_2^+$, O$_2^+$, O$^+$, and H$^+$. To increase its dynamic range, STATIC is equipped with both a mechanical attenuator, which reduces ram fluxes by a factor of 100, and an electrostatic attenuator, which reduces fluxes by a factor of 10 across the entire field of view. Each attenuator can be activated independently. The five-dimensional (time, energy, azimuthal angle, polar angle, and mass) distribution functions are summed and possibly downsampled over one or more of the five dimensions, creating lower-resolution data products to reduce the amount of data that must be stored and transmitted to Earth.

We use two different data products, “c6” and “c8,” to make two independent calculations of O$^+$ temperatures for each measured distribution. The c6 data product is summed over both angles to produce a distribution with 32 energy channels and 64 mass channels. We refer to the measurement based on the c6 data product, which calculates temperature based on ion velocity along the ram direction (Figure 1), as the “energy beamwidth.” The c8 data product is summed over mass and instrument azimuth to produce a distribution of 32 energies and 16 deflection angles. At low altitudes, the ionosphere is dominated by a single species (O$^+_2$) and the instrument is oriented such that the deflection angle is orthogonal to the ram direction. This allows for a measurement of temperature based on velocity perpendicular to the ram direction, using the electrostatic deflectors. The temperature measurement based on c8 data is referred to as the “angular beamwidth.” Background subtraction is performed separately for each data product and will be described in detail in a forthcoming publication.

Both temperature measurement methods rely on the assumption that the measured distribution is beam-like, i.e., the spacecraft travels supersonically so that thermal velocities are much less than the ram velocity (Figure 1). Plasma temperature is usually calculated by integrating the second moment of a measured velocity distribution func-
This schematic illustrates how STATIC measures the temperature of a cold ion beam while traveling supersonically. In the frame of the instrument, which has a spacecraft potential of $V_{sc}$, ions with charge $q$ enter from the ram direction with energy $E_{ram} = \frac{1}{2}m v_{ram}^2 - qV_{sc}$. The variance of the velocity distribution function around the ram velocity provides a measurement of the temperature. Deviations in the velocity component parallel (perpendicular) to the ram direction are measured using the energy (angular) beamwidth from the c6 (c8) data product.

$$T = \frac{1}{n} \int m(\vec{v} - \vec{v}_{bulk})^2 f(v, \theta, \phi) v^2 \sin \theta dv d\theta d\phi$$  \hspace{1cm} (1)$$

where $m$ is the ion mass, $\vec{v}$ is the total ion velocity, and $\vec{v}_{bulk}$ is the bulk flow velocity in the spacecraft frame. Equation 1 works well if ion thermal velocities are greater than the spacecraft velocity because ions can enter the analyzer from any part of the field of view. However, for a spacecraft traveling much faster than the ion thermal velocity, as is the case for MAVEN periapsis passes, accurate determination of the ion temperature is more difficult. In this scenario, ions enter the analyzer as a beam centered on the single anode which faces into the ram direction. Integrating the measured distribution function over the instrument field of view will yield an inaccurate result which is limited by the anode resolution. If the instrument is oriented as depicted in Figure 1, the temperature can still be accurately determined by calculating the variance of the distribution as a function of velocity parallel or perpendicular to the instrument. For omnidirectional c6 data, a beam is defined as a distribution in which 75% of the counts are measured in a certain number of energy bins surrounding the bin with the most counts after back-
ground subtraction, with the number of bins used depending on the instrument’s energy and angular resolution.

**Figure 2.** Panel a: c6 energy spectrogram for O$_2^+$ during one periapsis pass. Energy flux has units of eV/cm$^2$/s/steradian/eV. Panel b: c8 deflector angle distribution. Panel c: Measured O$_2^+$ energy (angular) beamwidth temperatures in red (blue), and associated statistical uncertainties in orange (green). Panel d: Final O$_2^+$ temperature in black and analyzer corrections for the energy and angular beamwidths in pink and purple. Discontinuities in $T_{AC}$ correspond to changes in mode and attenuator state, which impact instrument resolution. SZA and altitude are indicated at the bottom of the plot. Panel e: A c6 distribution function, not corrected for spacecraft motion. The blue line is not fitted to the data, but represents an ideal Maxwell-Boltzmann distribution with the same temperature and bulk velocity as the measured distribution. The peak of the measured distribution function is used as a scaling factor. The ideal Maxwellian is downsampled by averaging over each STATIC energy bin to produce the gray points. Panel f: A c8 distribution function. The blue and gray Maxwellians are produced using the same process as panel e. The magnitudes of the distribution functions differ due to assumptions made about the angular coverage of the distribution for c6 data.
An example of STATIC c6 and c8 data collected during a periapsis pass during a Deep Dip is shown in Figure 2a,b. Gaps in the energy flux in Figure 2a,b occur when the geometric factor changes during a measurement due to a change in mode or attenuator state. There are more data gaps in the c8 data due to a quirk of the onboard Data Processing Unit. If the measured velocity distribution function is Maxwellian, the variance $\sigma^2$ of the measured distribution is related to the temperature:

$$\sigma^2 = \int (\vec{v} - \vec{v}_{\text{bulk}})^2 f(\vec{v}) d\vec{v} = \frac{k_B(T_{\text{ion}} + T_{\text{AC}})}{m}$$

(2)

where $k_B$ is Boltzmann’s constant; $T_{\text{ion}}$ is the temperature of the measured ion distribution; $T_{\text{AC}}$ is an analyzer correction due to a combination of instrumental effects; and $\vec{v}$ is the velocity parallel (perpendicular) to the ram direction for the energy (angular) beamwidth, corrected for spacecraft potential. The analyzer correction is calculated and subtracted for each measured distribution through a process described in Section 2.1.

The energy and angular beamwidth temperatures generally agree very well through periapsis (Figure 2c). Differences can result from the presence of a significant suprathermal population, changes in spacecraft potential during a measurement, a change in beam velocity due to a change in winds (generally negligible) during a measurement, errors in the corrections for non-ideal analyzer response, errors in background subtraction, and statistical fluctuations. The uncertainties associated with each measurement method are shown in Figure 2d. Once the temperature has been calculated, the assumption of a Maxwell-Boltzmann distribution can be verified. Near periapsis, ion distributions are well-characterized by the Maxwell-Boltzmann distribution (Figure 2e,f).

An algorithm was developed to (1) determine if each temperature calculation is likely to be valid and (2) select the most reliable of the two values (energy or angular beamwidth). Measurements can be invalidated if the count rate is too low; if $T_{\text{AC}} > 2T_{\text{ion}}$; if the spacecraft potential is unknown or is $<-3.5$ V; or if the peak of the distribution lies outside the field of view. The measurement with the smallest $T_{\text{AC}}$, usually the energy beamwidth, is considered to be most reliable. In regions where the algorithm might switch back and forth between data products, potentially introducing false temperature fluctuations into the profiles, a second round of processing forces the algorithm to choose one method. Secondary processing is necessary on orbits where both calculations require large corrections, such as orbits with highly negative spacecraft potential. For the majority of MAVEN periapsis passes, including the Deep Dip passes described here, the errors described here are small and do not significantly impact the results.
2.1 Removal of systematic errors

Before the temperature is calculated, the data are first corrected for an instrument effect known as “ion suppression.” As different parts of the sensor are exposed to different fluxes of atomic oxygen at different altitudes and solar zenith angles, internal analyzer surfaces experience small changes in surface potential (contact potential or work function) due to chemical changes from exposure. These non-uniform changes have resulted in a time-varying detuning of the electrostatic analyzer. However, the effect of this detuning, other than reducing analyzer sensitivity (i.e. height of the distribution function), has an almost negligible impact on measured temperature (i.e. width of the distribution function). We include it primarily to rule out its influence on our measurements. By August 2015, sensitivity returned to a level that allowed reliable corrections for the sensitivity reduction to be applied for energies > 3 eV. We only use data collected after September 2015 in this analysis.

The analyzer correction $T_{AC}$ is calculated independently for the energy and angle beamwidths and consists of 2 empirically derived terms: (1) $T_{\text{response}}$, a correction for the finite energy and angular resolution of the instrument and (2) $T_{\text{scatter}}$, a scattering term which is activated when the $O^+_2$ ram energy (after passing through the spacecraft potential) is $> 4$ eV. We will now explain the origin and form of each term in $T_{AC}$.

The analyzer response term corrects for the broadening introduced by the instrument’s finite energy and angular resolution. Even if STATIC sampled a perfectly monoenergetic beam, the beam would appear to have some finite width. Additional broadening is introduced by the onboard averaging described in Section 2. For any electrostatic analyzer with a high-voltage power supply, any ripple in the power supply will also introduce broadening, although this effect has not been observed for STATIC. Each of these effects can be removed using a term of the form:

$$T_{\text{response}} = \frac{\Delta E}{E} E_c$$

in which $T_{\text{response}}$ is given in eV, $\Delta E/E$ is the empirically determined analyzer response, and $E_c$ is the characteristic energy obtained by dividing the beam’s energy flux by its flux. This form results from the analyzer having an energy acceptance $\Delta E$ which is proportional to $E$, and from the use of a logarithmic energy sweep. In addition, because both the beam and analyzer response are roughly gaussian, the convolution of analyzer response with the beam is the convolution of two gaussians. Since the width of the convolution
Table 1. STATIC Analyzer Correction Constants

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Energy Value</th>
<th>Angular Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{scatter}}$</td>
<td>4.0</td>
<td>4.0</td>
</tr>
<tr>
<td>$\Delta E_{\text{scatter}}$</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$S_1$</td>
<td>0.0065</td>
<td>0.0025</td>
</tr>
<tr>
<td>$S_2$</td>
<td>0.8</td>
<td>0.8</td>
</tr>
</tbody>
</table>

of two gaussians is the sum of their individual widths, the finite contribution to $\sigma^2$ from instrumental broadening can just be subtracted off.

A scattering term was included in $T_{AC}$ because energy dependent ion backscattering is observed by STATIC. At periapsis, ions that are scattered off the entrance aperture posts are sometimes detected entering the analyzer from the anti-ram direction. These ions are not observed when the spacecraft potential is near zero and the $O_2^+$ ram energy is $\sim$3 eV. However, for spacecraft potentials $<-1$ V and $O_2^+$ ram energies $>4$ eV, these backscattered ions are observed with increasing relative flux with ion energy. These backscattered ions are eliminated in our temperature analysis. However, the same scattering processes are expected to happen on surfaces internal to the analyzer, resulting in an effective energy broadening. This energy broadening from scattering was first detected through changes in measured temperature associated with an observational procedure that caused spacecraft potential to change by 2 V on adjacent orbits. A search of the literature did not reveal any theory or measurements that describe scattering of low energy ions off surfaces (most low energy ions charge exchange to become neutrals). We therefore developed an empirical formula that corrects for the observed scattering. Broadening due to internal scattering can be removed using a correction of the form:

$$T_{\text{scatter}} = S_1E_c \left( \frac{(E_{\text{scatter}} + \Delta E_{\text{scatter}})}{E_{\text{scatter}}} < \frac{(E_c - E_{\text{scatter}})}{E_{\text{scatter}}} > 0 \right)^{S_2}$$

(4)

in which $E_{\text{scatter}}$ is the lowest energy at which scattering is observed and $E_{\text{scatter}} + \Delta E_{\text{scatter}}$ is the energy at which the broadening due to scattering stops increasing. The values of $E_{\text{scatter}}$, $\Delta E_{\text{scatter}}$, $S_1$, and $S_2$ must be determined empirically, and they differ for the energy and angular beamwidths. These values are provided in Table 1. Note that this term is zero for Deep Dip orbits, where the spacecraft potential is close to zero.
The forms and constants used for each term in $T_{AC}$ were verified independently of one another. The procedures used to validate each correction will be described in Section 2.3.

The last known source of systematic error is variation in the spacecraft potential during the STATIC measurement of a cold ion beam. According to Liouville’s theorem, the distribution function is corrected for spacecraft potential by simply adding the spacecraft potential to the measured ion energy, shifting the distribution function to lower energies for negative spacecraft potentials. The current-voltage (I-V) sweeps conducted by MAVEN’s Langmuir Probe and Waves (LPW) (Ergun et al., 2015) experiment can cause the spacecraft potential to change significantly (by tenths of a Volt) during the portion of STATIC’s energy sweep when the ion beam is measured. The time resolution of LPW data is high enough that the spacecraft potential can be calculated separately during each STATIC energy step. Without this correction, ions are shifted by the wrong spacecraft potential, which significantly alters the shape of the distribution function.

2.2 Sources of uncertainty

Sources of uncertainty in STATIC ion temperature measurements include random error from statistical fluctuations, uncertainty in the spacecraft potential, and unidentified systematic errors, which are expected to be negligible. We have employed a set of rigorous processes to identify, correct, and validate sources of uncertainty in derived ion temperatures, which are described in detail in Section 2.3. Our validation techniques suggest that uncertainties are small and derived ion temperatures are accurate.

The uncertainty introduced into each measurement by statistical fluctuations is plotted in Figure 2c. Poisson theory states that the uncertainty in the number of counts in a bin is given by the square root of the number of counts, $N$, which is assumed to be known exactly. However, for measurements obtained by spacecraft, $N$ is measured only once and is subject to statistical fluctuations. Taking the statistical uncertainty to be the square root of $N_{\text{measured}}$ can therefore over- or underestimate the uncertainty in the temperature by as much as 35%, with larger effects for smaller values of $N$. To ensure accurate calculation of the statistical uncertainty, we simulate repeated measurements of each distribution with random noise added, until $N$ for the bin with the most counts changes...
by <1% between iterations. The statistical uncertainty is then propagated in the usual way.

We examined the results of artificially changing the measured spacecraft potential on the temperature measurements. The analyzer response correction $T_{\text{response}}$, which corrects for the different resolution of the instrument at different energies, causes the final measured temperature to shift linearly when the spacecraft potential is artificially changed.

### 2.3 Validation

Although no external dataset exists that covers all the conditions sampled by STATIC, the large volume of data collected by STATIC makes validation possible. The most compelling evidence that all systematic errors have been removed from STATIC data is the agreement between the two independent measurements of the $\text{O}^+_2$ temperature. The energy and angular beamwidths generally agree within 10% (Fig. 2c), and any significant discrepancies between them can often be explained on a case-by-case basis.

The terms in the temperature correction $T_{\text{AC}}$ are calculated independently using empirical methods and ground calibrations. These corrections have been validated via investigation of hundreds of orbits spanning a range of conditions that are known to influence $T_{\text{AC}}$, including spacecraft orientation, instrument mode, attenuator state, and solar zenith angle. These orbits also sampled many different geographic locations, Mars seasons, and solar conditions in order to verify that accurate, continuous temperature profiles are produced regardless of environmental conditions. We will now describe how each term in $T_{\text{AC}}$ was independently verified.

The analyzer response term $T_{\text{response}}$ varies with instrument mode and attenuator state. STATIC’s energy and deflector sweeps sample different energy and angular ranges depending on instrument mode, but the 4-second sweep time is constant. The energy and angular resolutions are therefore different in different modes and require different corrections. Additionally, the energy-angle response differs if ions can enter across the entire field of view, or are restricted to the edges by the attenuators. The form and constants used to calculate $T_{\text{response}}$ were determined from analyzer design simulations and ground calibrations (McFadden et al., 2015), and then slightly adjusted to eliminate discontinuities in temperature profiles which coincide with changes in instrument mode and attenuator state.
The analyzer response correction was also verified using a simulation. Maxwellian distribution functions of known temperature, density, and drift velocity were generated and sampled using a simulated version of STATIC. We used the empirically derived analyzer response functions to introduce instrument broadening, measured the temperature as described above, then applied the analyzer broadening correction $T_{\text{response}}$. A random number generator was used to account for the effects of statistical fluctuations. The simulation was repeated for all combinations of activation states of the mechanical and electrostatic attenuators; the results when both attenuators are engaged, which is the case during dayside periapsis passes such as the pass shown in Figure 2, are shown in Figure 3. Above 100 °K, the analyzer broadening is successfully corrected. Residual errors average around 5% for ion temperatures of 100 °K and grow significantly for colder temperatures. Measurements of corrected temperature below 60 °K, where the corrected temperature levels off in Figure 3b, are removed from the dataset.

Figure 3. $\text{O}_2^+$ energy beamwidth temperatures, (a) raw and (b) corrected for analyzer response, as a function of the temperature $T_{\text{in}}$ of a simulated Maxwellian distribution measured with a simulated STATIC. Color indicates the density of the simulated distribution function. The effects of ion suppression and scattering are not included in the simulation. Ion suppression does not affect the temperature measurement; $T_{\text{scatter}}$ is zero during the passes analyzed in this work.

The scattering term $T_{\text{scatter}}$ is a function of spacecraft potential, which can be intentionally varied by flying the spacecraft in different orientations. Since large (i.e. order-of-magnitude) changes in temperatures below the exobase region are not expected between adjacent orbits, corrections based on the spacecraft potential can be tested by vary-
ing the attitude of the spacecraft on adjacent orbits and comparing the measured temperature profiles. Specifically, the spacecraft is oriented so that ram flow impacts the solar panels edge-on ("Fly-Y") or face-on ("Fly-Z"). In Fly-Y, the ram ion current is collected by the side of the spacecraft bus facing the flow and by the "gull-wing" outer segment of the leading solar panel with its conducting back face at an 80° angle to the flow.

In this configuration, the total ion current is somewhat less than the electron current, so the spacecraft charges a few Volts negative to repel some of the electrons and achieve zero net current. However, in Fly-Z, the broad faces of the backs of the solar panels collect enough ion current to cancel the electron current, so the spacecraft potential is close to zero. A representative value for spacecraft potential at periapsis in Fly-Z is -0.12 V, while the spacecraft potential ranges from -1 to -4 V in Fly-Y. We have conducted six "Alternating Fly-Y Fly-Z Campaigns" of 11-15 orbits each in order to verify the scattering correction. MAVEN is always oriented in Fly-Z during Deep Dips.

![Median O^+_2 temperature profiles measured by STATIC during DDs 6 and 8 compared to the Viking RPA ion temperatures. Shaded regions indicate upper and lower quartiles for each 10-km altitude bin.](image)

**Figure 4.** Median O^+_2 temperature profiles measured by STATIC during DDs 6 and 8 compared to the Viking RPA ion temperatures. Shaded regions indicate upper and lower quartiles for each 10-km altitude bin.

Finally, we can compare profiles measured by STATIC to the profiles measured by the Viking RPAs (Fig 4). Viking 1 landed at 16:00 local time, near the Northern sum-
mer solstice with a solar longitude $L_S = 97^\circ$ and Viking 2 landed at 10:00, $L_S = 117^\circ$. MAVEN’s orbital configuration is closest to the Viking lander trajectories during DD 8 for which periapsis occurred at 14:00 and $L_S = 76^\circ$. At altitudes above the exobase, agreement between STATIC and both Vikings is good. At lower altitudes, both Vikings measured substantially colder temperatures than STATIC observed during DD 8. The difference in Viking profiles and DD 8 profiles cannot be explained by solar activity: we estimate solar Lyman-alpha fluxes at Mars of $2.2 \times 10^{-3} \text{ W/m}^2$ and $2.4 \times 10^{-3} \text{ W/m}^2$ for Viking 1 and 2, and $2.2 \times 10^{-3} \text{ W/m}^2$ for DD 8. Values of composite solar Lyman-alpha fluxes were taken from the LASP Interactive Solar Irradiance Datacenter and extrapolated to Mars using the method described in Thiemann et al. (2017). It is important to note that at different local times, STATIC can and does observe temperatures as cold as those measured by the Viking landers. The median temperature profile measured during DD 6, which occurred at 01:00 and $L_S = 194^\circ$, is included in Figure 4 to illustrate the large variety of temperatures measured by STATIC at different locations.

The measurements and discussion presented here indicate that the corrections needed to calculate ion temperatures from STATIC data are well understood.

### 3 Results

Median $\text{O}_2^+$ temperature profiles measured during DDs 5-9, each of which occurred at different local times, are plotted in Figure 5, with upper and lower quartiles indicated by the shaded regions. Temperature measurements are binned by CO$_2$ density measured by the Neutral Gas and Ion Mass Spectrometer (NGIMS) (Mahaffy et al., 2015). The largest differences between Deep Dip profiles are likely due to the different solar zenith angles during each Deep Dip. The ephemeris data for each analyzed Deep Dip was taken in part from Stone et al. (2018) and is shown in Table 2.

We find that dayside profiles are warmer than nightside profiles below the exobase region ($\sim$170-200 km). At periapsis, the median temperature at 14:00 was $255 \pm 21$ °K, compared to $162 \pm 17$ °K at 01:00. Dusk temperatures are warmer than dawn temperatures, which are of similar magnitude to temperatures at midnight.

Below the exobase region, $\text{O}_2^+$ temperature measurements for subsequent orbits for which local solar time, latitude, and solar irradiation are similar are highly repeatable. Nightside temperatures are more variable than on the dayside. Higher variability on the
Table 2. MAVEN Deep Dip Periapsis Ephemeris Data

<table>
<thead>
<tr>
<th>DD</th>
<th>Orbits</th>
<th>Latitude</th>
<th>SZA (°)</th>
<th>Local Time (h)</th>
<th>L_S (°)</th>
<th>Crustal Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3285–3327</td>
<td>33.2°N</td>
<td>95</td>
<td>5.2</td>
<td>166.9</td>
<td>No</td>
</tr>
<tr>
<td>6</td>
<td>3551–3586</td>
<td>2.9°S</td>
<td>140</td>
<td>0.7</td>
<td>194.4</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>5574–5620</td>
<td>63.6°N</td>
<td>88</td>
<td>20.3</td>
<td>49.4</td>
<td>No</td>
</tr>
<tr>
<td>8</td>
<td>5909–5950</td>
<td>18.9°S</td>
<td>25</td>
<td>13.7</td>
<td>76.3</td>
<td>No</td>
</tr>
<tr>
<td>9</td>
<td>6935–6973</td>
<td>47.8°S</td>
<td>16</td>
<td>11.9</td>
<td>165.8</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Figure 5. Median O$_2^+$ temperature profiles measured by STATIC during the inbound orbit segments of each orbit during DDs 5, 6, 7, 8, and 9, then binned by CO$_2$ density measured by NGIMS. Shaded regions indicate upper and lower quartiles.

nightside is expected due to the patchy nature of electron impact ionization, which is a significant source of nightside ionospheric plasma.

Above the exobase, acceleration and heating by electromagnetic forces and waves on some orbits lead to a wider range of observed O$_2^+$ temperatures at all local times. A future study will investigate the ion heating processes operating near the exobase. Some differences in DD profiles may be driven by variations in solar flux due to changing sea-
sons; an extensive discussion of the solar EUV flux measurements during DDs can be found in Stone et al. (2018).

Interpretation of ion temperatures measured above the exobase must be handled carefully. As stated, both the angular and energy beamwidth methods assume the presence of a dominant Maxwellian core to the distribution. Above the exobase, electromagnetic forces and precipitating pickup ions can lead to the development of a suprathermal tail on the ion distribution, invalidating our assumption of a perfect Maxwellian. While the temperature calculated using our method still accurately characterizes the Maxwellian portion of the distribution, the core temperature does not accurately describe the suprathermal portion of the distribution, which may contain a significant amount of energy compared to the cold core. Temperatures calculated using the second moment (Equation 1) will always be higher than the core temperatures derived from the energy and angular beamwidths.

Figures 6 and 7 show temperature profiles for $O_2^+$, Ar, and electrons measured during MAVEN DDs 5-8. The Ar temperature is measured by MAVEN NGIMS using a scale-height method based on the work of Cui et al. (2009) and described by Stone et al. (2018). Though Ar is not the dominant neutral species, all neutral species have been measured to have the same temperature throughout this altitude regime, and since Ar is a noble gas, its temperature is less sensitive to instrumental effects than the CO$_2$ temperature (Stone et al., 2018). The electron temperature is measured by the Langmuir Probe and Waves experiment, also onboard MAVEN, and recalibrated as described by Ergun et al. (2021).

All temperature profiles plotted in Figures 5, 6, and 7 were derived from data collected only on inbound orbit segments for two reasons. First, Ar temperatures are not available on the outbound orbit segment due to increased levels of background in NGIMS, as discussed by Stone et al. (2018). Additionally, temperatures for all populations depend on SZA, so using only measurements from the inbound orbit segment eliminates some of the variability caused by changing SZA.

Most interestingly, we find that temperature differences between ions, neutrals, and electrons persist down to the lowest altitudes sampled by MAVEN. Dayside ions are significantly hotter than the neutral atmosphere at all altitudes, while nightside ion temperatures approach neutral temperatures below the exobase, but are even hotter than
Figure 6. Median temperature profiles as a function of altitude for O$_2^+$, Ar, and electrons collected during (a) Deep Dip 8 at 14:00 local time, (b) Deep Deep 6 at 01:00, (c) Deep Dip 5 at 05:00, and (d) Deep Dip 7 at 20:00. O$_2^+$ temperatures from STATIC are shown in black, neutral Ar temperatures measured by MAVEN NGIMS are shown in blue, and electron temperatures from MAVEN LPW are shown in red. Shaded regions represent upper and lower quartiles. Solar zenith angles at the top and bottom of the profiles, which vary by 16° at most, are indicated on the plots. Exobase altitudes indicate where the ion scale height exceeds the mean free path between ion-neutral collisions.

dayside ions at high altitudes. Median periapsis O$_2^+$ temperatures are at least 15 °K higher than median Ar temperatures at all local times. At the highest CO$_2$ densities during DD 8, the median O$_2^+$ temperature is 255 ± 21 °K, while the median neutral temperature is 125 °K and the median electron temperature is 294 °K. On the nightside, during DD 6, the ion and neutral temperatures drop to 162 ± 17 °K and 100 °K, while the electron temperature rises to 742 °K. High temperatures in the morning (DD 5) may be associated with the morning overshoot, which was observed in ions at Earth (Redmon et al.,
Figure 7. Median temperature profiles as a function of CO$_2$ density for O$_2^+$, Ar, and electrons collected during (a) Deep Dip 8 at 14:00 local time, (b) Deep Deep 6 at 01:00, (c) Deep Dip 5 at 05:00, and (d) Deep Dip 7 at 20:00. O$_2^+$ temperatures from STATIC are shown in black, neutral Ar temperatures measured by MAVEN NGIMS are shown in blue, and electron temperatures from MAVEN’s Langmuir probe are shown in red. Shaded regions represent upper and lower quartiles. Solar zenith angles at the top and bottom of the profiles, which vary by 16° at most, are indicated on the plots. Exobase altitudes indicate where the ion scale height exceeds the mean free path between ion-neutral collisions.

2012) and has been seen in electrons at Mars (Pilinski et al., 2019). The sustained temperature differences between populations, which are significant compared to the uncertainties, suggest that a fundamental piece of physics is missing from existing models of the Mars ionosphere, which assume that ion, neutral, and electron temperatures converge quickly below the exobase.

At higher altitudes, where neutral densities drop below 10$^8$/cc, nightside ion temperatures can approach and even exceed the electron temperature, reaching 1000s of °K, while dayside temperatures remain well below 1000 °K. At all local times, ion temperatures are hundreds of degrees higher than neutral temperatures for neutral densities lower
than $10^8$/cc. The convergence of ion and electron temperatures at higher altitudes is expected as the plasma transitions from collisional to magnetized (Schunk & Nagy, 2009). Discrepancies between median ion and electron temperatures at high altitudes are likely to result from the exclusion of suprathermal ions.

4 Discussion

Here we investigate the steps of ion production and thermalization in an attempt to identify processes that could energize ions at a sufficient rate to maintain the observed temperature difference between ions and neutrals. We begin with photoionization, which produces radicals that participate in a network of chemical reactions. The even larger discrepancy between electron and neutral temperatures is discussed in detail by Ergun et al. 2021b, submitted. We then consider Coulomb collisions with electrons, energy transport by ions, Joule heating, and interactions with electromagnetic waves, crustal magnetic fields, or the spacecraft itself. In order to quantitatively compare the different processes, we have used a 1-D fluid model of the Mars ionosphere coupled to a kinetic suprathermal electron transport model as described by Matta et al. (2014) to calculate ion heating and cooling rates and the energy contribution due to thermal conductivity. Median ion, neutral, and electron density and temperature profiles from each Deep Dip were used as model inputs; the input temperature profiles are shown in Figure 6 and the input density profiles are shown in Figure 8. The simulation results are plotted in Figure 9. The ion heating rate represents the energy gained through Coulomb collisions with electrons, and the cooling rate represents the energy lost through ballistic collisions with neutrals.

4.1 Photoionization

The first step in the formation of ionospheric O$_2^+$ is the photoionization of CO$_2$, which is rapidly converted to O$_2^+$ via atmospheric chemistry. During photoionization, the majority of the energy in excess of the ionization potential is carried away by the much lighter electron, while the energy delivered to the ion is usually assumed to be negligible.

The photoelectron spectrum near the peak of the Martian ionosphere has peaks between 21 and 24 eV and at 27 eV (Fox & Dalgarno, 1979). During the production of a 27 eV photoelectron from a CO$_2$ gas at 125 °K, momentum conservation requires that
Figure 8. Median density profiles as a function of altitude for O$_2^+$, CO$_2$, and electrons collected during (a) Deep Dip 8 at 14:00 local time, (b) Deep Deep 6 at 01:00, (c) Deep Dip 5 at 05:00, and (d) Deep Dip 7 at 20:00. O$_2^+$ densities from STATIC are shown in black, neutral CO$_2$ densities measured by MAVEN NGIMS are shown in blue, and electron densities from MAVEN LPW are shown in red. Differences in O$_2^+$ and electron densities are due to the presence of additional ion species in addition to instrumental errors that may be corrected during the ongoing calibration of STATIC density measurements. These differences do not significantly affect model output.

The CO$_2^+$ ion gain a velocity that is lower than the electron’s velocity by a factor of $10^{-5}$, corresponding to $\sim 3$ K of heating. Photoionization cannot provide the energy required to sustain the observed temperature difference between O$_2^+$ and neutral species.
Figure 9. Modeled heating and cooling rates for O$_2^+$ during DDs 5-8 assuming a single SZA as indicated on each plot. The log of each rate in °K/s is plotted on the x-axis, where negative rates indicate cooling and positive rates indicate heating. Cooling rates below 1° K/s, which would result in a negative log, were excluded from the dataset.

4.2 Atmospheric chemistry

After photoionization, the CO$_2^+$ that is produced near the ionospheric peak is quickly converted into O$_2^+$ via a network of reactions:

\[ CO_2^+ + O \rightarrow CO + O_2^+ + 1.33 \text{ eV} \] (5)
\[ CO_2^+ + O \rightarrow CO_2 + O^+ + 0.13 \text{ eV} \] (6)
\[ CO_2 + O^+ \rightarrow CO + O_2^+ + 1.2 \text{ eV} \] (7)

No measurements of the branching ratios, which describe the fraction of the products that are produced in each excitation state, exist for these reactions, so in order to estimate a chemical heating rate, we assume that half of the energy released increases the temperature by increasing the translational velocity of the products. The other half of
the released energy excites rotational and vibrational states of the products. If the energy is distributed according to the mass ratio of the products, the O$_2^+$ receives slightly less than half of the released energy. In total, the newly produced O$_2^+$ ion gains a translational kinetic energy of $\sim$0.3 eV, which will be transferred to the neutral population via ballistic collisions. If O$_2^+$ ions are produced faster than they can transfer this excess energy away via collisions, then the O$_2^+$ ions can maintain a higher temperature than the neutrals.

The chemical heating rate in Figure 9 is derived using O$_2^+$ production rates and electron density profiles plotted in Figures 3 and 5 of Mayyasi and Mendillo (2015) and assumes that ions gain 0.3 eV per reaction. On the dayside, translational kinetic energy deposited into the O$_2^+$ by atmospheric chemistry is not sufficient to balance the energy lost to collisions with neutrals. On the nightside, the smoothed model input ion temperatures decrease with altitude between about 80 km and 110 km, then start increasing, causing thermal conductivity to dominate over collisional cooling at the lowest altitudes. The chemical heating rate drops to zero because of the lack of photoionization. Chemical heating apparently cannot explain the observed temperature differences.

While translational kinetic energy might be insufficient to explain the warmer ion temperatures, the release of internal energy may provide the required heat. O$_2^+$ has 6 vibrational states with excitation energies less than the kinetic energy released in (5) (Fox, 1985). If the O$_2^+$ is created with a temperature of 0.3 eV as described, then Boltzmann statistics suggest that a significant fraction of O$_2^+$ will be created in a vibrationally excited state. If this vibrational energy can be released, then chemical heating could still explain the hotter ion temperature. The mechanism by which this internal energy is released is unclear. The O$_2^+$ may collide superelastically with CO$_2$, releasing the vibrational energy as translational energy that gets delivered to both the O$_2^+$ and the CO$_2$. After gaining kinetic energy from a superelastic collision, an O$_2^+$ could transfer this energy to the rest of the O$_2^+$ distribution via Coulomb collisions.

This description of chemical heating relies on the assumptions that a significant fraction of O$_2^+$ is created in a vibrationally excited state, and that this internal energy is somehow released in a way that favors O$_2^+$. The much lower densities of ions compared to neutrals could explain why only ions appear to be heated by this effect. We can use
the total cooling rate plotted in Figure 9 to estimate what fraction $\eta_{\text{superelastic}}$ of $O_2^+$-CO$_2$ collisions need to be superelastic in order to explain the ion heating:

$$-L_{in} = \nu_{in} E_{\text{vib}} \eta_{\text{superelastic}} \epsilon_{ii}$$

(8)

in which $L_{in}$ is the cooling rate, $\nu_{in}$ is the ion-neutral collision rate given by Matta et al. (2014), $E_{\text{vib}}$ is the vibrational energy released in the collision, and $\epsilon_{ii}$ is the efficiency of transferring the released energy to other ions. We assume that the $O_2^+$ is in the first vibrationally excited state and the energy transfer is 100% efficient. We find that only a few percent of collisions near the dayside main peak need to release internal energy to provide the needed heat. Fox (1985, 1986) estimated that a few percent of the $O_2^+$ distribution would be vibrationally excited below the exobase for Venus and Earth. If the same is true at Mars, then it is possible that atmospheric chemistry provides the heat necessary to maintain a temperature difference between ions and neutrals. However, the exact mechanism by which this energy is shared amongst the ions remains unclear.

### 4.3 Coulomb collisions with electrons

Ions can be preferentially heated by Coulomb collisions with thermal electrons if electrons deposit energy into ions faster than the ions transfer energy into neutrals via ballistic collisions. However, the heating rate due to Coulomb collisions is orders of magnitude lower than the estimated cooling rates due to ballistic collisions or thermal conduction (Figure 9).

In addition to thermal electrons, photoelectrons may be important to the ionospheric energy balance. We investigated whether collisions with photoelectrons, which have much higher energies than the thermal electron population, could preferentially heat the ions. Schunk and Hays (1971) state that the transfer rate of energy from photoelectrons to ions is negligible. This can be explained by a small collision cross-section. Expressions for the energy loss of a test particle in a plasma (e.g. Itikawa & Aono, 1966) depend on the ratio of the velocities of the test particle and ambient particles, with the largest cross-section occurring when the ratio is of order unity. Because photoelectrons travel much faster than thermal ions, the cross-section is very small and the energy transfer is inefficient.
4.4 Energy transport by ions

We used the Matta et al. (2014) model to investigate whether adiabatic expansion or ion advection, which can transport heat vertically, could explain the observed ion temperatures. By setting the transport terms equal to the cooling rate, it is possible to derive plasma velocity profiles as a function of altitude. However, the resulting ion velocity profiles required to maintain the observed ion temperatures are nonphysical, approaching the speed of light near the ionospheric main peak.

4.5 Joule heating

In the terrestrial ionosphere, electric fields accelerate ions but not neutrals, resulting in a net flow with respect to the neutrals that creates drag and heats the ions. Schunk and Nagy (2009) provide expressions to calculate ion temperatures as a function of neutral temperature and the electric and magnetic field vectors. In order to explain the temperature difference of $\sim 130 \degree K$ observed at the highest CO$_2$ densities during DD 8, we find that a bulk differential velocity of hundreds of meters per second is required, corresponding to an electric field on the order of mV/m.

At Earth, changes in the global magnetic field can create powerful ionospheric electric fields. No clear candidate exists for an electric field to drive strong differential ion flows at Mars, which lacks a global magnetic field. The ambipolar electric field created by the electron pressure gradient has been estimated at the order of $\mu$V/m based on MAVEN measurements in the ionosphere (Xu et al., 2018; Akbari et al., 2019). Model predictions indicate that the fields induced by the interaction with the solar wind are similarly insufficient in magnitude; Y. Dong et al. (2019) showed that the $-\vec{i} \times \vec{B}$ force will be of similar magnitude to the ambipolar field in the ionosphere, while the $\vec{J} \times \vec{B}/ne$ force will be much weaker. None of these electric fields is strong enough for Joule heating to explain the temperature difference.

4.6 Localized interactions with crustal magnetic fields or electromagnetic waves

While Mars lacks a global magnetic field, portions of its crust are strongly magnetized, and magnetic fields in the upper atmosphere can reach thousands of nanoTeslas in magnitude (Acuña et al., 1999). Crustal fields are mainly concentrated in the South-
ern hemisphere, meaning that ionospheric plasma could be heated in certain geographic locations with strong crustal magnetic fields. In strong field regions, $O_2^+$ becomes magnetized and flows along magnetic field lines, meaning that neutral winds blowing across field lines can set up relative motion between ions and neutrals. If this were the case, then temperatures measured near crustal fields should be warmer and more variable than temperatures measured away from crustal fields. In Figure 5, we compare temperature profiles measured during DDs 8 and 9, which occurred at similar local times. The periapsis of DD 9 was located in the Southern hemisphere near the strong crustal field regions, while DD 8 was in the Northern hemisphere. We see no evidence of significantly warmer, more variable ion temperatures near crustal fields.

Electromagnetic waves have been shown as a viable heat source for ionospheric plasma by both models (Andersson et al., 2010) and MAVEN data (Fowler et al., 2017). However, all evidence to date suggests that electromagnetic waves damp and deposit their energy to the ionospheric constituents well above the exobase region, and are an unlikely sustained heating source at the ionospheric peak.

### 4.7 In situ heating by particles reflected off the spacecraft

The difficulties in measuring in situ plasma parameters due to the interaction of spacecraft with ambient plasma have been under study for decades (DeForest, 1972; Whipple, 1981; Hastings, 1995). These issues range from the relatively simple acceleration of plasma by a charged surface, to the generation of a complex cloud of plasma surrounding the spacecraft and interacting with the environment. MAVEN’s orbital velocity is about 4 km/s at periapsis, too slow to result in impact ionization of CO$_2$; however, it is possible that particles reflect off the spacecraft, travel back upstream and heat the ions that STATIC then measures.

The reflected ion heating rate should depend on spacecraft attitude: a larger surface area in the ram direction would reflect more particles and lead to more heating. As described in Section 2.3, we have investigated the effect of spacecraft attitude on temperature profiles during MAVEN’s nominal science orbit, with periapsis at 150 km. We find no systematic difference in temperatures measured in different spacecraft orientations in the nominal orbit. It is possible that the effect only becomes significant at Deep Dip altitudes.
Figure 10. Median temperature discrepancy between ions and neutrals vs ion density. Considering all four DDs, the temperature discrepancy is not a function of ion density, which would be expected if the discrepancy were caused by reflected ion heating.

In addition to spacecraft attitude, the reflected ion heating rate is expected to be a function of ion density because larger temperature discrepancies were observed in the denser dayside ionosphere than on the nightside. In Figure 10, we have binned values of the difference between ion and neutral median temperatures by median ion density, which varies with the different Deep Dips. The local minimum observed in the discrepancy profiles is expected because the neutral temperature decreases at the highest CO\textsubscript{2} densities. While the temperature discrepancy and ion density are generally anti-correlated, the discrepancy does not appear to be a function of ion density when all the Deep Dips are considered together. Heating of ionospheric plasma by particles reflected off the spacecraft is therefore unlikely to explain the temperature discrepancy.

4.8 Unidentified instrumental errors

It is possible, but unlikely that the measured discrepancy is due to an uncorrected instrumental effect or a systematic error introduced during data calibration. NGIMS temperatures are measured to be generally in agreement with temperatures measured by the
MAVEN accelerometer experiment (Zurek et al., 2015) and other measurements by accelerometers, landers, and remote sensing investigations (Stone et al., 2018). While no comparable dataset exists to validate STATIC data, extensive steps have been taken by the team to identify instrumental effects that could impact ion temperatures, as described in Section 2.3. The value of $T_{AC}$ can be adjusted to remove discrepancies between ion and neutral temperatures on any given orbit; however, applying these adjusted calibrations to other orbits produces results that are obviously incorrect, including negative temperatures. It is not possible to systematically correct the ion temperature with a single fixed algorithm to remove discrepancies with neutral temperatures on a by-orbit basis.

5 Summary and Conclusion

We have used two independent methods to calculate thermal ion temperatures at Mars for the first time since the Viking lander descents in 1976. We find that dayside profiles show little variability below the exobase region; above the exobase, electromagnetic forces and wave heating cause temperatures to vary from orbit to orbit. On the nightside, variability is more common at all altitudes due to the patchy nature of the nightside ionosphere. Our future work will use the methods described here to calculate ion temperatures for over 10,000 MAVEN orbits spanning wide ranges of latitude, local time, Mars season, and solar conditions.

Analysis of STATIC data show that ion temperatures are enhanced over neutral temperatures by typically dozens of °K at periapsis, a difference that is statistically significant. Our rigorous methods for validating STATIC ion temperatures through simulations and observational procedures provide us with confidence that the derived ion temperatures are correct. Subsequent analysis has eliminated several possible mechanisms that may cause this temperature difference, including photoionization, Coulomb collisions with electrons, Joule heating, energy transport by ions, heating by plasma waves or crustal fields, and heating by ions reflected off the spacecraft. Our current study leaves one plausible mechanism that could provide a heating rate to balance the expected cooling due to ion-neutral ballistic collisions, although future work is needed to confirm the viability of the mechanism. If a significant fraction of $O_2^+$ is created in a vibrationally excited state, and later releases that energy to the rest of the $O_2^+$ distribution as described in Section 4.2, then energy released during atmospheric chemical reactions is a viable heat source to explain the temperature discrepancy. Measurements of the branching ratios
for the network of chemical reactions that form O$_2^+$ are needed to confirm that vibrationally excited O$_2^+$ exists at all altitudes sampled by MAVEN. Further, it remains unclear how the vibrational energy carried by a fraction of the O$_2^+$ distribution could be converted to translational kinetic energy and shared with the rest of the distribution.

The unexpected enhancement of ion temperatures over neutral temperatures in Mars’ lower ionosphere reveals a gap in our understanding of thermalization in planetary ionospheres. The authors are not aware of any simultaneous in situ measurements of ion, neutral, and electron temperatures in the terrestrial ionosphere. A mission to measure these quantities in the terrestrial ionosphere is a logical next step in addressing the questions raised by this study.
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