Long-term global ocean heat content change driven by sub-polar surface heat fluxes

Taimoor Sohail\textsuperscript{1}, Damien B Irving\textsuperscript{1}, Jan David Zika\textsuperscript{1}, Ryan M Holmes\textsuperscript{1}, and John Alexander Church\textsuperscript{2}

\textsuperscript{1}University of New South Wales  \\
\textsuperscript{2}Centre for Australian Weather and Climate Research

November 23, 2022

Abstract

The ocean has absorbed approximately 90\% of the accumulated heat in the climate system since 1970. As global warming accelerates, understanding ocean heat content changes and tracing these to surface heat input is becoming increasingly important. We introduce a novel tracer-percentile framework in which we organise the ocean into temperature percentiles from warmest to coldest, allowing us to trace changes in ocean temperature to changes in air-sea heat fluxes and mixing. Applying this framework to observations and historical CMIP6 simulations, we find that 40\% of heat uptake between 1970 and 2014 occurs in the warmest 10\% ocean volume. However, the coolest 90\% ocean volume outcrops over 23\% of the ocean’s surface area, implying a disproportionately large heat input per unit area. Additionally, a cold bias in the CMIP6 models is traced to inaccurate sea surface temperatures and surface heat fluxes into the warmest 5 – 20\% ocean volume.
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Abstract

The ocean has absorbed approximately 90% of the accumulated heat in the climate system since 1970. As global warming accelerates, understanding ocean heat content changes and tracing these to surface heat input is becoming increasingly important. We introduce a novel tracer-percentile framework in which we organise the ocean into temperature percentiles from warmest to coldest, allowing us to trace changes in ocean temperature to changes in air-sea heat fluxes and mixing. Applying this framework to observations and historical CMIP6 simulations, we find that 40% of heat uptake between 1970 and 2014 occurs in the warmest 10% ocean volume. However, the coolest 90% ocean volume outcrops over 23% of the ocean’s surface area, implying a disproportionately large heat input per unit area. Additionally, a cold bias in the CMIP6 models is traced to inaccurate sea surface temperatures and surface heat fluxes into the warmest 5 – 20% ocean volume.

Plain Language Summary

The ocean has absorbed approximately 90% of the heat that has built up in the climate system since 1970. Understanding the processes which drive this uptake of heat by the ocean is critical to climate projections. Typically, this has required the use of climate and ocean models, which must be validated with ocean observations. To enable this, we introduce a new method, the tracer-percentile framework, which allows us to directly use observations to understand the processes dictating heat uptake by the ocean. Using climate models (collectively called CMIP6) and ocean observations, we calculate the heat input at the surface and heat stored in the ocean has increased between 1970 and 2014, with 60% of the increase in heat uptake happening over about a quarter of the ocean’s surface, which connects to 90% of the world’s ocean volume. We also identify inaccuracies in the CMIP6 models and trace these problems to the way the surface properties of the ocean (or surface heat input) are represented.

1 Introduction

The global ocean has absorbed approximately 90% of the excess heat in the climate system since 1970 [Schuckmann et al., 2020], impacting global sea level rise [Domingues et al., 2008; Church and White, 2011; Gregory et al., 2013], surface air temperature [Watanabe et al., 2013] and extreme weather [Lin et al., 2013]. As the radiative imbalance of the planet is so difficult to measure directly, knowledge of global ocean heat content (OHC) changes resulting from ocean heat uptake is critical for monitoring climate change. Heat enters the ocean at the surface and is subsequently advected and diffused in the ocean [Gregory, 2000; Kuhlbrodt et al., 2015; Liang et al., 2015; Cummins et al., 2016]. Past research has thus articulated a fixed-depth framework, which quantifies changes in global OHC at a given depth as a balance between surface fluxes and vertical advection and diffusion. Analysing ocean circulation and heat transport in fixed-depth coordinates has yielded a number of insights. Prior work has established that mean downward heat transport is balanced by along-isopycnal upward eddy fluxes, particularly in the Southern Ocean [Gregory, 2000; Gnanadesikan et al., 2005; Wolfe et al., 2008; Morrison et al., 2013; Kuhlbrodt et al., 2015]. In addition, Zika et al. [2013] found that downward heat transport in the meridional overturning circulation is driven by a combination of salinification in the subtropics and wind-driven Ekman pumping in the Southern Ocean.

While the fixed-depth framework provides a useful way of analysing heat transport, it can be challenging to quantify observed OHC, as this requires knowledge of the velocity field [something that is only possible with models (e.g., Wolfe et al. [2008]; Kuhlbrodt et al., 2015)].
et al. [2015]) and reanalysis products (e.g., Liang et al. [2015, 2017]). Importantly, the vertical heat budget is impacted by adiabatic processes, internal variability and heave, meaning that adiabatic redistribution of existing heat impacts trends in OHC at fixed depth. Therefore, there remains scope to develop a framework which quantifies how much observed heat is added to the climate system at a given location.

Numerous studies have moved towards analysing ocean circulation and heat transport in a water mass-based reference frame [Walin, 1982; Groeskamp et al., 2019]. Recently this framework has been used to understand climate change [Zika et al., 2015] and climate variability [Evans et al., 2017]. Holmes et al. [2019] formalised a heat budget in fixed-temperature coordinates, termed the diathermal heat transport framework. By analysing heat transport across a given isotherm, adiabatic processes, internal variability and heave are excluded. In the resulting temperature-based framework, heat content tendencies are tracked to changes in diabatic transport processes - air-sea fluxes and mixing [Holmes et al., 2019]. The temperature-based framework allows us to link the temperature at which heat enters the ocean to the temperature classes which exhibit OHC changes. Diathermal fluxes may also be calculated purely from observed in-situ temperature and surface flux data (with the mixing term calculated by residual).

The temperature-based framework addresses the challenges posed by the fixed-depth framework, but also presents its own complications. For instance, isotherms shift as the ocean warms such that the characteristic isotherms of a given region move to a different region, making partitioning between the tropics, sub-tropics and sub-polar oceans difficult. We introduce a novel diagnostic which defines OHC changes at temperature percentiles, ordered from warmest to coldest. The new tracer-percentile framework allows us to quantify observed changes in OHC and trace them to changes in surface heat fluxes and mixing using a coarse-resolution hydrographic observational dataset. The tracer-percentile framework also enables a direct evaluation of model biases and attribution of biases to surface fluxes or mixing. In a uniformly warming ocean, the tracer-percentile framework avoids issues associated with shifting isotherms. In addition, organising the ocean by volume means that OHC changes can be translated into changes in the temperature of the surface that bounds a given volume percentile, allowing a comparison with changes in the globally-averaged temperature at fixed depth.

In section 2, we define the heat budget in terms of the tracer-percentile framework. In section 3, we summarise the data sources used in the analysis. In section 4, we detail the key results of the study, and in section 5 we summarise this work and discuss important implications.

2 Theory

2.1 The tracer-percentile framework

In the fixed-depth framework, the variable of interest is $H(z, t)$, the total OHC above a given depth $z$ (equivalent to the volume-integral of the temperature multiplied by the reference density $\rho_0$ and specific heat capacity of seawater $C_p$, in the Boussinesq case). The fixed-depth framework, on the other hand, considers the total OHC above a given isotherm $\mathcal{H}(\Theta^*, t)$ where the corresponding volume is denoted $\mathcal{V}(\Theta^*, t)$ [Palmer and Haines, 2009; Holmes et al., 2019]:

\begin{equation}
\mathcal{V}(\Theta^*, t) = \iiint_{\Theta(x,y,z,t) > \Theta^*} dx dy dz;
\end{equation}

\begin{equation}
\mathcal{H}(\Theta^*, t) = \rho_0 C_p \int_0^{\mathcal{V}(\Theta^*, t)} \Theta(x,y,z,t) d\mathcal{V},
\end{equation}
where $\Theta$ is the three-dimensional temperature field and $\Theta^*$ is the binning temperature over which the integration occurs.
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Figure 1. Illustration of the change in bounding temperature of a fixed volume in a warming ocean. Left: Cumulative distribution of volume as a function of temperature, ordered from hot to cold, at times $t_0$ (black) and $t_1$ (red), where $t_1 > t_0$. Right: Zonally-averaged representation of the volume $V_0$ and the bounding temperature $\Theta_0(V_0, t_0)$ (black) and $\Theta_1(V_0, t_1)$ (red).

The cumulative distribution function (CDF) of volume $V(\Theta, t)$ in temperature coordinates (organised from warmest to coldest) is illustrated in figure 1 at times $t_0$ and $t_1$ (where the ocean is assumed to warm uniformly for illustrative purposes). As the ocean warms, assuming the thermal expansion of sea water negligibly modifies the total volume of the ocean, the CDF moves along the temperature axis while remaining fixed in the cumulative volume axis. Hence, at a fixed temperature the volume increases, and at a fixed volume the bounding temperature increases. In the tracer-percentile framework, we invert the volume equation in (1) to get the bounding tracer (in this case temperature) $\Theta^V(V, t)$ of a given volume $V(\Theta, t)$:

$$V(\Theta^*, t) \iff \Theta^V(V, t),$$

(2)

The temperature-percentile is $p(\Theta^*, t) = 100 \times V(\Theta^*, t)/V_T$, where $V_T$ is the total volume of the ocean. Note that we ignore the negligible changes in the total volume of the ocean with time. OHC in temperature percentiles is therefore expressed as:

$$\mathcal{H}(p, t) = 0.01 V_T \rho_C \int_0^p \Theta^p(p, t) dp,$$

(3)

where $\Theta^p(p, t)$ is equivalent to $\Theta^V(V, t)$ at a given temperature-percentile.

### 2.2 Ocean heat content tendency

The OHC tendency in temperature percentiles, $\partial \mathcal{H}(p, t)/\partial t$, may be related to specific diabatic heat transport processes, providing insight into the drivers of OHC changes. To formulate the OHC tendency budget in temperature percentiles, we begin by looking at the diathermal heat transport budget introduced by Holmes et al. [2019] for the fixed-temperature framework.

In the fixed-temperature framework, the total heat content tendency $\partial \mathcal{H}(\Theta, t)/\partial t$ is a consequence of changes in the surface forcing $F$, mixing $M$ and diathermal heat ad-
vection $G \Theta \rho_0 C_p$. The diabatic across-isotherm volume flux $G \Theta \rho_0 C_p$ is itself a consequence of surface forcing and mixing. It is also dependent upon an arbitrary choice of reference temperature $\Theta_{ref}$. Palmer and Haines [2009] and Holmes et al. [2019] sought to exclude the reference temperature-dependent diathermal advection term from the heat budget, Palmer and Haines [2009] by setting reference temperature as the mean temperature of the volume bounded by an isotherm, and Holmes et al. [2019] by combining the heat and volume budgets into a budget for internal heat content that is independent of the reference temperature. The internal heat content tendency in Holmes et al. [2019] is directly related to changes in surface fluxes and mixing,

$$\frac{\partial H_t}{\partial t}(\Theta, t) = \rho_0 C_p \int_{\Theta}^{\infty} \frac{\partial V}{\partial t}(\Theta, t) d\Theta = F(\Theta, t) + M(\Theta, t),$$

(4)

where $F(\Theta, t)$ is the surface heat flux into the volume $V(\Theta, t)$, including the component associated with surface volume fluxes (see Holmes et al. [2019]). $M(\Theta, t)$ is the heat transport across the $\Theta$ isotherm due to mixing.

OHC change in the fixed-temperature framework results in changes in the volume distribution of temperature classes (i.e., $dV/dt$ or equivalently $dp/dt$). OHC change in the temperature percentiles results in changes in the temperature of the isotherms that bound a given volume percentile of the ocean (i.e., $d\Theta^p/dt$). The heat content in the temperature percentiles in equation (3) may thus be related to the OHC in the fixed-temperature framework in equation (1) using the slope of the cumulative volume distribution of the ocean in fixed-temperature coordinates (figure 1):

$$\frac{\partial \Theta^p}{\partial t} = \frac{\partial p}{\partial t} \left( \frac{\partial \Theta^p}{\partial p} \right).$$

(5)

This transformation between fixed-temperature and temperature-percentile co-ordinates allows us to map between the internal heat content tendency in Holmes et al. [2019] and the equivalent heat content tendency in the tracer-percentile framework. Combining equations (4) and (5), we obtain the OHC tendency in temperature percentiles:

$$\frac{\partial H}{\partial t}(p, t) = 0.01 V_T \rho_0 C_p \int_{0}^{p} \frac{\partial \Theta^p}{\partial t}(p, t) dp = F(p, t) + M(p, t).$$

(6)

Equation (6) shows that in temperature percentiles the total heat content tendency is, like the internal heat content tendency in the fixed-temperature framework [equation (4)], unaffected by the across-isotherm heat transport associated with across-isotherm volume transport, as this term is by definition zero. Rather, changes in the global heat content can be directly attributed to diabatic surface fluxes $F(p, t)$ and mixing $M(p, t)$.

3 Data

3.1 Observations

We use a hybrid observational dataset which combines observations of monthly-averaged, in-situ temperature from two optimally-interpolated gridded datasets:

1. A temperature field developed by Cheng and Zhu [2016] with temperature casts sourced from the World Ocean Database, hereafter referred to as the Institute of Atmospheric Physics (IAP) dataset, and
2. A temperature field from the UK Met Office Hadley Centre Enhanced Ocean Data Assimilation and Climate prediction (ENACT) version 4 (EN4, subversion EN.4.2.1,
with Gouretski and Reseghetti [2010] corrections, see Good et al. [2013] for more details).

The IAP dataset is formulated to reduce sampling errors which arise due to scarce observations prior to the introduction of the Argo program. This is accomplished by combining observed temperature casts with the error covariance matrix from an ensemble of CMIP5 models [Cheng and Zhu, 2016; Cheng et al., 2017]. The IAP data is only available for the top 2000m of the ocean, so we fill the deep ocean with temperature data from EN4. Our hybrid dataset extends from January 1970 to December 2014, and has a 1° × 1° horizontal grid with 53 vertical levels. We convert in-situ temperature in observations to conservative temperature as it is proportional to potential enthalpy [McDougall, 2003; Graham and McDougall, 2013]. Monthly-averaged variables are binned in temperature space and time-averaged to yield annual means. Tendency terms are subsequently calculated as the linear trend of a given volume percentile between 1970 and 2014. Marginal seas, namely, the Mediterranean, Red, Baltic, and Black Seas, and the Persian Gulf and Hudson Bay, are excluded from the analysis. Reference density is assumed to be ρ₀ = 1035 kgm⁻³ and the specific heat C_p = 4000 Jkg⁻¹K⁻¹.

Uncertainty in the observations is estimated by repeating the analysis 1000 times with temperatures perturbed in a random normal distribution based on standard error estimates from the IAP dataset. Note that the uncertainty obtained from this method is smaller than the standard error of the linear fit used to obtain tendencies. Standard error is not estimated below 1000m in EN4 [Good et al., 2013]. Therefore, in this analysis, uncertainty is represented by the standard error of the linear regression of the relevant terms. Note that the auto-correlation coefficient of the OHC tendency is above 0.95 for a time lag of 1 year at all volume percentiles, so the standard error from the linear regression may be thought of as a measure of how subsampling different years which have largely independent data might affect our analysis.

### 3.2 Models

Temperature and surface fluxes in thirty climate models that form part of the Climate Model Intercomparison Project phase 6 [CMIP6; Eyring et al., 2016] are analysed (see Table S1). We focus on the historical experiment, which branches from the pre-industrial control (piControl) experiment and covers the time period 1850–2014. The historical runs include all natural and anthropogenic forcing. The difference between conservative and potential temperature is negligible, so we use the more widely-reported potential temperature in the CMIP6 calculations. We use monthly-averaged data from the 1970–2014 period and mask the Mediterranean, Red, Baltic, and Black Seas, and the Persian Gulf and Hudson Bay prior to analysis. Model drift is removed in all variables of interest in order to avoid contamination of any forced trends and to ensure closure of the global ocean heat budget [Irving et al., 2020, see supplementary information]. The models used in this study archive valid monthly timescale potential temperature data, thetao, grid cell volume, volcello, and surface flux data, hfds for both the historical and piControl experiments. As with the observations, the monthly-averaged surface fluxes, grid cell volume and temperature are binned into temperature co-ordinates and time-averaged to yield annual means. The surface flux tendency \( \mathcal{F}(\Theta^*, t) \) is calculated as the time-derivative of the time-integrated annual mean surface flux difference between the historical and pre-industrial control experiments. More details of this procedure are provided in the supplementary information. The binned diagnostics are then interpolated from fixed-temperature coordinates to temperature percentiles. The slope of the linear regression of the binned variables thetao and volcello in temperature percentiles provides an estimate of \( \partial P / \partial t \) for the models. Details of the individual model members that make up the suite of CMIP6 models analysed are provided in the supplementary information. In the analysis of CMIP6 models, the reference density is \( \rho_0 = 1035 \text{ kgm}^{-3} \), and the specific heat is \( C_p = 4000 \text{ Jkg}^{-1}\text{K}^{-1} \),
To complement our analysis of the standard CMIP6 diagnostics, we assesses a range of additional outputs from the ACCESS-CM2 historical and piControl simulations which are not archived as part of CMIP6 [Bi et al., 2020]. The standard surface heat flux diagnostic reported for CMIP6 ($h_{f,ds}$) does not account for the redistribution of shortwave radiation into the ocean interior (which is absorbed at a temperature different to the SST). To evaluate the impact of this missing process on our results, as well as the role of specific mixing processes, we use precise ocean heat budget tendency diagnostics from the ACCESS-CM2 simulations. These tendency diagnostics are binned into fixed-temperature coordinates using the monthly-averaged temperature distribution.

4 Results

We quantify the integrated heat content tendency $\partial H(p, t)/\partial t$ in the observations and CMIP6 models, the integrated surface flux tendency $F$ in the CMIP6 models, and the inferred mixing tendency $M$ in figure 2. The mixing in figure 2c is the residual between figures 2a and 2b (with the exception of the ACCESS-CM2 diagnostic term in purple), and includes any errors associated with binning, the neglect of shortwave penetration and time-averaging. By construction, the integrated curves in figure 2a, b and c are 0 at $p = 0\%$.

**Figure 2.** The a) heat content tendency $\partial H(p, t)/\partial t$, b) surface heat flux trends $F$, and c) inferred mixing changes $M$ integrated from hot to cold (i.e., values at $p = 100\%$ are the global integral). Tendencies in a) and b) are calculated as the linear trend in heat content or surface flux at constant temperature-percentile from 1970 to 2014. Orange shading shows the standard error ($2\sigma$) of the linear trend in heat content. d) Linear regression of the integrated $F$ and $\partial H/\partial t$ at each temperature-percentile in the CMIP6 models. Green line indicates the slope of the linear regression and green shading shows the standard error of the linear fit. The red and blue shading represents the sub-tropical and sub-polar oceans, respectively, based on the time-mean surface temperature bounds $28^\circ C > \Theta > 15^\circ C$ and $\Theta < 15^\circ C$, respectively, from Grist et al. [2016]. The tropics (defined as $\Theta > 28^\circ C$) are not visible in this plot. The warmest 20% volume is expanded in these plots. A secondary y-axis marks the time-mean temperature $\Theta$ corresponding to each temperature-percentile.
The heat content increases across all temperature percentiles in the observations and the majority of CMIP6 models (figure 2a). There is a reasonable match in OHC tendency between the CMIP6 mean and the observations (compare black and gray lines in figure 2a), though there is a substantial spread between the models in the CMIP6 ensemble (compare the blue and red lines in figure 2a), and the ensemble-mean OHC is less than the observed OHC for \( p > 10\% \). Surface flux tendencies again show a large spread between models (figure 2b).

The strong increase in surface fluxes in the warmest \( \sim 2.5\% \) of the ocean is largely balanced by mixing, which fluxes this additional heat toward cooler temperature classes. This region corresponds to warm temperatures (\( \Theta \sim 25^\circ C \)), which collapse to a narrow temperature-percentile range at the top of the figure. There is also an anomalous divergence of heat due to mixing (driving a cooling tendency from mixing) out of the coldest 40\% of waters and an anomalous convergence of heat due to mixing (driving a warming tendency from mixing) between 10\% \( < p < 60\% \). The largest cooling tendency from mixing occurs out of the 5\% coldest waters.

The surface flux tendencies in figure 2b do not account for shortwave redistribution. In addition, mixing is not a defined CMIP6 variable, and is not available for many CMIP6 models. Therefore, it remains unclear how much of the the difference between heat content tendency and surface forcing shown in figure 2c is due to mixing, and how much is due to shortwave redistribution and other errors. To explore this, we analyse the ocean model component of a single CMIP6 model member - ACCESS-CM2 - applying the diagnostic framework of Holmes et al. [2019] to explicitly calculate mixing and the effect of shortwave redistribution. The breakdown of processes in ACCESS-CM2 (purple lines in figure 2) largely aligns with the inferred diabatic fluxes in the rest of the CMIP6 models. There is a cooling tendency from mixing between 60\% \( < p < 100\% \) and a warming tendency from mixing between 10\% \( < p < 60\% \). In addition, the strong increase in surface fluxes at \( 0\% < p < 2.5\% \) is reduced by 17.7\% when shortwave redistribution is taken into account (not shown). The mixing in these volume classes consequently does not change as much as inferred from the CMIP6 models.

It is not possible to calculate surface flux tendencies and mixing from coarse resolution observational datasets. Instead, reanalysis products are often used which rely on ocean models (e.g., Liang and Yu [2016]). The tracer-percentile framework allows us to infer bulk surface flux and mixing quantities directly from observed OHC tendencies using the CMIP6 relationships in figure 2. A linear regression analysis is performed between integrated surface flux tendencies and heat content tendencies at each temperature-percentile for each of the CMIP6 models, with the slope and error of the regression shown in figure 2d. The inferred observed surface flux may be calculated using this slope as \( F = \frac{\partial H}{\partial t} \times \text{Slope} \). There is significant error in the linear regression in the tropical and sub-tropical regions (below \( p \approx 10\% \)). However, at temperature percentiles colder than \( p \approx 10\% \) (i.e. the coldest 90\% of the ocean), there is a statistically significant correlation between heat content and surface flux tendencies. Between 10\% \( < p < 20\% \), the slope of the correlation is close to 1, implying that excess heat entering the surface at these volume classes tends to remain there. By construction, the slope should be 1 at \( p = 100\% \), as there is no mixing in a globally integrated sense. Any deviation from 1 is due to diagnosed non-closure of the ocean heat budget in the models [Irving et al., 2020]. Assuming the relationship between surface fluxes and OHC tendency in the CMIP6 models holds for the real ocean, we infer the integrated surface flux-driven tendency and mixing-driven tendency as a function of temperature percentiles for the observations (dashed lines in figures 2b and c). Note that the inferred surface flux and mixing profile is only statistically significant above a temperature-percentile of \( \sim 10\% \). A further breakdown of the observed OHC tendency and its inferred surface fluxes and mixing is discussed in section 5.

The OHC tendency in the CMIP6 mean is less than that in the observations (Figure 2a). The tracer-percentile framework allows us to identify volume classes (organ-
Figure 3. Global temperature anomaly calculated relative to a 1970-1980 baseline in a) temperature percentiles, and b) fixed depth in the observations. c) and d) same as above but for the CMIP6 ensemble-mean. Grey triangles indicate volcanic eruptions of El Chichón (1982) and Pinatubo (1991). e) and f) Temperature anomaly trends (°C/year) calculated from the linear trend in temperature at constant temperature-percentile and depth, respectively. Orange shading shows the standard error (2σ) of the linear trend in temperature anomaly. The warmest 20% of the ocean (or the top 1000 metres in panels b and d) use an expanded y-axis. A secondary axis marks the time-mean temperature Θ corresponding to the temperature-percentile in a), c) and e).

Revised by temperature) where the cold anomaly that leads to this bias is introduced, and whether it can be traced back to mixing or surface flux changes. To this end, we plot the temperature anomaly in temperature percentiles and fixed depths in the observations and CMIP6 models in figure 3. Recall from section 2 that the temperature anomaly in temperature percentiles is proportional to the percentile derivative of the OHC tendency, i.e.,

\[
\frac{\partial \Theta}{\partial T} = \frac{100}{\rho C_p} \frac{\partial}{\partial p} \left( \frac{\partial H}{\partial T} \right).
\]
In tracer-percentiles temperature anomalies are qualitatively similar to the fixed-depth framework (figures 3a-d). Note in particular the similarity of the observed negative temperature anomaly between 1980 and 1990 in tracer-percentiles and fixed-depth coordinates (compare figures 3a and 3b), as well as the persistent cooler (compared to observations) signal in the CMIP6 mean between 5% < p < 20% and −1 km < z < −0.25 km (compare figures 3c and 3d, and thick grey lines in 3e and 3f). A key difference between the temperature percentiles and fixed depth is the warm anomaly in the coldest 20% temperature percentiles, which cannot be seen in the deep ocean (z < −4 km). The coldest percentiles include surface polar waters. Therefore, where warming of surface polar waters is conflated with changes in the surface sub-tropics and tropics at fixed depth, surface polar warming is emphasised at the coldest temperature percentiles. Analysis of temperature anomalies of water colder than 0° at fixed-depth (not shown) confirms that the majority of the warming in the coldest percentiles originates at the surface of the ocean. The temperature trend over the full time period, shown in temperature-percentile and fixed-depth coordinates in figures 3e and 3f respectively, reveals that the observed annual temperature anomaly has a number of ‘kinks’ in the sub-surface (z ≈ [0.2,0.5] km) in fixed-depth coordinates which are not visible in the tracer-percentile framework. We posit these kinks may be associated with XBT corrections in the observations [Abraham et al., 2013] or internal variability.

The CMIP6 models exhibit a weaker warming trend in the ~ 40% warmest volume classes in the ocean, particularly between 5% < p < 20% (compare black and grey lines in figure 3e). Revisiting the CMIP6 linear regression in figure 2d, we conclude that the weaker modelled warming trend in volume classes above ~ 10% is likely attributed to biases in surface flux changes (as the regression coefficient is close to 1 at these percentiles). These surface flux trends may be inaccurate in magnitude or spatial pattern, leading to heat entering the ocean at incorrect volume classes. Past research with CMIP5 models has also identified a consistent sea surface temperature (SST) bias in climate models - particularly a warm bias in the Southern Ocean SSTs [Sallée et al., 2013; Meijers, 2014]. There is evidence this SST bias still exists in the current generation of CMIP6 models [Beadling et al., 2020]. In fact, SSTs and surface fluxes are tightly coupled, so the true reason for the CMIP6 bias is likely to be a combination of inaccuracies in both [Hyder et al., 2018]. A possible explanation for the weaker CMIP6 warming trend may also be that the CMIP6 models have biased mixing, which would imply a surface flux bias elsewhere.

5 Discussion and Conclusions

We introduce a novel diagnostic framework (termed the tracer-percentile framework) which we apply to ocean temperature and use to directly relate changes in OHC to changes in diabatic heat fluxes, namely, surface forcing and mixing. By quantifying the heat content in and transport across temperature percentiles (ordered from warmest to coldest), we exclude adiabatic processes and avoid regime changes associated with shifting isotherms in a warming ocean. We are thus able to trace changes in OHC to changes in surface fluxes and mixing using a combination of traditional observational hydrographic datasets and CMIP6 models. Comparing heat content tendency and surface fluxes in a suite of thirty CMIP6 models from 1970 to 2014, we establish that changes in the coldest 90% of the ocean may be traced to changes in the net surface heat flux into volume classes in the sub-polar ocean. Assuming that the linear regression between OHC tendency and surface flux changes in the CMIP6 climate models holds for the real ocean, we infer changes in sub-polar surface heat fluxes and mixing based on observed OHC trends.

Figure 4 summarises the observed OHC tendency and the inferred surface flux and mixing tendencies in temperature-percentile layers in the ocean. We find that ~ 60% of the anomalous surface flux into the ocean (sum of all arrows in figure 4 save the red arrow) enters 23% of the surface ocean (sum of all outcrop lengths in figure 4 except the
Figure 4. Observed temperature anomalies, heat content tendencies, and inferred surface flux and mixing tendencies using the tracer-percentile framework. The OHC tendency, surface fluxes and mixing are calculated as the derivative of the solid and dashed black curves in figures 2 a, b and c. Note that while the Southern Hemisphere is schematised here, the values shown are for the global ocean. By construction, mixing tendencies sum to zero globally, and a decrease in down-gradient mixing implies a reduction in OHC tendency in that layer, and vice versa. The area of each layer in the schematic is proportional to its volume, and the outcrop length at the top surface is proportional to the outcrop area of the layer. The width of the surface flux arrows is proportional to their value (in TW), and the height is proportional to the surface flux per unit area (in W/m²). Surface flux and mixing trends in the 10% warmest ocean volume are uncertain due to the poor linear fit in CMIP6 models.
outcrop of the warmest 10% volume), which represents the outcrop area of the temperature-percentile bounding 90% of the ocean by volume. Therefore, minor changes to SSTs or surface fluxes overlying this relatively small surface area of the ocean may have profound impacts on the mean stratification and ocean circulation. Down-gradient mixing is decreasing across the 40%-95% percentiles, and increasing across the 10% and 20% percentiles according to our analysis. The strongest decrease in mixing occurs across the 95% percentile.

For the first time, the tracer-percentile framework allows us to link observed OHC changes to surface flux tendencies and the surface area over which they enter. This result enables the identification of the cause of biases in OHC tendencies in climate models. We identify a cooling bias in CMIP6 models which is apparent at both fixed depth and temperature percentiles. We trace this cooling bias to anomalous changes in surface forcing into the same temperature percentiles. The surface flux field may have either incorrect magnitude or incorrect spatial distribution, the SSTs which define the volume classes into which the surface fluxes enter may be biased in many ocean models, or the mixing in all CMIP6 models may be biased (with a surface flux bias elsewhere).

The insights from the tracer-percentile framework motivate a mechanistic approach to future explorations of OHC tendency and its diabatic contributors. The global analysis presented here indicates that surface fluxes over a small region of the ocean contribute to OHC changes in the vast majority of the ocean volume. Therefore, understanding the mechanisms which lead to increases in surface fluxes in these regions (and indeed to surface flux biases in models) is crucial. Mixing also displays variability between volume classes, and understanding the processes which drive these changes in mixing is vital to gaining a complete picture of historical and future changes in OHC. The tracer-percentile framework is a versatile tool, and future efforts will work towards expanding the use-cases of the tracer-percentile framework and further understanding oceanic and atmospheric dynamics in the context of temperature and other tracers.
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1. Text S1 to S2
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Introduction This document outlines further details of the suite of CMIP6 models used in this study, as well as the steps taken to analyse the CMIP6 diagnostics.

Text S1 provides information on the specific CMIP6 model members studied and the relevant references (shown in Table S1). Text S2 lays out the procedure for calculating the OHC and surface heat flux tendencies in the CMIP6 models.
Text S1.

Table S1 summarises the models and ensemble members used in this study. Only the first ensemble member was used from each model because all ensemble members from a given model tended to produce similar results.
<table>
<thead>
<tr>
<th>Model Name</th>
<th>Ensemble Member</th>
<th>Data Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCESS-CM2</td>
<td>r1i1p1f1</td>
<td>Dix et al. (2019a, 2019b)</td>
</tr>
<tr>
<td>ACCESS-ESM1-5</td>
<td>r1i1p1f1</td>
<td>Ziehn et al. (2019a, 2019b)</td>
</tr>
<tr>
<td>CAMS-CSM1-0</td>
<td>r1i1p1f1</td>
<td>Rong (2019a, 2019b)</td>
</tr>
<tr>
<td>CanESM5</td>
<td>r1i1p1f1</td>
<td>Swart et al. (2019c, 2019d)</td>
</tr>
<tr>
<td>CanESM5-CanOE</td>
<td>r1i1p2f1</td>
<td>Swart et al. (2019a, 2019b)</td>
</tr>
<tr>
<td>CESM2</td>
<td>r1i1p1f1</td>
<td>Danabasoglu (2019c); Danabasoglu et al. (2019)</td>
</tr>
<tr>
<td>CESM2-FV2</td>
<td>r1i1p1f1</td>
<td>Danabasoglu (2019a, 2019b)</td>
</tr>
<tr>
<td>CESM2-WACCM-FV2</td>
<td>r1i1p1f1</td>
<td>Danabasoglu (2019d, 2019e)</td>
</tr>
<tr>
<td>CESM2-WACCM</td>
<td>r1i1p1f1</td>
<td>Danabasoglu (2019f, 2019g)</td>
</tr>
<tr>
<td>CIESM</td>
<td>r1i1p1f1</td>
<td>Huang (2019a, 2019b)</td>
</tr>
<tr>
<td>CMCC-CM2-SR5</td>
<td>r1i1p1f1</td>
<td>Lovato and Peano (2020a, 2020b)</td>
</tr>
<tr>
<td>CNRM-CM6-1</td>
<td>r1i1p1f2</td>
<td>Voldoire (2018a, 2018b)</td>
</tr>
<tr>
<td>CNRM-ESM2-1</td>
<td>r1i1p1f2</td>
<td>Seferian (2018a, 2018b)</td>
</tr>
<tr>
<td>EC-Earth3</td>
<td>r1i1p1f1</td>
<td>EC-Earth (2019a, 2019b)</td>
</tr>
<tr>
<td>EC-Earth3-Veg</td>
<td>r1i1p1f1</td>
<td>EC-Earth (2019c, 2019d)</td>
</tr>
<tr>
<td>EC-Earth3-Veg-LR</td>
<td>r1i1p1f1</td>
<td>EC-Earth (2020a, 2020b)</td>
</tr>
<tr>
<td>GFDL-ESM4</td>
<td>r1i1p1f1</td>
<td>Krasting et al. (2018a, 2018b)</td>
</tr>
<tr>
<td>GISS-E2-1-G</td>
<td>r1i1p1f1</td>
<td>NASA-GISS (2018a, 2018b)</td>
</tr>
<tr>
<td>GISS-E2-1-G-CC</td>
<td>r1i1p1f1</td>
<td>NASA-GISS (2019a, 2019b)</td>
</tr>
<tr>
<td>HadGEM3-GC31-LL</td>
<td>r1i1p1f3</td>
<td>Ridley et al. (2019, 2018)</td>
</tr>
<tr>
<td>IPSL-CM6A-LR</td>
<td>r1i1p1f1</td>
<td>Boucher et al. (2018a, 2018b)</td>
</tr>
<tr>
<td>MCM-UA-1-0</td>
<td>r1i1p1f1</td>
<td>Stouffer (2019a, 2019b)</td>
</tr>
<tr>
<td>MPI-ESM1-2-HAM</td>
<td>r1i1p1f1</td>
<td>Neubauer et al. (2019a, 2019b)</td>
</tr>
<tr>
<td>MPI-ESM1-2-HR</td>
<td>r1i1p1f1</td>
<td>Jungclaus et al. (2019a, 2019b)</td>
</tr>
<tr>
<td>MPI-ESM1-2-LR</td>
<td>r1i1p1f1</td>
<td>Wieners et al. (2019a, 2019b)</td>
</tr>
<tr>
<td>NorCPM1</td>
<td>r1i1p1f1</td>
<td>Bethke et al. (2019a, 2019b)</td>
</tr>
<tr>
<td>NorESM2-LM</td>
<td>r1i1p1f1</td>
<td>Seland et al. (2019a, 2019b)</td>
</tr>
<tr>
<td>NorESM2-MM</td>
<td>r1i1p1f1</td>
<td>Bentsen et al. (2019a, 2019b)</td>
</tr>
<tr>
<td>SAM0-UNICON</td>
<td>r1i1p1f1</td>
<td>Park and Shin (2019a, 2019b)</td>
</tr>
<tr>
<td>UKESM1-0-LL</td>
<td>r1i1p1f2</td>
<td>Tang et al. (2019a, 2019b)</td>
</tr>
</tbody>
</table>

Table S1. CMIP6 models used in this study. The data citations correspond to the historical and piControl experiments, respectively.
In order to calculate the OHC tendency in temperature coordinates for each CMIP6 model, OHC (calculated using the grid cell volume $\text{volcello}$ and sea water potential temperature $\text{thetao}$ model diagnostics) was binned in temperature coordinates to yield annual mean time series for both the historical and piControl experiments. Model drift was then quantified by fitting a cubic polynomial to the full length of the piControl time series at each temperature interval. The time period in the piControl experiment that parallels the 1970–2014 period was identified using the branch time information provided in the file metadata, so that the correct segment of the cubic polynomial could then be subtracted from the historical experiment in order to produce a de-drifted OHC time series at each temperature interval. The slope of the linear regression of each de-drifted time series was taken as an estimate of the OHC tendency. Model drift, and therefore the effect of de-drifting, was most pronounced in the deep waters corresponding to temperatures colder than $\sim 7.5^\circ\text{C}$.

In order to calculate the surface heat flux tendency in temperature coordinates, the net surface heat flux (taken from the $\text{hfds}$ diagnostic) was binned in surface temperature coordinates to yield a time-integrated annual time series for both the historical and piControl experiments. The time-integrated surface heat flux anomaly, $Q_{\text{cum}}$, was then calculated by taking the difference between the historical and piControl time series:

$$Q_{\text{cum}}(\Theta^*, t) = \int \int \int_{\Theta_1 < \Theta(x,y,t) < \Theta_2} Q dxdydt|_{\text{historical}} - \int \int \int_{\Theta_1 < \Theta(x,y,t) < \Theta_2} Q dxdydt|_{\text{control}},$$

(1)
where $Q$ is the net surface heat flux in W/m$^2$, $[\Theta_1^*, \Theta_2^*]$ are the lower and upper temperature bounds respectively and $\Theta(x, y, t)$ is the sea surface temperature.

The surface-integrated heat flux for temperatures warmer than $\Theta^*$, $F(\Theta^*, t)$, is then given by:

$$ F(\Theta^*, t) = \int_{\Theta^*}^{\Theta_{\text{max}}} \frac{\partial Q_{\text{cum}}}{\partial t} d\Theta^*. $$

Finally, the surface heat flux tendency is approximated as the slope of the linear regression of the time series of $F$ from 1970 to 2014.

It is worth noting that there can be substantial drift in CMIP6 time-integrated ocean surface fluxes due to non-closure of the heat budget [Irving, Hobbs, Church, and Zika (2020)], however by taking the difference between the historical and piControl experiments when calculating the time-integrated surface heat flux anomaly, that drift is effectively removed. All terms binned in temperature are subsequently interpolated onto temperature-percentile space.
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