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Abstract

A semi-analytical spectral element method (SASEM) is proposed to solve for the normal and leaky modes of elastic waves propagating in a planar waveguide with a half-space substrate. For the SH-wave modes, the transparent boundary condition is used to model the SH wavefields in the half-space substrate. To solve for the PSV-wave normal modes on the (+, +) Riemann sheet and leaky modes on the (+, -) Riemann sheet, the elastic wavefields in the finite-thickness layers are modeled using the displacements, whereas the wavefields in the half-space are modeled using the P- and S-wave potentials. In the substrate, the transparent boundary condition is used for the shear wavefields, whereas semi-infinite elements are introduced to treat the radiative boundary condition of the P wavefields. Then, a polynomial eigenvalue problem is derived, which can be transformed into a standard linear eigenvalue problem. Solving the eigenvalue problem, we can obtain the solutions of the normal and leaky modes. Several numerical tests were performed to verify the effectiveness of SASEM, as well as to demonstrate its high accuracy. Modal analyses of the oscillations of the solved modes demonstrate that the leaky modes differ from the normal modes because of the increasing wavefields in the half-space. Moreover, the guided-P modes are confirmed to be more dependent on the P-waves, whereas the normal and organ-pipe modes are primarily determined by the S-waves. Besides the crustal model composed of several homogeneous layers, SASEM is applied to a vertically inhomogeneous offshore model to demonstrate its applicability. The good agreement between the theoretical guided-P modes and the dispersion spectra not only shows the correctness of SASEM when analyzing waveguides composed of gradient layers but also indicates the potential for constraining the P-wave velocity using the guided-P modes.
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1. INTRODUCTION

Dispersion is a significant feature of waves propagating along a waveguide. The computation of dispersion curves plays an important role in not only the forward modeling of the waves in waveguides (Aki & Richards 2002) but also the inversion of dispersion curves for waveguide structures (Dorman & Ewing 1962; Strobbia & Cassiani 2007; Foiret et al. 2014). For problems in which horizontal variations in the structures are negligible, the shallow parts of the Earth can be treated as a multilayered planar waveguide composed of several finite-thickness layers and a half-space substrate.

Both Rayleigh and Love waves are controlled by normal modes whose energy is trapped in waveguides. Because of their strong energy, normal modes are of interest to geophysicists and have been applied to many geophysical problems. The inversion of surface-wave (including Rayleigh, Scholte, and Love wave) dispersion curves has already proven an effective tool for the investigation of shallow surface and lithospheric structures (Dorman & Ewing 1962; Xia et al. 1999; Kugler et al. 2007; Wu et al. 2020). The calculation of the normal modes is essential for the inversion of surface waves. There have been many studies focusing on the computation of normal modes (Haskell 1953; Lysmer 1970; Chen 1993; Kausel, 2005). Based on the propagation-matrix-type methods (Haskell 1953; Knopoff 1964; Chen 1993; Wu & Chen 2016), the dispersion points are zeros of the secular function that is derived with the free-surface or continuity boundary conditions. Since the normal modes are the
real zero points of the secular function, these modes can be determined efficiently and accurately using a one-dimensional (1D) search. Leaky modes, by contrast, leak their energy into the half-space and usually occur with smaller amplitudes on seismograms.

Leaky modes have attracted less attention in past decades because of their relatively low energy compared with normal modes. We are interested in these leaky modes, especially guided-P modes because they are potentially useful for the retrieval of waveguide structures. Guided-P modes, which can be observed in waveguides with high Poisson ratios such as the unconsolidated Earth surface and shallow marine sediments (Robertsson et al. 1996; Roth et al. 1998; Boiero et al. 2013), are a part of leaky modes and primarily controlled by the P-wave structures. Guided-P modes provide the possibility of inverting for the P-wave structures, which is very attractive because conventional inversions with normal modes can mostly image the S-wave velocity structure. To investigate the inversion with leaky modes, it is essential to calculate the leaky-mode dispersion curves. Although there have been some trials that retrieved P-wave velocities using guided-P modes (Roth & Holliger 1999; Shtivelman 2004; Boiero et al. 2013; Li et al. 2018), the determination of leaky modes remains a difficult task because leaky modes correspond to the complex zero points of the secular functions.

When solving for the leaky modes, the performance of a direct search in the complex domain is poor because of the huge computation involved. Secular-function-based methods with iterative schemes perform much better. These iterative methods first start from a series of estimations of the leaky-mode roots (these
estimations can be the roots of the adjoining frequency or wavenumber), and then, an
iterative algorithm such as the Newton–Raphson method (NRM) is applied to search
for the accurate roots (Gilbert 1964; Cochran et al. 1970; Radovich & De Bremaecker
1974; Watson 1972). The main drawback of an iterative scheme is that the estimations
of the roots must be sufficiently reliable; otherwise, root missing occurs. The Cauchy
integration method (CIM) is a more general method to search for the zeros of an
analytic function (Delves & Lyness 1967; Smith et al. 1992; Michalski & Mustafa
2018). CIM first determines the number of roots located inside the closed integral
path using the argument principle. The roots are then determined by solving a
specially constructed polynomial equation that shares the same roots as the secular
function. However, for an arbitrary waveguide, CIM requires reliable estimations of
the searching range in which the interested modes are located. It is conceivable that a
too-small searching range will rule out some of the modes. Meanwhile, a too-large
searching range not only decreases the integral accuracy but also leads to redundant
computation because calculating the derivatives of the secular function required in
CIM is cumbersome (Glytsis & Anemogiannis 2018). Moreover, CIM still suffers
from root missing, especially when some of the roots are located close to each other
(Chen et al. 2000; Glytsis & Anemogiannis 2018).

The secular function is usually derived on the basis of the assumption that each
layer of the multilayered waveguide is homogeneous. Thus, the
secular-function-based method is only accurate when treating layered-homogeneous
waveguides. To solve for the modes of more complex waveguides, discretization
methods, such as the finite-difference (Huang et al. 1996), pseudo-spectral (Huang 2006; Denolle et al. 2012), finite-element (Grant et al. 1994; Kausel 2005; Haney & Tsai 2017), and spectral-element (Treysse 2016; Hawkins 2018) methods, have been applied to modal analyses. These methods discretize the waveguide into numerous nodes (elements) and calculate the modes by solving a matrix eigenvalue problem. Because each node has independent model parameters, these discretization methods are more suitable for planar waveguides composed of inhomogeneous media.

The computation of these methods primarily lies in the process of eigenvalue decomposition. For simplicity, a linear eigenvalue problem that is easy to solve is always preferred. When solving normal modes whose eigen displacements decay exponentially in the half-space substrate, the application of the truncated boundary condition (Haney & Tsai 2017) or the semi-infinite element method (Valenciano & Chaplain 2005; Hawkins 2018) results in simple linear eigenvalue problems. However, the truncated boundary condition and the semi-infinite element method are invalid for the determination of leaky modes because the eigen displacements of leaky modes are nonintegrable in the half-space substrate. Extra and special treatments for the wavefields in the half-space are required. The boundary element method (Mazzotti et al. 2013), as well as the analytical transparent boundary condition (Uranus et al. 2004; Hayashi & Inoue 2014), can exactly describe the wavefields without the discretization of the half-infinite substrate. However, when applied to solid waveguides, these methods result in highly nonlinear eigenvalue problems that are very difficult to solve. Alternatively, the perfectly matched layer (PML) technique has been adopted in
several studies to simulate the half-infinite substrate (Huang et al. 1996; Treyssede et al. 2014) because the PML technique results in a linear eigenvalue problem. One of the main drawbacks of PML is the appearance of the so-called Berenger modes that only depend on the PML parameters (Zhu et al. 2010). Careful modal sifting is required to filter the Berenger modes out of the modal solutions (Treyssede et al. 2014). Additionally, the selection of the PML parameters is extremely important to obtain accurate modal solutions.

In this paper, we propose an effective and convenient method, called the semi-analytical spectral element method (SASEM), for the calculation of normal and leaky modes. Instead of PML, the transparent boundary condition and semi-infinite element method are adopted to exactly determine the wavefields in the half-space. For SH-wave modes, SASEM results in linear eigenvalue problems with simple mathematical processing. To avoid the nonlinear eigenvalue problem for PSV-wave modes, we describe the wavefields in the half-space substrate with P- and S-wave potentials instead of displacements and only focus on the normal modes located on the (+, +) Riemann sheet, as well as the leaky modes located on the (+, −) Riemann sheet. SASEM can simultaneously solve for the normal and leaky modes without any prior information. Moreover, SASEM can conveniently handle modal problems for complex planar waveguides composed of gradient layers. The dispersion curves of multilayered waveguides composed of both homogeneous and gradient layers are then calculated to verify the effectiveness of SASEM.
2. SASEM CALCULATION FOR NORMAL AND LEAKY MODES

The spectral element method (SEM) is widely used for the simulation of wave propagation problems (e.g., Seriani et al. 1992; Priolo et al. 1994). The main advantages of SEM are the spontaneous fulfillment of the free-surface boundary condition and high accuracy because of its high-order Gauss-type quadrature.

For a modal analysis of a multilayered elastic waveguide, the governing equations are expressed in the frequency–wavenumber (\(f-k\)) domain (Denolle et al. 2012; Hawkins 2018):

\[
\rho_0^2 W(z) - k^2 \mu W(z) + \mu \frac{\partial^2 W(z)}{\partial z^2} = 0, \quad (1)
\]

\[
\rho_0^2 U_z(z) - k^2 (\lambda + 2\mu) U_z(z) - k \lambda \frac{\partial U_z(z)}{\partial z} - k \frac{\partial}{\partial z} \left[ \mu U_z(z) \right] + \frac{\partial}{\partial z} \left[ \mu \frac{\partial U_z(z)}{\partial z} \right] = 0, \quad (2)
\]

\[
\rho_0^2 U_z(z) - k^2 \mu U_z(z) + \mu k \frac{\partial U_z(z)}{\partial z} + k \frac{\partial}{\partial z} \left[ \lambda U_z(z) \right] + \frac{\partial}{\partial z} \left[ \lambda + 2\mu \frac{\partial U_z(z)}{\partial z} \right] = 0, \quad (3)
\]

where \( W(z), U_z(z), \text{ and } U_r(z) \) denote the SH and PSV displacements that depend on the depth \( z \), \( \rho \) represents the density, \( \mu = \rho \beta^2 \) and \( \lambda = \rho \alpha^2 - 2\rho \beta^2 \) represent the Lamé parameters, \( \alpha \) is the velocity of the P-waves, \( \beta \) is the velocity of the S-waves, and \( k \) is the horizontal wavenumber.

The dispersion curves of different modes can be determined by searching for non-trivial solutions that satisfy the source-free governing equations. With SASEM, the governing equations are discretized into a linear eigenvalue problem such that

\[
AX = \lambda BX, \quad (4)
\]

where \( \lambda \) is the eigenvalue that can determine the wavenumber \( k \). Once the complex wavenumber \( k \) is obtained, the phase velocity of this mode can be calculated using
Meanwhile, the attenuation of this mode is defined as $-\text{Im}(k)$. Because the wavefield solution of Eq. (4) is horizontally analytical and vertically discrete, our method is called semi-analytical SEM (i.e., SASEM).

2.1 SASEM for the SH-wave modes

Figure 1 Illustration of a multilayered planar waveguide

To introduce SASEM for the calculation of the dispersion curves, we start with the simple SH-wave case. A multilayered planer waveguide (Fig. 1) with a half-space substrate is used to simulate a shallow Earth model. We first multiply Eq. (1) by an arbitrary basis function $\varphi(z)$ and integrate over the depth range of $[z_0, z_N]$. Then, we obtain the following weak form:

$$
\int_{z_0}^{z_N} \rho \omega^2 W \varphi dz - k^2 \int_{z_0}^{z_N} W \varphi dz + \int_{z_0}^{z_N} \mu \frac{\partial^2 W}{\partial z^2} \varphi dz = 0. \quad (5)
$$

Carrying out integration by parts on the left side of Eq. (5), we have

$$
\int_{z_0}^{z_N} \rho \omega^2 W \varphi dz - k^2 \int_{z_0}^{z_N} W \varphi dz - \int_{z_0}^{z_N} \mu \frac{\partial W}{\partial z} \frac{\partial \varphi}{\partial z} dz + \int_{z_0}^{z_N} \left[ \tau_{zz} \varphi \right]_{z_0}^{z_N} = 0, \quad (6)
$$
where the term \( \tau_{SH}(z) = \mu \frac{\partial W(z)}{\partial z} \) is the traction and \( [\tau_{SH}(z)\varphi(z)]_{a_0}^{z_N} \) depends on the boundary conditions. Because we are interested in an Earth model, the free-surface boundary condition is adopted at the top interface and, therefore, we have
\[
\tau_{SH}(z_0) = 0. \tag{7}
\]

To mathematically describe the boundary condition at the depth \( z_N \), we must consider the expression of the SH displacement in the half-space substrate. Because there are no upgoing waves in the substrate, the displacement in the substrate (labeled as the \([N + 1]^{th}\) layer) can be expressed as
\[
W^{(N+1)}(z) = W^{(N+1)}(z_N) e^{-\gamma_{N+1}(z-z_N)} \quad (z \geq z_N), \tag{8}
\]
where \( \gamma_{N+1} \) denotes the vertical wavenumber of the SH waves in the substrate. \( \gamma_{N+1} \) satisfies the following wavenumber relation:
\[
k^2 = \frac{\omega^2}{\beta_{N+1}^2} - \gamma_{N+1}^2. \tag{9}\]

With Eq. (8), the traction boundary condition at the depth \( z_N \) is given by
\[
\tau_{SH}(z_N) = -i\gamma_{N+1}\mu W(z_N). \tag{10}\]

Using Eqs. (7), (9), and (10), we can rewrite Eq. (5) as
\[
\int_{z_N}^{z} \left( \frac{\partial^2}{\partial \xi^2} \rho - \frac{\partial^2}{\partial z^2} \mu \right) W \rho dz - \int_{z_N}^{z} \mu \frac{\partial W}{\partial z} \frac{\partial \rho}{\partial z} dz + \gamma_{N+1}^2 \int_{z_N}^{z} \mu W \rho dz - i \gamma_{N+1} \mu \mu W(z) \varphi(z) \bigg|_{z_N}^{z_N} = 0. \tag{11}\]

Discretization of Eq. (11) results in a quadratic eigenvalue problem in the form of
\[
M^{(SH)} W = \gamma_{N+1}^2 K_2^{(SH)} W + \gamma_{N+1} K_1^{(SH)} W, \tag{12}\]
where \( M^{(SH)} \), \( K_1^{(SH)} \), and \( K_2^{(SH)} \) are the coefficient matrices determined by the model parameters and \( W \) contains the discrete SH displacements at different nodes.

Discretization methods for Eq. (12) can be either the finite element method or SEM;
we chose SEM in this study for its high accuracy with the usage of the Gauss–Lobatto–Legendre (GLL) quadrature.

Introducing a new vector \( \mathbf{w}_i = \gamma_{\lambda_{i,1}} \mathbf{w}_i \), Eq. (12) can be converted into a common linear eigenvalue problem:

\[
\begin{bmatrix}
0 & \mathbf{I} \\
\mathbf{M}^{(\text{dir})} & -\mathbf{K}_i^{(\text{dir})}
\end{bmatrix}
\begin{bmatrix}
\mathbf{w}_i \\
\mathbf{w}_i
\end{bmatrix}
= \gamma_{\lambda_{i,1}}
\begin{bmatrix}
\mathbf{I} & 0 \\
0 & \mathbf{K}_i^{(\text{dir})}
\end{bmatrix}
\begin{bmatrix}
\mathbf{w}_i \\
\mathbf{w}_i
\end{bmatrix}. \tag{13}
\]

This linear eigenvalue problem can easily be solved using mathematical software and libraries. Once the eigenvalue \( \gamma_{\lambda_{i,1}} \) is obtained, the horizontal wavenumber \( k \) can be determined using Eq. (9).

2.2 SASEM for the PSV-wave modes

The dispersion curves of the PSV waves are much more complicated than those of the SH waves because both P- and S-wave contribute to PSV dispersion. Because of the multivalued vertical wavenumbers in the half-space substrate, the modal solutions are assigned to four Riemann sheets according to the different choices of P- and S-wave vertical wavenumbers (Watson 1972). The normal modes exist on the (\(+, +\)) Riemann sheet with the P- and S-wave energies both trapped in the waveguide. By contrast, the modes on the (\(+, -\)), (\(-, -\)), and (\(-, +\)) Riemann sheets leak their energy into the half-space. Specifically, the leaky modes on the (\(+, -\)) Riemann sheet represent the modes with leaky S-wave energy and nearly trapped P-wave energy (P-wave energy is horizontally attenuated as well, but the causation is the conversion between P and S waves). For practical purposes, leaky modes on the (\(+, -\)) Riemann sheet are more important than other leaky modes because (1) the modes on the (\(+, -\)) Riemann sheet...
are easier to extract from field seismograms and (2) the guided-P modes (or \( \Pi \) pseudo modes, Cochran et al. 1970) on the \((+,-)\) Riemann sheet depend primarily on the P-wave velocities and can effectively help with the retrieval of P-wave velocity structures. In this section, we focus on the computation of the PSV normal modes on the \((+,+\)) Riemann sheet and leaky modes on the \((+,-)\) Riemann sheet.

Carrying out integration by parts on the weak form of Eqs. (2) and (3), we obtain

\[
\int_{h_1}^{z_{b_1}} \rho \omega^2 U, \varphi dz - k^2 \int_{h_1}^{z_{b_2}} (\lambda + 2\mu) U, \varphi dz - k^2 \int_{h_1}^{z_{b_3}} \left( \frac{\partial U}{\partial z}, \varphi - \mu U, \frac{\partial \varphi}{\partial z} \right) dz - k^2 \int_{h_1}^{z_{b_4}} \left( \frac{\partial U}{\partial z}, \varphi - \mu U, \frac{\partial \varphi}{\partial z} \right) dz + \left[ \tau, \varphi \right]_{h_1}^{z_{b_1}} = 0, \quad (14)
\]

\[
\int_{h_1}^{z_{b_1}} \rho \omega^2 U, \varphi dz - k^2 \int_{h_1}^{z_{b_2}} \mu U, \varphi dz + k^2 \int_{h_1}^{z_{b_3}} \left( \frac{\partial U}{\partial z}, \varphi - \lambda U, \frac{\partial \varphi}{\partial z} \right) dz - k^2 \int_{h_1}^{z_{b_4}} \left( \frac{\partial U}{\partial z}, \varphi - \lambda U, \frac{\partial \varphi}{\partial z} \right) dz + \left[ \tau, \varphi \right]_{h_1}^{z_{b_1}} = 0, \quad (15)
\]

where \( \tau_1(z) = \frac{\partial U_z}{\partial z} - k \mu U_{\varphi}(z) \) and \( \tau_2(z) = (\lambda + 2\mu) \frac{\partial U_z}{\partial z} + k \lambda U_{\varphi}(z) \) represent the tractions and \( \left[ \tau_1(z) \varphi(z) \right]_{h_1}^{z_{b_1}} \) and \( \left[ \tau_2(z) \varphi(z) \right]_{h_1}^{z_{b_1}} \) depend on the boundary conditions.

Different from the SH case, the tractions of the PSV waves cannot be expressed in a similar form to Eq. (10) because the displacements now contain both P and S waves. Consequently, Eqs. (14) and (15) cannot be discretized into a simple linear eigenvalue problem. However, we always prefer to obtain a linear eigenvalue problem because solving a nonlinear eigenvalue problem is very complicated and time-consuming.

To overcome this problem, we divide the Earth model into two parts (Fig. 2). The 1\(^{st}\) part contains the first N finite-thickness layers. In the 1\(^{st}\) part, the PSV wavefields are described with displacements. In the 2\(^{nd}\) part (the half-space substrate), the PSV wavefields are described using the P- and S-wave potentials. As shown in Fig. 2, the P-wave potentials in the half-space substrate are controlled using a series of discrete
nodes. Conversely, the S-wave potentials in the half-space substrate are determined analytically with only the S-wave potential on the interface between the $N^{th}$ layer and the half-space substrate.

![Figure 2 Illustration of the model decomposition for the PSV-wave modes](image)

The P-wave potential ($p$) and S-wave potential ($q$) are defined as

\[
p(z) = \frac{\alpha^2}{\omega^2} \left( k U_x(z) + \frac{\partial U_y(z)}{\partial z} \right), \tag{16} \]

\[
q(z) = \frac{\beta^2}{\omega^2} \left( k U_x(z) + \frac{\partial U_y(z)}{\partial z} \right). \tag{17} \]

The tractions can be expressed with the PSV potentials such that

\[
r_x(z) = 2k \mu \frac{\partial p(z)}{\partial z} + \mu \frac{\partial^2 q(z)}{\partial z^2} + k^2 \mu q(z), \tag{18} \]

\[
r_y(z) = k^2 \lambda p(z) - (\lambda + 2\mu) \frac{\partial^2 p(z)}{\partial z^2} - 2\mu k \frac{\partial q(z)}{\partial z}. \tag{19} \]

Additionally, the P-wave potential equation, which is the same as the acoustic equation, is required to determine the P wavefields in the substrate:

\[
\rho \omega^2 p(z) - k^2 (\lambda + 2\mu) p(z) + (\lambda + 2\mu) \frac{\partial^2 p(z)}{\partial z^2} = 0. \tag{20} \]

Carrying out integration by parts on the weak form of Eq. (20), we obtain

\[
\int_{z_{i-1}}^{z_i} \rho \omega^2 \varphi \, dz - k^2 \int_{z_{i-1}}^{z_i} (\lambda + 2\mu) \varphi \, dz - \left[ (\lambda + 2\mu) \frac{\partial \varphi}{\partial z} \right]_{z_{i-1}}^{z_i} = 0. \tag{21} \]
Although the S-wave potentials in the substrate can now result in an exponential relation similar to Eq. (8), a linear eigenvalue problem is still unavailable because of the boundary conditions of the P-wave potentials in Eq. (21) and the existence of the first power term of $k$ in Eqs. (14) and (15). To obtain a linear eigenvalue problem, the following special treatments must be applied.

Let $\bar{U}_z = kU_z$, $\bar{p} = kp$, and consider Eqs. (18) and (19); then, Eqs. (14), (15), and (21) can be rewritten as

$$
\int_{z_s}^{z_v} \rho \omega^2 U_z \phi dz - k^2 \int_{z_s}^{z_v} \left( \lambda + 2\mu \right) U_z \phi dz - \int_{z_s}^{z_v} \left( \lambda \frac{\partial \bar{U}_z}{\partial z} \phi - \mu \bar{U}_z \frac{\partial \phi}{\partial z} \right) dz = 0
$$

$$
\int_{z_s}^{z_v} \rho \omega^2 \bar{U}_z \phi dz - k^2 \int_{z_s}^{z_v} \mu \bar{U}_z \phi dz + k^2 \int_{z_s}^{z_v} \left( \frac{\partial \bar{U}_z}{\partial z} \phi - \lambda \bar{U}_z \frac{\partial \phi}{\partial z} \right) dz - \int_{z_s}^{z_v} \left( \lambda + 2\mu \right) \frac{\partial \bar{U}_z}{\partial z} \frac{\partial \phi}{\partial z} dz - \int_{z_s}^{z_v} \left( \lambda + 2\mu \right) \frac{\partial \bar{U}_z}{\partial z} \frac{\partial \phi}{\partial z} dz = 0
$$

$$
\int_{z_v}^{\infty} \rho \omega^2 \bar{p} \phi dz - k^2 \int_{z_v}^{\infty} \left( \lambda + 2\mu \right) \bar{p} \phi dz - \int_{z_v}^{\infty} \left( \lambda + 2\mu \right) \frac{\partial \bar{p} \phi}{\partial z} dz + \int_{z_v}^{\infty} \left( \lambda + 2\mu \right) \frac{\partial \bar{p} \phi}{\partial z} dz = 0
$$

(22), (23), (24)

This step is used to eliminate the first power term of $k$ in the governing equations.

To simplify the boundary conditions of Eq. (24), we write the P-wave potentials in the substrate as follows, assuming that no upgoing waves exist in the substrate:

$$
p^{(N+1)}(z) = p^{(N+1)}(z_{N+1}) e^{-i\nu_{N+1}(z-z_N)} \quad (z > z_N).
$$

(25)

where $\nu_{N+1}$ denotes the vertical wavenumber of P waves in the substrate. Accordingly, the spatial derivative of the P-wave potentials in the substrate can be expressed in a simpler form:

$$
\frac{\partial p^{(N+1)}(z)}{\partial z} = -i\nu_{N+1} p^{(N+1)}(z) \quad (z > z_N).
$$

(26)
If we are interested in the modes on the \((+, +)\) and \((+, −)\) Riemann sheets, the P-wave potentials will decay along the \(Z\)-direction to deeper parts and remain zero at a depth of \(∞\), which satisfy the radiative boundary condition. Thus, we have the following P-wave potential boundary condition:

\[
\left. \frac{\partial p^{(N+1)}(z)}{\partial z} \right|_{z=∞} = 0. \tag{27}
\]

Similarly, the S-wave potentials and spatial derivatives in the substrate have the following forms:

\[
q^{(N+1)}(z) = q^{(N+1)}(z_N) e^{-i\gamma_{N+1}(z-z_N)} \quad (z > z_N), \tag{28}
\]

\[
\frac{\partial q^{(N+1)}(z)}{\partial z} = -i\gamma_{N+1} q^{(N+1)}(z) \quad (z > z_N). \tag{29}
\]

Therefore, the terms of the S-wave potential derivatives in the boundary conditions of Eqs. (22) and (23) can be expressed analytically using Eq. (29).

The boundary condition terms of Eqs. (22) and (23) describe the contribution of the P- and S-wave potentials in the substrate to the displacements in the 1st part of the waveguide. The remaining task is to express the boundary conditions of the P- and S-wave potentials at the depth \(z_N\), which describes the contribution from the displacement wavefields in the 1st part. Because no weak form of the S-wave potential equation is used, we can express the boundary conditions of the P- and S-wave potentials at the depth \(z_N\) using the Dirichlet boundary conditions:

\[
\bar{p}^{(N+1)}(z_N) = \frac{\alpha_{N+1}^2}{\omega^2} \left( k^2 \bar{U}_{r}^{(N+1)}(z_N) + \left. \frac{\partial \bar{U}_{r}^{(N+1)}(z)}{\partial z} \right|_{z=z_N} \right), \tag{30}
\]

\[
q^{(N+1)}(z_N) = -\frac{\beta_{N+1}^2}{\omega^2} \left( \bar{U}_{r}^{(N+1)}(z_N) + \left. \frac{\partial \bar{U}_{r}^{(N+1)}(z)}{\partial z} \right|_{z=z_N} \right). \tag{31}
\]
Considering the continuity of the displacements and the tractions at the inner interfaces, the potentials at the depth \( z_N \) can be determined by the displacements using

\[
\bar{p}_{N+1}(z_N) = \frac{1}{\rho_{N+1} \omega^2} \left[ (\lambda_N + 2\mu_N) \frac{\partial \bar{U}_z^{(N)}(z)}{\partial z} + k^2 \lambda_N U_r^{(N)}(z_N) \right] + \frac{k^2 \mu_{N+1}}{(\rho_{N+1} \omega^2)} U_r^{(N)}(z_N), \tag{32}
\]

\[
q_{N+1}(z_N) = -\frac{1}{\rho_{N+1} \omega^2} \left[ \mu_N \frac{\partial U_r^{(N)}(z)}{\partial z} - \mu_N \bar{U}_z^{(N)}(z_N) \right] - \frac{2\mu_{N+1}}{(\rho_{N+1} \omega^2)} \bar{U}_z^{(N)}(z_N). \tag{33}
\]

Thus far, all the governing equations and boundary conditions of the displacements and potential wavefields have been expressed explicitly. To solve for the modes, we replace the term \( k^2 \) in Eqs. (22)–(24) and (32) with \( \frac{\omega^2}{\beta_{N+1}^2} \). In combination with the boundary condition of Eq. (33), we obtain the final eigenvalue system, which can be written as

\[
\int_{z_N}^{z_0} \left( \rho \omega^2 - \alpha^2 (\lambda + 2\mu) \right) U_r \phi dz + \gamma_N^2 \int_{z_N}^{z_0} (\lambda + 2\mu) U_r \phi dz - \int_{z_N}^{z_0} \left( \lambda \frac{\partial \bar{U}_z}{\partial z} - \mu \frac{\partial \Phi}{\partial z} \right) dz = 0, \tag{34}
\]

\[
\int_{z_N}^{z_0} \left( \rho \omega^2 - \alpha^2 \mu \right) \bar{U}_z \phi dz + \gamma_N^2 \int_{z_N}^{z_0} (\lambda + 2\mu) \bar{U}_z \phi dz - \int_{z_N}^{z_0} \left( \lambda \frac{\partial \bar{U}_z}{\partial z} - \mu \frac{\partial \Phi}{\partial z} \right) dz = 0, \tag{35}
\]

\[
\rho_{N+1} \omega^2 \bar{p}_{N+1}(z_N) = (\lambda_N + 2\mu_N) \frac{\partial \bar{U}_z^{(N)}(z)}{\partial z} + \left( \lambda_N + 2\mu_N \right) \frac{\omega^2}{\beta_{N+1}^2} \bar{U}_z^{(N)}(z_N), \tag{37}
\]

\[
\rho_{N+1} \omega^2 \bar{q}_{N+1}(z_N) = (\lambda_N + 2\mu_N) \frac{\partial \bar{U}_z^{(N)}(z)}{\partial z} + \left( \lambda_N + 2\mu_N \right) \frac{\partial \bar{U}_z^{(N)}(z)}{\partial z} = 0. \tag{36}
\]
Because of the simultaneous existence of the terms $\gamma_{N+1}$, $\gamma_{N+1}^2$, and $\gamma_{N+1}^3$, the discretization of Eqs. (34)–(38) results in a cubic eigenvalue problem:

$$\mathbf{MU} = \gamma_{N+1}^3 \mathbf{K}_3 \mathbf{U} + \gamma_{N+1}^2 \mathbf{K}_2 \mathbf{U} + \gamma_{N+1} \mathbf{K}_1 \mathbf{U},$$  \hspace{1cm} (39)$$

where $\mathbf{M}$, $\mathbf{K}_1$, $\mathbf{K}_2$, and $\mathbf{K}_3$ are the coefficient matrices determined by the model parameters and $\mathbf{U}$ is an eigenvector composed of the displacements in the finite-thickness layers and the wave potentials in the half-space substrate.

To solve for the eigenvalues of Eq. (39), we introduce two new temporary vectors $\mathbf{U}_1 = \gamma_{N+1} \mathbf{U}$ and $\mathbf{U}_2 = \gamma_{N+1} \mathbf{U}_1$; then, we can convert Eq. (39) into a linear eigenvalue problem:

$$\begin{bmatrix} 0 & 0 & \mathbf{I} \\ 0 & \mathbf{I} & 0 \end{bmatrix} \begin{bmatrix} \mathbf{U} \\ \mathbf{U}_1 \\ \mathbf{U}_2 \end{bmatrix} = \gamma_{N+1} \begin{bmatrix} \mathbf{I} & 0 & 0 \\ 0 & \mathbf{I} & 0 \\ 0 & 0 & \mathbf{K}_1 \end{bmatrix} \begin{bmatrix} \mathbf{U} \\ \mathbf{U}_1 \\ \mathbf{U}_2 \end{bmatrix}.$$  \hspace{1cm} (40)$$

Because the global matrix $\mathbf{B}$ is singular, we can compute the wavenumber using a modified form of the eigenvalue problem (Eq. (40)):

$$\begin{bmatrix} 0 & 0 & \mathbf{I} \\ 0 & \mathbf{I} & 0 \end{bmatrix} \begin{bmatrix} \mathbf{U} \\ \mathbf{U}_1 \\ \mathbf{U}_2 \end{bmatrix} = \frac{1}{\gamma_{N+1}} \begin{bmatrix} \mathbf{I} & 0 & 0 \\ 0 & \mathbf{I} & 0 \\ 0 & 0 & \mathbf{K}_1 \end{bmatrix} \begin{bmatrix} \mathbf{U} \\ \mathbf{U}_1 \\ \mathbf{U}_2 \end{bmatrix}.$$  \hspace{1cm} (41)$$

where the eigenvalue is $\frac{1}{\gamma_{N+1}}$. Then, the horizontal wavenumber $k$ can be obtained via simple calculations.
3. MODEL DISCRETIZATION

In SASEM, each layer with finite thickness is divided into several elements controlled by GLL nodes. Using the advantages of the GLL nodes, the integrals in Eqs. (34)–(38) can be easily calculated because the GLL quadrature formula converts the integral into a weighted summation of the integrand functions at the GLL nodes. Additionally, the spatial derivatives of the displacement (potential) functions can be efficiently calculated via simple summations as well.

The strategy of element partition in SASEM is flexible, and we can divide each layer into an arbitrary number of elements. Usually, we can assign fewer elements for layers with smaller thicknesses and more elements for layers with larger thicknesses. The only requirement is that the node distribution is sufficiently dense so that no numerical dispersion caused by the discrete nodes affects the results. Typically, the number of GLL nodes that control each element, which is denoted by $N_{gll}$, is stationary throughout the entire model, whereas the number of GLL elements (elements controlled by GLL nodes) is freely varying according to the waveguide parameters and the frequencies. In our implementation, the number of GLL elements ($n_e$) in each layer is determined by the following criterion:

$$n_e \geq \left\lceil h_i / \lambda_s^{(i)} \right\rceil,$$  

(42)

where $h_i$ and $\lambda_s^{(i)}$ are the thickness and shear wavelength of the $i$th layer, respectively, and $\left\lceil \cdot \right\rceil$ is the rounding up function. The criterion of Eq. (42) guarantees that there are at least $N_{gll}$ nodes in each shear wavelength. To suppress the dispersion caused by
discrete nodes, Haney & Tsai (2017) suggested that there should be at least 5 finite elements in each wavelength. Based on their schemes, we always set $N_{gll}$ to greater than 7 to achieve sufficiently high accuracy. Additionally, Eq. (42) indicates that $n_\text{e}$ can be changed according to the different wavelengths (or frequencies). To achieve high computation efficiency, the elements of SASEM are redivided automatically for each new frequency and consequently fewer elements are used when solving for the modes at low frequencies (large wavelength), which is different from Haney & Tsai (2017).

For the half-space substrate, the improper integral in the half-infinite domain $\int_{z_v}^{\infty}$ is required in Eq. (36). Because we are interested in the modes on the $(+, +)$ and $(+, -)$ Riemann sheets, the P-wave potentials will decay exponentially in the substrate, which coincides with the displacements of the normal modes. An appropriate candidate to describe these decayed P-wave potential wavefields is the semi-infinite element controlled by the Gauss–Radau–Laguerre (GRL) nodes (Valenciano & Chaplain 2005). Appendix A provides the details of the GRL nodes. In the implementation of the semi-infinite element, besides the number of GRL nodes (denoted by $N_{grl}$), a scale factor between the element scale and the physical scale is necessary. An appropriate semi-infinite element should have (1) sufficiently dense GRL nodes to sample the decaying wavefields and (2) a suitable scale factor that guarantees sufficient wavefield decay at the last GRL nodes to enable the GRL quadrature to be accurate. We always let the number of GRL nodes in the semi-infinite element be greater than 10, and the scale factor is determined by
\eta = \frac{5\lambda_p^{(N+1)}}{\xi_{\text{max}}}, \quad \text{(43)}

where \( \xi_{\text{max}} \) denotes the maximum coordinate of the original GRL nodes and \( \lambda_p^{(N+1)} \) is the P wavelength of the half-space substrate. The criterion of Eq. (43) determines a moderate semi-infinite element in which the P-wave potentials sufficiently decay and the improper integral of Eq. (36) can be accurate.

4. NUMERICAL RESULTS

4.1 Multilayered crustal model

We tested our algorithm using a multilayered waveguide composed of several homogeneous solid layers. This type of model is the most discussed in common studies of surface waves. In this section, normal and leaky modes of the modified version of the CIT 11 GB model (Julian & Anderson 1968; Wu & Chen 2016) in Table 1 are analyzed. The frequency range we focus on is from 0.001 to 0.05 Hz and the frequency interval is \( 2.5 \times 10^{-4} \) Hz.

<table>
<thead>
<tr>
<th>Layer no.</th>
<th>( \alpha ) [km( \cdot )s(^{-1})]</th>
<th>( \beta ) [km( \cdot )s(^{-1})]</th>
<th>( \rho ) [g( \cdot )cm(^{-3})]</th>
<th>( h ) [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.58</td>
<td>3.55</td>
<td>2.9</td>
<td>35</td>
</tr>
<tr>
<td>2</td>
<td>8.05</td>
<td>4.6</td>
<td>3.5</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>7.75</td>
<td>4.31</td>
<td>3.47</td>
<td>54</td>
</tr>
<tr>
<td>4</td>
<td>8.19</td>
<td>4.55</td>
<td>3.6</td>
<td>225</td>
</tr>
<tr>
<td>5</td>
<td>8.84</td>
<td>4.92</td>
<td>3.8</td>
<td>102</td>
</tr>
<tr>
<td>6</td>
<td>9.82</td>
<td>5.4</td>
<td>3.95</td>
<td>203</td>
</tr>
<tr>
<td>7</td>
<td>10.6</td>
<td>5.8</td>
<td>4.15</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>

Table 1 Modified CIT 11 GB model
4.1.1 SH-wave modes

We first calculated the SH normal and leaky modes. When an arbitrary frequency was given, the waveguide was discretized by 8-order GLL elements (controlled by 9 GLL nodes). The model discretization criterion (Eq. (42)) guaranteed that there were at least 9 nodes inside each wavelength. After assembling the global matrices in Eq. (11), we obtained vertical wavenumbers in the substrate \((\gamma_{N,z})\), as well as the horizontal wavenumbers \((k)\). With the sign of \(-\text{Im}(\gamma_{N,z})\), we distinguished the normal (Fig. 3a) and leaky (Fig. 3b) modes. The different colors of the modes represent the attenuation factors determined by \(-\text{Im}(k)\). Fig. 3c shows the combination of the normal and leaky modes. To solve for the modes of all the 197 discrete frequencies, our method cost 2.8 seconds on Intel(R) Core(TM) i7-7700K processor.

To verify the correctness of the normal modes in Fig. 3a, we calculated the errors between the SASEM solutions and those given by the generalized reflection/transmission coefficients method (i.e., GRTM; Chen 1993; Wu & Chen 2016). Assuming the GRTM solutions (wavenumber \(k_{\text{GRTM}}\)) were accurate, the relative errors of the SASEM solutions were defined as \(\varepsilon = \left| k_{\text{SASEM}} - k_{\text{GRTM}} \right| / \left| k_{\text{GRTM}} \right|\). As can be seen in Fig. 3d and Fig. 3e, the relative errors of the fundamental and second higher modes are on the order of \(10^{-8}\), which confirms the correctness and accuracy of SASEM. To assess the correctness of the leaky SH-wave modes, we used an intuitive method on the basis of the values of the secular function. Here, we take the frequency of 0.03 Hz as an example. We scanned numerous complex \(k\) over a given range and calculated the corresponding secular function values, as shown in Fig. 3f. A series of
local minima (the dark blue areas in Fig. 3f) exist in the given wavenumber range, which indicates the locations of the zero points of the secular function. In Fig. 3f, SASEM solutions (white stars) perfectly match the zero points of the secular function. Additionally, Fig. 3f indicates that no root missing occurs in the given wavenumber range.

Using the secular function image in Fig. 3f, the complex roots of 0.03 Hz can be roughly estimated. On the basis of these estimated roots and the GRTM-based secular function $F(\omega, k)$, NRM was then used to obtain the accurate roots (Wu & Chen 2017). For comparison, Table 2 gives the modal solutions of both SASEM and NRM. The results show the high accuracy of the SASEM solutions.

Figure 3 SH modal solutions and the verification: (a) normal modes; (b) leaky modes; (c) the combination of the normal and leaky modes; relative errors between the
SASEM solutions and GRTM solutions for the (d) fundamental mode and (e) the second higher normal mode; and (f) the agreement of the calculated leaky modes (white stars) with the secular function at 0.03 Hz.

Table 2 SH leaky-mode solutions of the SASEM and NRM at 0.03 Hz

<table>
<thead>
<tr>
<th>Mode</th>
<th>SASEM</th>
<th>NRM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\text{Re}(k) \times 10^{-2} \text{ km}^{-1})</td>
<td>(\text{Im}(k) \times 10^{-2} \text{ km}^{-1})</td>
</tr>
<tr>
<td>1</td>
<td>4.5760984</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>4.0563611</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3.8133166</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>3.5107371</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>3.1423246</td>
<td>0.0817456</td>
</tr>
<tr>
<td>6</td>
<td>2.8095646</td>
<td>0.2278961</td>
</tr>
<tr>
<td>7</td>
<td>2.4445172</td>
<td>0.3472734</td>
</tr>
</tbody>
</table>

For the SH-wave modes, normal modes and leaky modes convert into each other at the phase velocity that equals the half-space S-wave velocity. Below the half-space S-wave velocity, normal modes and leaky modes tend to overlap when the frequency increases. Above the half-space S-wave velocity, only the leaky modes exist and the dispersion curves of the leaky modes in this range are usually steep.

Because the displacements are parts of the eigenvector, we can conveniently obtain the real and imaginary parts of the corresponding SH displacements (Fig. 4) after the eigenvalue decomposition. At 0.03 Hz, there are five normal modes. Similar to the results in prior studies (e.g., Chen 1993; Wu & Chen 2016), the displacements...
of normal modes decay rapidly in the half-space substrate (Fig. 4a). Meanwhile, there
are seven leaky modes (satisfying $\Re(k) \geq 0$, $\Im(k) \leq 0$, and $\Im(\gamma_{n,1}) > 0$) at 0.03 Hz
if we filter out the modes with phase velocities greater than 10.6 km/s. The
displacements of the leaky modes differ significantly from those of the normal modes
because they increase in the substrate.

Figure 4 Displacements of the SH-wave modes at 0.03 Hz: (a) normal modes and (b)
leaky modes. Only the real parts of the displacements are shown. The curves in the
gray regions represent the SH displacements in the half-space.

4.1.2 PSV-wave modes

Next, we calculated the PSV normal modes and the leaky modes on the (+, −)
Riemann sheet. Because PSV wavefields are much more complicated than SH
wavefields, we discretized the waveguide using several 11-order GLL elements and
one 20-order GRL element. The model discretization criterion, Eq. (42), guaranteed
that there were at least 12 nodes inside each wavelength. Using the eigenvalue system
of Eqs. (34)–(38), we obtained a linear eigenvalue problem in the form of Eq. (41)
after discretization and matrix assembling. Similar to the SH case, we distinguished
the normal (Fig. 5a) and leaky (Fig. 5b) modes on the basis of the sign of \( \Im\left(\gamma_{N+1}\right) \).

Based on the Intel(R) Core(TM) i7-7700K processor, the time consumed for
calculating the normal and leaky modes at 197 discrete frequencies (Fig. 5c) was 18.6
seconds.

The SASEM modal solutions can also be assessed using the GRTM solutions. In
Fig. 5d and 5e, the relative errors of the fundamental and second higher modes are on
the order of \( 10^{-8} \), which confirms the correctness of SASEM for the PSV normal
modes. In Fig. 5f, the leaky modes calculated using SASEM perfectly match the zero
points of the secular function. The accurate roots found by NRM were also compared
with the SASEM solutions. Results in Table 3 confirm the high accuracy of SASEM
for the PSV leaky modes.
Figure 5 PSV modal solutions and the verification: (a) normal modes; (b) leaky modes on the (+, −) Riemann sheet; (c) the combination of the normal and leaky modes; relative errors between the SASEM solutions and GRTM solutions of the (d) fundamental mode and (e) the second higher normal mode; and (f) the agreement of the calculated leaky modes (stars) with the secular function at 0.03 Hz. In panel (f), the two black stars represent the guided-P modes and the residual white stars represent the other leaky modes.

Table 3 PSV leaky-mode solutions of SASEM and NRM at 0.03 Hz

<table>
<thead>
<tr>
<th>Mode</th>
<th>SASEM</th>
<th>NRM</th>
<th>SASEM</th>
<th>NRM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Re(k) $\times 10^{-2}$ km$^{-1}$</td>
<td>-Im(k) $\times 10^{-2}$ km$^{-1}$</td>
<td>Re(k) $\times 10^{-2}$ km$^{-1}$</td>
<td>-Im(k) $\times 10^{-2}$ km$^{-1}$</td>
</tr>
<tr>
<td>1</td>
<td>4.8508702</td>
<td>0</td>
<td>4.8508702</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>4.0464635</td>
<td>0</td>
<td>4.0464635</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3.7785823</td>
<td>0</td>
<td>3.7785823</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>3.4893774</td>
<td>0</td>
<td>3.4893774</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>3.1882687</td>
<td>0.0754322</td>
<td>3.1882687</td>
<td>0.0754322</td>
</tr>
<tr>
<td>6</td>
<td>2.8660226</td>
<td>0.0728643</td>
<td>2.8660226</td>
<td>0.0728643</td>
</tr>
<tr>
<td>7</td>
<td>2.6331815</td>
<td>0.1534412</td>
<td>2.6331815</td>
<td>0.1534412</td>
</tr>
<tr>
<td>8</td>
<td>2.2537158</td>
<td>0.1956290</td>
<td>2.2537158</td>
<td>0.1956290</td>
</tr>
<tr>
<td>9</td>
<td>2.1874208</td>
<td>0.0348445</td>
<td>2.1874208</td>
<td>0.0348445</td>
</tr>
<tr>
<td>10</td>
<td>1.9406896</td>
<td>0.0274573</td>
<td>1.9406896</td>
<td>0.0274573</td>
</tr>
</tbody>
</table>

For the PSV-wave modes, the normal and leaky modes convert into each other at the phase velocity equaling the half-space S-wave velocity. The leaky PSV-wave modes differ significantly from the leaky SH-wave modes in the high-phase-velocity
areas. Besides the strong-attenuated modes with steep dispersion curves and phase
velocities greater than the half-space S-wave velocity (also called organ-pipe modes),
some dispersion curves have weak attenuation and behave similarly to the higher
normal modes (Fig. 5c). This type of dispersion curve, called guided-P mode (Boiero
et al. 2013) or $\Pi$ pseudo mode (Cochran et al. 1970), has been reported to be
primarily controlled by P-wave velocity structures (Li et al. 2018; Li & Chen 2020).
In the case of high Poisson ratios, the dispersion curves of guided-P modes are close
to those of pure acoustic waves (Sun et al. 2021). To study the oscillation features of
the calculated modes, the P- and S-wave potentials of the modes at 0.03 Hz were
calculated instead of the displacements because the PSV displacements consist of both
P and S waves (Fig. 6). The oscillation features of the normal modes (Fig. 6a) agree
with the conclusions of former studies in that the wavefields decay in the half-space
and the energy of the higher modes focuses more in deep regions. In Fig. 6b, the leaky
modes are numbered according to their phase velocity. Of the leaky modes studied,
modes 9 and 10 are guided-P modes. All the leaky modes have increasing S-wave
potentials and decaying P-wave potentials in the half-space, which is consistent with
the definition of the leaky modes on the $(+, -)$ Riemann sheet. Differences occur
when we compare the relative magnitudes of the P- and S-wave potentials. For the
guided-P modes (modes 9 and 10 in Fig. 6b), the P-wave potentials above the
half-space are notably larger than the S-wave potentials, which confirms that P-waves
contribute more to the guided-P modes. Because of their smaller attenuation factor,
the guided-P modes are easier to identify than the organ-pipe modes in dispersion
analyses of field seismograms. With accurate calculations, guided-P-mode dispersion curves have the potential to constrain P-wave velocity structures in dispersion inversions.

Figure 6 P- and S-wave potentials of the PSV (a) normal and (b) leaky modes at 0.03 Hz. The black solid lines represent the P-wave potentials, and the red dotted lines represent the S-wave potentials. Only the real parts of the potentials are shown. The curves in the gray regions represent the P- and S-wave potentials in the half-space.

4.2 Gradient offshore model

Propagation-matrix-type methods assume that each layer of the multilayered 1D Earth model is homogeneous. When solving for the modes accurately in a waveguide composed of gradient layers, propagation-matrix-type methods become tedious unless the waveguide is divided into numerous sufficiently thin layers. A significant advantage of SASEM is its convenience when treating a waveguide composed of gradient layers because SASEM allows the model parameters to be variable at different nodes inside an element.
We designed a 1D inhomogeneous offshore model in which the sediment layers were covered by a 50-m-thick water layer. The density and P-wave velocity of the water layer were defined to be constant (i.e., 1 g·cm\(^{-3}\) and 1.5 km·s\(^{-1}\), respectively), whereas the parameters of the sediment layers were gradually changed (Fig. 7a). The half-space substrate was assumed to be homogeneous.

Similar to the treatments of the PSV wavefields in the half-space, we described the wavefields in the water layer using P-wave potentials. Following the derivation of Komatitsch et al. (2000), SASEM can handle a waveguide containing water layers with a simple modification to Eqs. (34)–(38). Appendix B provides the modified version of the eigenvalue system. Using SASEM, we calculated the normal and leaky modes of the PSV waves (Fig. 7b). In the SASEM computation, the sediment layer was divided into four sublayers with thicknesses of 0.1 km, 0.25 km, 0.15 km, and 0.18 km. Then, the model discretization of each sublayer was determined using Eq. (42). Of the numerous leaky modes, several guided-P mode dispersion curves with weak attenuation can be identified in Fig. 7b.

Figure 7 (a) Offshore model with gradient sediment layers. (b) Modal solutions of SASEM including normal and leaky modes.
In geophysical exploration, both the guided-P modes and the normal modes of offshore models are observable. As an example, we synthesized seismograms with an idealized airgun source placed at a depth of 10 m and an ocean bottom node (OBN) array arranged on the sea floor. The dominant frequency of the idealized airgun source was 3 Hz. A total of 600 OBNs were evenly distributed on the seafloor with a minimum offset of 200 m and a maximum offset of 6000 m. GRTM was used for the forward modeling (Chen 1999). Because GRTM assumes that each layer of the multilayered model is homogeneous, the gradient sediments were divided into 50 thin layers and each thin layer was considered homogeneous. Fig. 8 shows the synthetic multicomponent records in which we can find Scholte waves (controlled by normal modes) and guided-P-waves (controlled by guided-P modes).

Figure 8 Synthetic multicomponent ocean bottom node (OBN) records

Using the frequency–Bessel transform (Forbriger 2003; Wang et al. 2019; Xi et al. 2021), we obtained the dispersion spectra shown in Fig. 9. In the low-phase-velocity and low-frequency area of the dispersion spectra, the fundamental Scholte mode and
first higher normal mode can be identified. The guided-P dispersion energy occurs in
the high-phase-velocity and high-frequency areas. As shown in Fig. 9, the theoretical
dispersion curves calculated via SASEM perfectly match the dispersion spectra.

It has been reported that guided-P modes can bring more constraints to P-wave
velocity structures, and several inversion tests have been conducted to retrieve P-wave
velocities based on secular functions (Boiero et al. 2013) or dispersion spectra (Li et
al. 2018). An inversion directly based on the dispersion curves of the guided-P modes
has not yet been conducted because of the complexity of calculating leaky modes.

With the proposed SASEM, the potential usage of the guided-P modes, as well as the
organ-pipe modes, in dispersion inversions can be studied in the future.

Figure 9 Dispersion spectra of the (a) horizontal, (b) vertical, and (c) pressure
components. Dispersion spectra focusing on the low-frequency and low-velocity area
to clearly show the Scholte modes for the (d) horizontal, (e) vertical, and (f) pressure
components. The black dots represent the theoretical dispersion curves as solved using SASEM.

5. CONCLUSIONS

We proposed SASEM to solve for the normal and leaky modes of planar elastic waveguides. Unlike root-searching methods based on secular functions, SASEM can conveniently provide a high-accuracy modal solution without any prior information. Additionally, no root missing occurs within the focused-on complex domains. The core of SASEM consists of treatments for the transparent boundary condition in the half-space substrate. The version of SASEM proposed in this paper differs from former finite-element-based or spectral-element-based methods in that the modes are calculated by solving a linear eigenvalue problem with the analytical transparent boundary condition instead of the external and approximate boundary condition (e.g., PML and artificial viscoelastic layers).

Different strategies are adopted for the SH-wave modes and PSV-wave modes. For the simpler SH-wave modes, the transparent boundary condition is analytically combined with the displacement equation to result in a linear eigenvalue problem. For the PSV-wave modes, we focus on the modes located on the (+, +) and (+, −) Riemann sheets at the present stage. The governing equations of the wavefields are composed of displacement equations in the finite-thickness layers and potential equations in the half-space substrate. The analytical transparent boundary condition is
applied to the S-wave potential wavefields. Conversely, for the P-wave potentials, a semi-infinite element technique is adopted because the P-wave potentials of the modes on the (+, +) and (+, −) Riemann sheets decay exponentially in the half-space.

After mathematical derivations, a linear eigenvalue problem is also obtained for the PSV-wave modes.

SASEM was first validated using a multilayered crustal model, which showed that the modal solutions agree perfectly with the zero points of the secular function. The oscillation features of the normal and leaky modes were then analyzed, showing that the leaky modes differ from the normal modes because of the increasing wavefields in the half-space. An oscillation analysis of the guided-P modes confirmed that the guided-P modes were primarily controlled by P-waves. A multilayered gradient model was then used to demonstrate the effectiveness of SASEM when applied to waveguides composed of gradient layers. The dispersion spectra extracted from synthetic seismograms perfectly matched the theoretical dispersion curves. These numerical tests indicate that SASEM can be an effective tool for the investigation of observed leaky modes in seismograms.

Since the eigenvalue problem for determining the dispersion curves has been theoretically derived, an inversion problem can also be constructed and solved. Based on schemes similar to Haney & Tsai (2017) and Hawkins (2018), SASEM can be applied to the dispersion inversion of surface waves. Moreover, SASEM provides the possibility of the inversion based on leaky-mode dispersion curves, which may bring more constraints on Vp structures.
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Here, we introduce the Laguerre polynomials, which can be determined using the
following recurrence relation:
\[
L_n(\xi) = L_0(\xi) = 1 \\
L_1(\xi) = 1 - \xi \\
L_n(\xi) = \frac{2n-1-\xi}{n} L_{n-1}(\xi) - \frac{n-1}{n} L_{n-2}(\xi) .
\] (A1)

The Gauss–Radau–Laguerre (GRL) nodes are defined as the roots of the equation
\[\xi L_{n+1}'(\xi) = 0 ,\]
where \(n\) denotes the order. Meanwhile, the Laguerre functions are defined as
\[
\hat{L}_n(\xi) = L_n(\xi)e^{-\xi/2} .
\] (A2)

When the function \(f(\xi)\) is integrable in the range of \([0, \infty)\), the modified version
of the Gauss-Radau-Laguerre quadrature rule is written as (Valenciano & Chaplain, 2005)
\[
\int_0^\infty f(\xi)d\xi \approx \sum_{j=0}^n f(\xi_j)w(\xi_j) ,
\] (A3)
where \(j\) denotes the index of the GRL node. The discrete weight functions are given
by
\[
w(\xi_j) = \frac{1}{(n+1)\hat{L}_n(\xi_j)} .
\] (A4)

The derivatives of the Lagrangian interpolation function can be obtained via
\[
(Valenciano & Chaplain, 2005)
\]
\[
\phi'(\xi_j) = \begin{cases} 
\hat{L}_{n+1}(\xi_j) & \text{if } i \neq j \\
\frac{\hat{L}_{n+1}(\xi_j)(\xi_j - \xi_i)}{2} & \text{if } i = j \neq 0 , \\
-\frac{(n+1)}{2} & \text{if } i = j = 0 
\end{cases}.
\] (A5)
where \( i \) denotes the index of the Lagrangian interpolation function.

With the coordinates \( \xi \), weight functions \( w(\xi) \), and derivatives of the Lagrangian interpolation function \( \phi'(\xi) \), the GRL semi-infinite element can be applied in the same manner as traditional GLL finite elements.

### APPENDIX B: SASEM FOR OFFSHORE MODELS

For offshore models, we assume Layer 1 to be the water layer. In the water layer, the acoustic equation is expressed as

\[
\rho_f \omega^2 p(z) - k^2 \kappa p(z) + \kappa \frac{\partial^2 p(z)}{\partial z^2} = 0, \quad (B1)
\]

where \( \omega \) is the circular frequency, \( k \) is the wavenumber, \( p \) represents the P-wave potential, \( \rho_f \) represents the water density, and \( \kappa \) represents the bulk modulus of water. At the interface between the water and the solid materials, there is the following boundary condition:

\[
\begin{cases}
U_z = -\frac{\partial p}{\partial z}, \\
r_z = \rho_f \omega^2 p, \\
r_{\tau} = 0.
\end{cases} \quad (B2)
\]

We assume that the first layer of the waveguide in Fig. 2 is a water layer; then, the final equation system can be obtained by modifying Eqs. (34)–(38):

\[
\begin{align*}
\int_0^z \left( \rho_f \omega^2 - \frac{\omega^2 \kappa}{\beta_{[n]}} \right) \phi dz + \int_0^z \kappa p \phi dz - \int_0^z \frac{\partial^2 p}{\partial z^2} \phi dz - \kappa(z) \frac{\partial}{\partial z} \phi(z) \\
- \kappa(z) \frac{\partial p}{\partial z} \bigg|_{z_i} = 0, \quad (B3)
\end{align*}
\]
where Eq. (B3) determines the P-wave potentials in the water layer. The discretization of Eqs. (B3)–(B8) using SASEM leads to an eigenvalue problem similar to Eq. (39).